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RESUME

L’optimisation de I'assortiment vise a identifier un ensemble de produits a offrir aux clients,
de maniere a maximiser le revenu attendu d’une entreprise. L’un des principaux défis a
relever pour résoudre cette tache provient du fait que les demandes de produits sont inter-
dépendantes, en raison des effets dits de substitution et de halo. Par conséquent un modele
de choix discret doit étre appris a partir des données recensées, afin de capturer les com-
portements d’achat des clients confrontés a des ensembles discrets d’alternatives. Un tel
modele peut ensuite étre utilisé comme une sous-routine prédictive pour optimiser les déci-
sions d’assortiment. En pratique, la résolution d’un probleme d’optimisation de I’assortiment
nécessite donc de trouver le bon compromis entre i) la flexibilité du modele de choix, qui doit
étre suffisamment général pour bien représenter le comportement d’achat des clients, et ii)
la difficulté de résolution du probléme d’optimisation pour trouver I’ensemble de produits
qui maximise les revenus. Dans cette these, nous traitons a la fois les aspects prédictifs
et prescriptifs de ce compromis, en fournissant des procédures d’estimation efficaces pour
des modeles de choix discrets généraux et des algorithmes pour identifier des assortiments a

revenu élevé.

Tout d’abord, nous proposons une procédure efficace pour optimiser les assortiments pour
des scénarios dans lesquels chaque produit est associé a un certain cotit que ’entreprise doit
payer pour offrir ce produit. Nous supposons que les clients choisissent selon un modele
Multinomial Logit. Ce probleme est NP-hard. Néanmoins, nos résultats indiquent qu’il est
possible d’identifier I’assortiment optimal en une fraction de seconde, en moyenne, méme
pour des instances avec mille produits. Nous montrons également comment adapter notre
approche au cas ou les assortiments doivent satisfaire une contrainte sur le nombre maximum

de produits disponibles.

Deuxiemement, nous proposons un modele de choix partiellement rangé, qui généralise les
modeles de choix entierement rangé en supposant que les clients forment des préférences
strictes uniquement parmi quelques produits pertinents, tout en étant “indifférents” parmi
les autres. Ce modele permet de capturer tout effet de substitution entre les produits.
Nous proposons ensuite une procédure d’estimation basée sur la génération de colonnes pour
identifier efficacement les comportements des clients en fonction des données historiques de
vente. De plus, nous montrons comment optimiser les décisions d’assortiment basées sur un

tel modele.

Enfin, nous étendons notre modele de choix partiellement rangé et notre cadre d’estimation
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pour capturer les comportements d’achat, tels que les effets de halo, qui ne peuvent étre
expliqués par aucun des modeles appartenant a la famille de la maximisation de 1'utilité
aléatoire. Nos résultats sur un ensemble de données de ventes d’épicerie dans le monde réel
montrent que la prise en compte de ce type de comportements de choix permet d’augmenter

de maniere significative la précision prédictive.
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ABSTRACT

Assortment Optimization aims at identifying a set of products to be offered to customers, so
as to maximize a firm’s expected revenue. One of the major challenges in solving this task
stems from the fact that products demands are interdependent, due to so-called substitution
and halo effects. Hence, most often a discrete choice model must be learned from historical
data, in order to capture the buying behaviors of customers faced with discrete sets of alter-
natives. Such model can then be used as a predictive subroutine for optimizing assortment
decisions. In practice, tackling the assortment optimization problem thus requires finding the
right trade-off between i) flexibility of the choice model, which should be general enough to
approximate well the buying behavior of customers, and ii) tractability of the optimization
problem one must solve to find the revenue-maximizing set of products. In this thesis, we
deal with both the predictive and prescriptive aspects of such trade-off, providing effective
estimation procedures for general discrete choice models and scalable algorithms to identify

high-revenue assortments.

First, we propose an effective procedure to optimize assortments for scenarios in which each
product is associated to a certain cost representing, e.g., the stocking or shipping one, which
the firm has to pay for offering that product. We assume customers choose according to
a Multinomial Logit model. This problem is NP-hard. Exact solution methods have been
shown to be computationally impractical, thus motivating a number of approximate ap-
proaches. Notably, our results indicate that it is possible to identify the optimal assortment
in a fraction of a second, on average, even on large-scale instances. We further show how
to adapt our approach to the case in which assortments must satisfy a constraint on the

maximum number of available products.

Second, we propose a partially-ranked choice model that generalizes fully-ranked choice mod-
els by assuming that customers may form strict preferences only among few relevant products,
while being “indifferent” among the others. Such model can theoretically approximate any
model belonging to the Random Utility Mazimization family, and allows to capture any pat-
tern of substitution among products. We then provide an estimation procedure based on
column generation to effectively identify customer behaviors consistent with historical sales

data. Further, we show how to optimize assortment decisions based on such model.

Finally, we extend our partially-ranked choice model and estimation framework to capture
buying behaviors, such as halo effects, which cannot be explained by any of the models

belonging to the Random Utility Maximization family. Our results on a real-world grocery
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sales dataset show that accounting for this type of choice behaviors allows to significantly

boost predictive accuracy.
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CHAPTER 1 INTRODUCTION

1.1 Background and Motivation

The problem of identifying a set of high-revenue products to show to customers has become
of crucial importance for the success of both brick-and-mortar and online businesses. Apparel
retailers, for example, must rearrange the assortments carried in stores due to seasonal trends,
while consumer electronics retailers may need to keep up-to-date with customers’ changing
tastes and new device models. When a customer enters the store and cannot find the product
she is looking for, she may react by leaving with no purchase or by substituting the desired
product by a similar, available one. Customers’ substitution behaviors can be stock-out
based, when the considered product is unavailable due to a stock-out event (i.e., the product
ran out of availability) or assortment based, when the absence of the product is due to
assortment decisions. In general, bad assortment decisions may result in lost sales, added
operational costs, and lead to customer insatisfaction. For example, one may be tempted
to offer large assortments, with the hope of increasing the probability of customers finding
what they are looking for. This, however, may deteriorate customers’ experience, due to
the cognitive burden of processing too much information, and ultimately jeopardize sales
[3, 4]. Also, the presence of low-revenue items may cannibalize the sales of high-revenue
ones, thus leading to inferior profit margins. Ignoring this type of interactions, by assuming
the demands of products do not depend on the set of available alternatives, may lead to

sub-optimal revenues (see, e.g., [5]).

Motivated by such observations, discrete choice models have been applied in the context of
demand forecasting in order to capture assortment-dependent effects on product demands.
In particular, consider a universe N' = {1,...n} of n products. A discrete choice model
then consists of a conditional probability distribution P(i|S) that, for a given assortment of
products S C N, yields the probability of a random arriving customer choosing item 7 out
of the available ones. Assuming each product is associated with a certain revenue r;, for
i € N, one may then leverage such predictive model to “evaluate” a candidate assortment
S, in terms of its expected revenue R(S) = Y ,cqr:P(i|S). The optimal assortment S* can

then be found by solving the following decision problem:

S* = argmax R(S5). (1.1)
SCN

In order to choose the “right” predictive model, one must thus understand how this choice



may impact the final assortment decisions. On the one hand, a flexible choice model may be
able to capture complex choice behaviors, thus providing accurate demand forecasts, but lead
to an intractable formulation of problem (1.1); on the other hand, simple predictive models
may be easier to optimize on, but too restrictive in terms of assumptions they make about
the choice behavior of customers. This, in turn, may lead to poor demand forecasts, and
ultimately to sub-optimal revenues. It is therefore of paramount importance to understand
the structural differences among different models of choice, the assumptions about the choice
behavior of consumers from which they are derived, and the practical implications of such

assumptions.

A brief overview of Discrete Choice Modeling

In order to understand and predict the decision-making outcome of an agent, economists
formalized the definition of rationality. In principle, such definition should take into account
the set of personal tastes and values of the agent under examination, as the scenario under
which she is asked to make a decision. However, such an agent- and scenario-specific definition
of rationality would be of rather limited practical utility, since her choices would be difficult to
relate to other agents and scenarios. Also, many of these pieces of information are not directly
observable by researchers, and therefore cannot be taken into account for predicting choice
outcomes. Hence, the standard theory of rational choice relies on more general principles,
resting upon the view of decision-makers as wtility mazimizers. According to this view, a
decision-maker assigns a certain utility to each alternative, representing the overall interest
she may have in choosing that option. When faced with a discrete set of alternatives, she
picks the one with the highest utility. Formally, this model of decision-making assumes the
existence of an utility function u : NV — R, mapping each item to a one-dimensional “score”

value, which establishes a total ordering among alternatives.

The fundamental principle stemming from the utility maximization framework is the one of
preference transitivity, according to which the relative preference between two items should

not depend on the other items available in the assortment. Formally,

p(ilS) = p(j|S) = p(lS") = p(j|S) VS, S"CN.

In particular, let assume item ¢ is preferred to item j on a given assortment S C A. This
implies that w(i) > w(j), which must hold for any other assortment S’ C N, with S’ # S.
As a consequence, ¢ must be preferred to j in every assortment S’ # S as well. In the

seminal work of Luce [6], an even stronger principle of preference transitivity was proposed,



which makes specific assumptions about the choice probabilities of items in different choice
scenarios. According to such principle, known as the Independence of Irrelevant Alternatives
(ITA), not only the relative preference, but also the ratio of the choice probabilities of two
items should not change, independently of the other available alternatives. Formally, this

implies that

= 7 VS, 8" C N

In the same work, Luce derived the Multinomial Logit (MNL) model, arguably the most
studied choice model in the literature, directly from the implications of the ITA principles
on choice probabilities. According to such model, the probability of choosing item j from
assortment S is given by

el

PIS) = &
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In practice, researchers can neither observe the utilities assigned to alternatives by a decision-
maker, nor several of the other factors driving her choice. Hence, Marschak [7] introduced
in economics the family of Random Utility Mazimization (RUM) models. These models
decompose item-specific utilities U; in two parts, i.e., U; = v; +¢; . The first part, v;, is
the observed portion of utility, usually a function of item features and other explanatory
variables describing the decision-maker, while ¢; is a random noise which accounts for unob-
served factors influencing the choice. The probability of choosing a certain item i € N from

assortment S is then given by

P(i|S) = P(U; > Uy) vj e S\ {i}
= P(vi+e& >vj+e¢) VjeS\{i}

Different assumptions regarding the distribution of the random components lead to different
choice models. In particular, Marschak [7] showed that the logit formula can be derived in
terms of a RUM model, where the random components follow an extreme value distribution,

and are identically and independently distributed among items.

A significant amount of literature was devoted to test whether the IIA principle actually holds
in practice, and robust empirical evidence was found of choice scenarios in which ITA may
be violated, leading to intransitive preferences. From a cognitive perspective, such violations
are induced by the similarity of options, and are thus referred to as similarity effects. A
famous example in this regard is the one of the red/blue buses (see, e.g., [8]), considering

the case of commuters choosing a mode of transportation for traveling to work. Specifically,



assume initially that a red bus and a car are available for reaching a certain destination, and
that commuters choose either option with 50% probability. In a second moment, a new bus
service is made available for the same trip. Such service is identical to the former except for
the color of the new bus, which is blue. How will this new option affect commuters’ choice?
The MNL model will predict an equal share of approximately 33% for all the alternatives,!
which is counter-intuitive. Likely, commuters that chose the car in the first scenario, will stick
to their preference, while bus commuters may equally split among the two buses, therefore
violating ITA. This type of choice behaviors is still compatible with the RUM framework,
and can be explained by allowing for correlations in the utility-error components of similar
alternatives, as in the Nested Logit model [9]. Also, when analyzing choice outcomes from
multiple decision-makers, even if each of them does show transitive preferences, aggregated
choice probabilities may show ITA violations. More powerful choice models, such as the Mixed
Multinomial Logit (MMNL) [10, 11] and the Rank-Based [12] are based on this observation
and assume the existence of multiple classes of ITA-consistent decision-makers over which
choices are aggregated. Notably, these models can approximate any model belonging to the

RUM family and capture any type of substitution behavior among products.

However, RUM models do obey to the so-called Regularity principle of (rational) choice,
according to which the probability of choosing a certain alternative can only decrease when

a new alternative is added to the offered ones. Formally,
P(i|S")y < P(i|S) VSCS CN,ieN.

Choice behaviors violating the Regularity assumption have been widely documented. The
work of Simonson and Tversky [13] shows that such violations may be induced by loss aver-
sion, a cognitive bias leading to choice phenomena known as compromise effects, where middle
(i.e., compromise) options in terms of overall evaluation are preferred to extreme ones. In
the same work, the compromise effect was shown to cause intransitive preferences as well,
therefore violating the ITA principle. Violations of the Regularity assumption may arise
also from the introduction in the assortment of an option, referred to as the decoy option,
whose presence increases the sales of another product perceived as much better on all di-
mensions. While different cognitive biases lead to different choice phenomena, the literature
about choice behaviors in contrast with the regularity assumption generally refers to such

behaviors as product synergies or halo effects (see, e.g., [14, 15]).

n the first scenario we have P(car)/P(red-bus)=1. According to the IIA principle, this must hold in the
second scenario as well. Moreover, the two buses will have the same (or very similar) utilities, assuming the
bus color does not significantly affect commuters’ choice. As a consequence, P(car)=P(red-bus)=P (blue-bus)



In order to visually summarize our discussion above, we report in Figure 1.1 (adapted from
[16]) different scenarios in which items are evaluated on two dimensions and, based on their
position in such attribute-space, trigger different choice phenomena and substitution behav-
iors. In particular, items ¢ and z may cannibalize each other sales in the leftmost scenario,
given their similarity on both dimensions; item z may be preferred to the other alternatives
in the center scenario since considered an acceptable trade-off in terms of both attributes; fi-
nally, in the rightmost scenario, item z (i.e., the decoy option) may increase the attractiveness

of item %, since it is dominated by the latter on both dimensions.
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Figure 1.1 Choice phenomena resulting from different evaluations of two-dimensional items:
Similarity effect (Left), Compromise effect (Center) and Decoy effect (Right).

We conclude this section by noticing that frameworks of choice other than the RUM one have
been proposed in the literature in order to account for choice phenomena such as similarity,
compromise and decoy effects. For example, consider-then-choose choice models assume
agents may fail to maximize their utility payoff due to limited attention. In particular, when
entering a store, agents may decide to focus on a small subset of the available items, so as
to avoid the cognitive burden of evaluating all of them; such agents may then choose among
the considered items only. Context-dependent choice models, on the other hand, explicitly
take into account the effects of all available alternatives on item-specific utilities. We refer

the reader to Chapter 2 and Section 6.2 for a deeper overview on this stream of literature.

1.2 Objectives and Contributions

In this thesis, we deal with both the predictive and prescriptive aspects of the Assortment
Optimization problem (1.1), by focusing on choice models characterized by different levels of

flexibility. In particular, as discussed in Section 1.1, different choice models make different



assumptions about the buying behavior of customers, which impact both the predictive
accuracy of the model and the computational tractability of the resulting decision problem.
Their applicability thus depends on the type (and amount) of data available for learning,
and the computational requirements that need to be satisfied. Hence, we start by analyzing
a variant of the assortment optimization problem under the Multinomial Logit model, still
widely adopted in practice despite its limited flexibility. We then increase, in each of the
following contributions, the variety of choice behaviors we aim to capture. In particular, our

contributions are the following.

An Exact Method for (Constrained) Assortment Optimization Problems with
Product Costs: Our first contribution focuses on the problem of Assortment Optimiza-
tion with Product Costs (AOPC), when customers choose according to a Multinomial Logit
model. Product costs allow to model a variety of real-life situations where a firm may incur
operational costs (such as stocking or ordering ones) for offering a certain product. Moreover,
several solution methods for other problems in the literature of assortment optimization and
network revenue management rely on the solution of one or more subproblems taking the form
of an AOPC. Although practically relevant, solving the AOPC to optimality is NP-hard [17].
We propose an exact solution method for the AOPC, showing that instances with up to one
thousand products can be solved to optimality in less than a second, on average. Moreover,
we describe how to adapt the proposed approach to the case with cardinality constraints on

the size of the assortment.

A Partially Ranked Choice Model for Large-Scale Data-Driven Assortment Op-
timization: Our second work contributes to the literature on rank-based choice models,
which are able to approximate any model belonging to the RUM family, and thus capture
any type of substitution among products. In particular, we propose a discrete choice model
based on partially-ranked preferences, which assume that customers have strict preferences
only on a small set of relevant products, while being indifferent to the others. Besides be-
ing a behaviorally plausible model of choice, this model allows for an effective estimation
procedure, where customer types are discovered in a data-driven way using a tree-like data
structure. Furthermore, we show how to optimize assortments over the proposed choice
model. Our numerical results show that the proposed choice model delivers accurate pre-
dictions of customers’ buying behavior, leading to close-to-optimal assortments at decision

time.



On the estimation of discrete choice models to capture irrational customer be-
haviors: In our final contribution, we show that the estimation framework of partially-
ranked preferences is flexible enough to account for the discovery of irrational, rank-based
behaviors. These, in particular, allow to capture assortment-dependent effects on product
demands, which lead to violations of the regularity assumption, thus escaping the limita-
tions of the RUM framework. An extensive set of experiments shows that on synthetic and
real-life datasets, accounting for irrational choice behaviors can significantly boost predictive

accuracy.



CHAPTER 2 LITERATURE REVIEW

Many planning problems in Operations Management require a prior estimation of the de-
mand of the products or services involved. Originally, such demands were assumed to be
independent from each other, resulting in the so-called indpendent demand model, according
to which a customer either buys her favorite product, or leaves without any purchase. This
model may well represent scenarios in which product offerings are highly differentiated and,
due to various types of restrictions, targeted to a specific class of customers [18]. Also, Cohen
et al. [19] and Cohen et al. [20] empirically observed that cross-item effects (such as substi-
tution and halo effects) may be negligible in those product categories where customers are
brand loyal. However, such assumption has been shown to be overly restrictive in general,
and unable to capture commonly observed buying behaviors. For example, the studies of [21]
and [22] report that 45% and 62% of customers, respectively, may substitute a stocked-out
product for an available one. While heuristic corrections to the independent demand model
have been proposed to capture such behaviors (see, e.g., [23]), discrete choice models have
been widely adopted with the aim of taking customer choice behavior into account when

optimizing strategic decisions.

Choice-based demand forecasting The MNL model is arguably the most studied choice
model in the literature, thanks to its interpretability and tractable estimation. The seminal
work of [24] used an MNL model in the context of brand choice analysis. The works of
[25], [5] and [26] use MNL-based models of demand to analyze the impact of choice-based
approaches to airline revenue management. In such context, results from [5] indicate that
taking into account the choice behavior of customers when optimizing fare classes availability
may lead to revenue improvements between 1% and 5%. Recently, Feldman et al. [27] applied
the MNL in the frame of online recommender systems. Their results show that such model
can outperform state-of-the-art methods from the Machine Learning literature based on the

independent demand assumption, in terms of revenue generated from recommended products.

Despite its popularity, the MNL model obeys to the ITA principle, which limits the complexity
of substitution behaviors it can capture. Hence, more complex choice models have been
designed over the years to overcome its limitations. Among these, the class of parametric
choice models, to which the MNL belongs, makes a priori assumptions about the choice
behavior of customers, i.e., before fitting the model to the data. As a consequence, under-
and over-fitting issues may arise whenever the assumptions made are not appropriate for the
given scenario. The Exponomial [28], the Nested Logit [9] and the Markov Chain [29] models



belong to this class, and so does the MMNL, when the number of customer classes is fixed.

Non-parametric choice models, on the other hand, allow to gain structural flexibility as
more data becomes available, therefore circumventing the need for extensive model selec-
tion. In particular, relatively simple models (i.e, with few parameters) will be fit in limited
data-regime settings, therefore limiting the risk of capturing spurious patterns from data;
however, as the amount of available data increases, so does the number of parameters in
the model and, in consequence, the complexity of choice behaviors it can capture. Moti-
vated by these observations, Farias et al. [12] introduced rank-based choice models in the
context of Operations Management. Such models are defined in terms of a probability dis-
tribution over customer types. These are represented by rankings over products, such that
high-rank products are preferred to low-rank ones. When faced with a set of alternatives,
a customer picks the product with the highest rank among the available ones. It follows
that the number of possible customer types is factorially large in the number of products.
As a consequence, estimating such models is computationally challenging. The work of [30]
tackles such difficulties by proposing a column-generation procedure in which the subproblem
aims to identify customer types consistent with sales data. However, as pointed out by the
authors, the computational burden of their approach grows significantly with the number
of available transactions. Moreover, relatively small numbers of products were used in their
experiments. The work of [31] proposes to speed-up the solution of the subproblem by means
of a local search method. However, its computational complexity is quadratic in the number

of products, thus making such approach impractical for large number of products.

All the choice models mentioned above follow the RUM framework. Among these, the Markov
chain, the Rank-Based and the MMNL models can theoretically approximate any model be-
longing to the RUM family !, and are thus able to capture any pattern of substitution among
products. In [32], the authors empirically compare the RUM choice models most common in
the literature of assortment optimization, when it comes to predicting the choice behavior
of customers on new assortments. Among the tested models, the Exponomial and Markov
Chain choice models tend to be the most accurate when little and large amounts of training
data are available, respectively. Also, their results confirm that rank-based choice models
are relatively data-efficient, exhibiting stable performances independently of the amount of

available data.

All the models that belong to the RUM family obey to the regularity assumption. Re-

cently, Jagabathula and Rusmevichientong [33] analyzed a grocery sales dataset, showing a

'For the Markov chain choice model, this is not true in general. However, Blanchet et al. [29] show that
under some mild conditions, the Markov Chain choice model can provide a relatively good approximation to
any RUM model. The approximation is exact for some models, such as the MNL one.
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significant presence of choice behaviors incompatible with the RUM framework on several
categories of products. As a consequence, RUM choice models may not be able to fit well
such datasets, ultimately leading to poor demand forecasts. Several choice models have been
proposed in the literature to escape the limitations of the RUM framework (see, also, Sec-
tion 6.2). Among those, the Halo-MNL and the Context-Dependent random utility Model
(CDM) proposed by Maragheh et al. [15] and Seshadri et al. [34], respectively, extend the
MNL model in order to capture (positive) pairwise interactions among products. In [35], the
authors propose adaptions of rank-based models in order to capture compromise and decoy
effects. Their model assumes customers share the same preferences, i.e., ranking over prod-
ucts. In [36], the authors propose to model choice probabilities as given by the stationary
distribution of a continuous time Markov chain, whose nodes are indexed by the available al-
ternatives. However, these models do not subsume the RUM family of models, and therefore
may not be able to provide a better fit of the data even in the presence of choice behav-
iors violating the regularity assumption. In this regard, the authors of [33] highlighted the
need for more general choice models, subsuming the RUM framework and able to capture
choice phenomena such as halo effects. Within the domain of Operations Management, the
Generalized Stochastic Preference choice model [2], and the Decision Forest choice model
[37, 38] have been recently proposed to address this kind of need. Nevertheless, the former
lacks practical estimation methods, and no empirical study has been performed regarding its
ability to predict the buying behavior of customers; the latter, while being able to capture
any type of choice behavior, may not have enough structure to generalize well in limited
data-regime settings, besides imposing difficult computational challenges for its estimation.
In this regard, Chen and Misic [37] discuss several strategies to tackle both the predictive

and computational aspects in a principled way.

Tractability of the decision problem. An important aspect to take into consideration
when modeling demand in the context of assortment optimization, is the tractability of the
decision problem under the considered model. Notably, such problem can be solved efficiently
under the MNL choice model by means of the revenue-ordered assortments greedy algorithm
[25] or by linear programming [39]. In the same line, Blanchet et al. [29] and Feldman and
Topaloglu [40] provide efficient solution methods for the assortment optimization problem

under the Markov Chain choice model.

However, optimizing assortments under several other choice models is generally NP-hard.
This has been shown in [14] for the Nested Logit model, in [41, 42] for the MMNL choice
model, and in [43, 44] for the case of Rank-Based choice models. Intractability results have

been obtained for practically relevant variants of the assortment optimization problems as
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well, such as when considering product costs under the MNL model [17], when optimizing
assortments subject to space constraints under a nested logit model [45] and for the case of
assortment optimization with cardinality or capacity constraints, under the Markov Chain
model [46]. Motivated by such results, a significant body of literature focused on approximate
solution methods, so as to obtain primal and dual bounds to the assortment optimization
problem in a tractable manner (see, e.g., [47, 48, 49, 50, 51, 52]).

Exact methods for NP-hard variants of the assortment optimization problem received rela-
tively little attention in the literature. Among them, Bront et al. [41] and Méndez-Diaz et al.
[53] provide compact Mixed-Integer Linear Programming (MILP) formulations for the as-
sortment optimization problem under the MMNL choice model. However, such formulations
have been shown not to scale well in the number of products. In [54], the authors consider the
capacity-constrained variant of the same problem, for which they propose a Mixed-Integer
Conic Quadratic (MICQ) formulation. Their approach favourably compares with the MILP
formulations previously mentioned in terms of computing times. The works [55, 56] provide
MILP formulations for optimizing assortment decisions under Rank-Based choice models.
Recently, Alfandari et al. [57] proposed an exact solution method for optimizing assortments
under the Nested Logit model.
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CHAPTER 3 ORGANIZATION OF THE THESIS

The remainder of this thesis is organized as follows. Chapter 4 describes our work on as-
sortment optimization with product costs. In Chapter 5, we introduce our partially-ranked
choice model, together with the estimation procedure we propose and the mathematical for-
mulation used to optimize assortment decisions under this model. In Chapter 6, we describe
our estimation procedure for a discrete choice model aiming to capture halo effects. Chapter
7 provides a discussion about the general focus of this thesis, and how each contribution
relates to it. Finally, Chapter 8 concludes the thesis, outlines its limitations and presents

possible directions for future developments.
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CHAPTER 4 ARTICLE 1 - AN EXACT METHOD FOR (CONSTRAINED)
ASSORTMENT OPTIMIZATION PROBLEMS WITH PRODUCT COSTS

Authors: Markus Leitner, Andrea Lodi, Roberto Roberti, Claudio Sole
Submitted to Operations Research

Abstract We study the problem of optimizing assortment decisions in the presence of
product-specific costs when customers choose according to a multinomial logit model. This
problem is NP-hard and approximate solutions methods have been proposed in the literature
to obtain both primal and dual bounds in a tractable manner. We propose the first exact
solution method for this problem and show that provably optimal assortments of instances
with up to one thousand products can be found, on average, in about two tenths of a second.
In particular, we propose a bounding procedure based on the approximation method of [1] to
provide tight primal and dual bounds at a fraction of their computing times. We show how
these bounds can be used to effectively identify an optimal assortment. We also describe how
to adapt our approach for handling cardinality constraints on the size of the assortment or

space/resource capacity constraints.

4.1 Introduction

Composing a set of products that maximizes the (expected) profit is a major planning problem
in retail operations, revenue management, and online advertising, see, e.g., Gallego and
Topaloglu [58], Kok and Vaidyanathan [23]. The need to consider customer choice behavior
in this decision has led to the consideration of a large variety of corresponding models,
particularly including parametric discrete-choice models based on random utility theory [59].
This led to a vast body of literature on assortment optimization problems (AOP) under
variants and extensions of the multinomial logit model (MNL) [60]. Despite some drawbacks,
such as the assumption of independence of irrelevant alternatives that are overcome by some
of its extensions, the MNL remains one of the most frequently studied discrete-choice models
in assortment optimization. The success of the MNL is due to the fact that it can be efficiently
estimated and its interpretability, which can allow to gain insights into the choice behavior

of consumers.

We focus on variants of the assortment optimization problem with product costs (AOPC)
under the MNL as introduced by Kunnumkal et al. [17] (see, also, Kunnumkal and Martinez-
De-Albéniz [51]) who also show that the AOPC is NP-hard. The AOPC is particularly
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important as it models a variety of practical applications where a certain cost (e.g., stocking
or shipping costs) is incurred by the firm for offering a given product. Furthermore, the
AOPC appears as a subproblem when solving other problems encountered in assortment op-
timization and revenue management where business constraints, such as space (see, e.g., [61])
or resource capacity constraints (see, e.g., [62]), must be satisfied, or when optimizing assort-
ment decisions over a mixture of customer types (see, e.g., [1]). In particular, (approximate)
solutions schemes based on the Lagrangian relaxation that rely on the solution of AOPs with

product costs have been proposed to solve these problems (see, e.g., [1]).

Building upon the parametric dual bound presented by Feldman and Topaloglu [1] and
a mixed-integer linear programming (MILP) presented by Kunnumkal and Martinez-De-
Albéniz [51], we propose an exact method that can find an optimal assortment for AOPC
instances featuring up to 1000 products in about two tenths of a second of computing time
on average. To the best of our knowledge, this is the first exact algorithm that is not based
on simply casting a MILP model or a mixed-integer conic quadratic (MICQ) model into a
general-purpose black-box solver. We show that our method significantly outperforms these
models in terms of size of the instances that can be solved and in terms of computing time

by orders of magnitude.

The remainder of this article is organized as follows. Section 4.2 summarizes the literature
related to the AOPC. Section 4.3 formally introduces the AOPC and reviews two exact
formulations from the literature that can be solved with general-purpose black-box solvers.
Section 4.4 introduces the exact solution method we propose. Section 4.5 shows how the
method can be extended to the constrained AOPC. Computational results are reported in

Section 4.6. Some conclusions are drawn in Section 4.7.

4.2 Literature review

In the following, we provide a brief literature review mainly focusing on assortment optimiza-

tion problems under variants of the MNL that are directly relevant for our developments.

Talluri and van Ryzin [25] show that the AOP under the MNL can be solved in polynomial
time by considering revenue-ordered product subsets. While the capacity constrained AOP
(under the MNL) can still be solved in polynomial time [63], most other practically interesting
problem variants are NP-hard. This includes, in particular, the AOPC studied in [17] and
the AOP under the more general mixed-multinomial logit model (MMNL), which considers
multiple customer classes [41, 42]. Consequently, a large body of literature is devoted to

the study of (polynomial time) approximation algorithms for AOPs, see, e.g., Feldman and
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Topaloglu [52], Feldman et al. [64], Gallego and Topaloglu [65], Liu et al. [66] for recent

contributions.

Despite being a natural and important generalization, the AOPC has been addressed by few
articles only. Kunnumbkal et al. [17] and Kunnumkal and Martinez-De-Albéniz [51] reformu-
late the AOPC as a parametric optimization problem and show how to derive primal and
dual bounds, respectively, on the optimal expected profit in polynomial time. The former
work proposes a 2-approximation algorithm with complexity O(n?®), where n is number of
products considered, and a polynomial time approximation scheme for computing feasible
assortments to the AOPC with theoretical guarantees on their expected revenue. Comple-
mentary to this work, Kunnumkal and Martinez-De-Albéniz [51] propose a procedure to
obtain upper bounds on the optimal revenue that relies on the solution of O(n?) continuous
knapsack problems. Their approach favorably compares against a MILP formulation for the
AOPC provided by the authors in the same work (which we will recall in Section 4.3), with

relatively tight bounds obtained in short computing times.

The AOPC has also been considered in other AOP variants. Feldman and Topaloglu [1]
suggest a solution method based on the Lagrangian relaxation to approximately solve the
AOP under the MMNL. They relax the constraints ensuring that the same products are
offered to all customer types and therefore obtain the AOPC as subproblem. In order to
obtain dual bounds to the AOPC in a tractable manner, they propose a grid-based approach
where denser grids provide tighter bounds, at the cost of higher computing times. Feldman
and Paul [61] relate the approximability of the space-constrained AOP to the solution of AOPs
with fixed costs. Honhon et al. [67] propose polynomial time algorithms for different variants
of an AOP with fixed costs under a ranking-based customer choice model. In the context
of network revenue management, the column-generation procedure proposed by Kunnumkal
and Topaloglu [68] relies on the solution of a subproblem that has the form of an AOPC, and
Kunnumkal and Topaloglu [62] propose a Lagrangian-decomposition approach that relies on
the solution of a series of AOPs with fixed costs, where the Lagrangian multipliers associated

with the relaxed constraints play the role of product fixed costs.

As mentioned above, the literature on exact methods for NP-hard AOPs under variants of
the MNL is relatively limited. In this regard, Bront et al. [41] and Méndez-Diaz et al. [53]
show that an AOP under the (M)MNL can be reformulated as a MILP with a polynomial
number of variables and constraints. Although solving this compact MILP (by a black-
box solution framework) does not scale well in practice, such approach is typically used to
assess the performance of alternative methods. Sen et al. [54] suggest to reformulate the

(constrained) AOP under the MMNL as a conic (quadratic) mixed-integer program that
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can be solved by black-box solution frameworks too. The results of their computational
study indicate clear advantages of their approach over previously considered MILP-based
methods. Their formulation will be adapted to the AOPC in Section 4.3 and considered in
our computational study. Recently, Alfandari et al. [57] propose an exact algorithm based

on fractional programming for the AOP under the nested logit model.

The paper that is closest to ours is the one by Feldman and Topaloglu [1], which we will
describe in Section 4.4.1. In particular, one of the contributions of our work is to embed their
grid-based approximation method into a bounding procedure, where coarser grids are used
to alleviate the computational burden of denser ones, allowing to obtain both primal and
dual bounds of the same quality at a small fraction of their computing times. Furthermore,

we show how to leverage such bounds to solve the AOPC to optimality.

4.3 Problem description and formulations from the literature

The AOPC can be formally described as follows. A set of n products P = {1,2,...,n} is
given. Each product j € P is characterized by a revenue r; > 0, a product costs ¢; > 0,
and a preference weight (or, simply, preference) v; > 0. The preference of not making any
purchase is denoted as vy > 0. Let z; € {0,1} be a binary decision variable indicating if
product j € P is included in the assortment (x; = 1) or not (x; = 0). For each € {0,1}",
let v(x) be defined as v(x) = > ;cpvjr;. According to the MNL, the probability that a
customer purchases product j € P is v;z;/(vyo + v(x)), and the no-purchase probability is
vo/(vo + v(x)). The objective of the AOPC is to find a set of products P* C P such that
the corresponding profit z(P*) = > ;cp« 1505/ (Vo + Xjep Vj) — X jep ¢; is maximum. The

AOPC can be formulated as the mixed integer non-linear programming problem

¥ = max {M — ch:cj}. (4.1)

ee{0,1}" | vg+ v(x) oy

Two exact reformulations of problem (4.1) that can be cast into general-purpose black-box
solvers have been proposed recently. The first formulation is a MILP model provided by
Kunnumkal and Martinez-De-Albéniz [51], see also Gallego and Topaloglu [58]. For each
j € P, in addition to decision variable z; € {0, 1}, let u; > Ry be a non-negative continuous
variable representing the purchasing probability of product j € P, i.e., u; = vjz;/(vo+v(x)).

Similarly, let ug > R, be a continuous variable representing the no-purchase probability, i.e.,
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up = vo/(vo + v(x)). The MILP provided by Kunnumkal and Martinez-De-Albéniz [51] is

" =max Y (rju; — c;z;) (4.2a)
jEP

S.t. VoU; < V;jUo VJ epP (42b)
U,

< —1—x; e P 4.2
uj_vo+vjxj Vi e (4.2¢)
jEP
z; € {0,1} VjeP (4.2¢)
u; € Ry Vje PU{0} (4.2f)

The objective function (4.2a) maximizes the profit of the selected products. Constraints
(4.2b) ensure that the ratio between the purchasing probabilities of product j € P and the no-
purchase probability is consistent with the corresponding preferences v; and vy. Constraints
(4.2¢) force the purchasing probabilities of all products not included in the assortment to be
zero. Constraint (4.2d) makes sure that the sum of purchasing probabilities is equal to one.
Constraints (4.2¢)-(4.2f) define the domain of the variables.

The second formulation is based on a MICQ proposed by Sen et al. [54] for the AOP under
the MMNL. In particular, we adjust the corresponding objective function to the AOPC by
adding a costs-related term, which penalizes the introduction of products in the assortment.
Specifically, let 7 be the maximum revenue over all products, i.e., ¥ = max{r; |j € P}. let
¢; € Ry be a non-negative continuous variable equal to 1/(vo + v(x)) if product j € PU{0}
is in the assortment and 0 otherwise - notice that g is equal to 1/(vy + v(x)). Moreover,

let w € R, be a non-negative continuous variable equal to the sum of the preferences of the
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selected products including the no-purchase preference. The AOPC can be formulated as

2* = T — min (?vosﬁo + 0T —r)e+ D] Cj“"j) (4.32)
jEP jer

s.t. w=wvg+v(x) (4.3b)
pjw > a2 VjeP (4.3¢)

oow > 1 (4.3d)

vogo + S vy > 1 (4.3e)

JjerP

xz; € {O, 1} VjeP (4'3f)

0; € R, vj € Pu{0} (4.3g)
weR, (4.3h)

The objective function (4.3a) aims at maximizing (or equivalently, minimizing the negative)
expected profit. Here, the first three terms denote the revenue of the selected products, while
last term accounts for the total cost of adding such products to the assortment. Constraint
(4.3b) sets variable w equal to the sum of the preferences of the selected products plus the
no-purchase preference. Constraints (4.3c) guarantee that ¢; = 1/w if product j € P is
selected and 0 otherwise, since the problem is in minimization form and variables ¢; have
non-negative objective coefficients. Constraint (4.3d) sets g equal to 1/w. Constraint (4.3e)
corresponds to (4.2d) and is redundant but helps significantly strengthen the linear relaxation
of (4.3) (see Sen et al. [54]). Constraints (4.3f)-(4.3h) define the domain of the variables.

Sen et al. [54] also show how to strengthen the linear relaxation of formulation (4.3) by adding

the following McCormick inequalities [69]:

mjl-:vj <p; < Mjlxj VjeP (4.4a)
o — M)(1— ;) < ¢; < o —mi(1 — ;) VjeP (4.4D)

where m} and M jl are appropriate lower and upper bounds on the value of variable ¢; when
product j € P is selected, M JQ and m? are an upper and a lower bound on the value of variable
o when product j € P is not selected. For the unconstrained AOPC, m} and M jl are set
equal to 1/(vo + Xep vs) and 1/(vo + v;), respectively, whereas M} and m] are set equal to
1/(vo+ Xiep\g53 vi) and 1/vg, respectively. For the constrained AOPC (i.e., when cardinality
or budget constraints are present), tighter values of parameters m;, M;, M7, and mj can be
computed by solving some binary (multiple) knapsack problems or the corresponding linear

relaxations (see Sen et al. [54]).
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4.4 Exact solution method

In this section, we describe our exact method, which builds upon the parametric dual bound
proposed by Feldman and Topaloglu [1] (summarized in Section 4.4.1). The exact method
is based on three main ideas. The first idea (see Section 4.4.2) is to enhance the bounding
procedure of Feldman and Topaloglu [1] by limiting the number of parametric bounds to
compute and sequentially improve the global dual bound with the goal of finding a small
range for the sum of the preferences of the products of any optimal assortment. The second
idea (see Section 4.4.3) is to use the primal and dual bounds computed by the bounding
procedure to rule out the products that cannot be part of any optimal assortment. The
third idea (see Section 4.4.4) is to find an optimal assortment by solving problem (4.2), with
a general-purpose solver, and add some constraints to limit the search within the range of

preferences returned by the bounding procedure.

4.4.1 The approximation method of Feldman and Topaloglu [1]

Feldman and Topaloglu [1] propose the following approximation method that computes (prov-
ably) tight dual bounds to the AOPC. Their method is based on formulating the AOPC as

2= max {z(p)} (4.5)

PE [Pmin, 1]

where p is the no-purchase probability and pu, is the minimum no-purchase probability
(achieved when all products are in the assortment). By normalizing the purchase preferences
such that vy = 1 (which can be done w.l.0.g.), these values are computed as p = 1/(1 +v(x))

and pmin = 1/(1+>..cpv;). Furthermore, z(p) is the optimal value of the parametric problem
JjeP ")

z(p) = max { Z (prjvj —¢j) z; | 1—}—1@(:3) = p}, (4.6)

xe{0,1}n jer

which can be equivalently written as (see Feldman and Topaloglu [1])

_1}‘

Solving (4.5) by computing z(p) is intractable because it requires solving a binary knapsack

SR

ze{0,1}n jeP

z(p) = max { Z (prjv; —¢j) x| v(x) <

problem, which is NP-hard, for each value of p € [puyin, 1]. The parametric problem (4.6) can,

however, be adjusted to compute provably tight dual bounds to z* as follows.
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For any pair of values p,p € [pmin, 1] such that p < p, let Z(p,p) be a parametric dual bound

- 1}. (4.7)

2(G) = max {Z0" )} (4.8)

to maxpepp 5 2(p) (i-e., Z(p,P) > maxpeppp 2(p)) defined as

Z(p,p) = max { Z (prjv; —¢j) z; | v(x) <

m
!
S| =

Feldman and Topaloglu [1] show that

is a valid dual bound to z* for any set of grid points G = {p* |k € {1,..., K +1}}, such that
Pin = Pt < p? < ... < pf < pfF! =1, which can be computed by solving K continuous
knapsack problems. Each of these knapsack problems can be solved by considering and adding
(if feasible) the products j € P in non-increasing order of their utility-to-space consumption

ratios (prjv; — ¢;)/v;.

The gap between z(G) and z* is due to two sources of error. The first source is that z*
is computed over all values of p in the interval [pym, 1] whereas z(G) is computed over a
set of grid points and p, in (4.6), is replaced by p and P in the objective function and the
right-hand side of the constraint of (4.7), respectively. Hence, denser grids provide better
approximations of z*. The second source is that the decision variables to compute Z(p, p)
are in the range [0, 1]” whereas the AOPC imposes the integrality constraints on each z;,
j € P; nevertheless, the linear relaxation of the binary knapsack problem usually provides
tight dual bounds.

Feldman and Topaloglu [1] discuss properties of effective grids and illustrate the benefits of
using an exponential grid. For a fixed parameter p > 0 (e.g., p = 0.1,0.01,0.001,...), the
exponential grid G is defined as GS® = {(14 p) "' |k € {1,..., K(p) + 1}}, where K (p)
is such that (14 p) %) < ppi, < (14 p)~ %@+ The exponential grid of points G clearly
covers the entire interval [pmpn, 1]. Feldman and Topaloglu [1] show that 2(G5®) cannot be
improved by more than a factor 1 + p by any other grid. Since ppi, < (1 + p) K@+

have K(p) = O(—log(pmin)/log(l + p)). Therefore, for example, if ppy, = 0.25 and we

, We

would like to have a performance guarantee of 0.1%, we can choose p = 0.001, which implies
K(p) = 1387. In other words, tight dual bounds to z* can be achieved by using exponential

grids with a relatively small number of points.
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4.4.2 Enhanced bounding procedure

We now discuss how Z(fo‘p) can be computed also for very dense exponential grids by

sequentially computing dual bounds over grids with increasing density.

For each pair of values p,p € [pmin, 1] such that p < p, let z(p,p) be a primal bound to z*.
We compute this primal bound by considering the products 7 € P in non-increasing order
of their utility-to-space consumption ratio (prjv; — ¢;)/v; and adding a given product to the
assortment P’ C P as long as the sum of the preferences of the products in P’ does not
exceed 217 — 1. This simple heuristic for the binary knapsack problem, which usually provides
tight primal bounds, yields an assortment P with a profit of z(p,p) = > ;cp (prjv; — ¢;),
where p = 1/(1 4 X cpr vj).

For a given GZXP and the corresponding parametric bounds z(p*, p**1), z(p*, pF*1) (for k €

(1,...,K(p)}), let

exp\ __ k k+1
(G) =, max {2707} (4.9)

be the best primal bound to z* computed over G5®. Moreover, let Z(G5®) be the set of

intervals, defined by G, that contains a value p for which z(p) is the optimal solution of
(4.5). Set Z(G?) is defined as

Z(GE®) ={[p", "] [ ke {1,... . K(p)} : 2(p",p""") = Ib(G™)}. (4.10)

Let ?(Gg"p) be the union of all intervals of I(G;Xp), ie., P(G;"p) = U[pk’vpk-o—l}el—(cixp)[pk,karl].
We will refer to the minimum and maximum values of P(ij‘p) as pmin(ij‘p) and pmaX(ij‘p),
respectively, i.e., puin(GS®) = min{p |p € P(GFP)} and puax(G5P) = max{p|p € P(GF®)}.

As Ib(G) is a primal bound to 2* and Z(p*, p**1) is a dual bound to z(p) with p € [p*, p**+1],
ke {l,...,K(p)}, we can observe that, for any optimal AOPC solution P*, there must exist
an interval [p,p] € Z(G$®) such that p* € [p, p], where p* = 1/(1 + X ;cp- v;), so p* belongs
to P(G5P).

This observation suggests that we can compute 2(G5®) even for highly dense grids (e.g.,
defined with p = 1E—T7), by exploiting sets Z(G5®) computed with much higher values of p
(e.g., p = 1E—=2 or 1IE-3). In particular, given p’ and p such that p' < p, 2(GJ*®) can be
computed as

2(GOP) = max {Z(p", p"™)}. (4.11)

ke{l,...K(p)}: [p* . pFHHOP(GT) £

We propose a dual bounding procedure that computes a sequence of dual bounds to z* of

increasing tightness. Given two parameters p/ and p’ (the first and the last value of p — e.g.,
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p! = 1E—2 and p* = 1E—T7), the procedure first computes z(G$®) according to (4.8) with p =
pf, and then sequentially computes z(G5®) according to (4.11) for p = 0.1p7,0.01p7, ..., p*
and by using P(G}") with p' = p/,0.1p/, ... In the computational results of Section 4.6, we
show that the number of intervals for which the parametric bound (4.7) must be computed

with this procedure is significantly lower than by computing z(G5*) as in (4.8), with p = ot

4.4.3 Variable fixing to rule out products

The bounding procedure described in Section 4.4.2 can be speed up by ruling out some
products that cannot be part of an optimal assortment. For each value of p = p/,0.1p7, ..., p°,
the bounding procedure returns primal and dual bounds (Ib(G5®) and z(G5®)) to z* and
the set P(G*P), which allow to fix the variable z; of some products j € P to 0 according to

the following propositions.

Proposition 1 For any p, each product j € P such that pp..(G57P)rjv; — c¢; < 0 cannot be

part of an optimal assortment.

Proof. By definition, pu.(G§®) is greater than or equal to the no-purchase probability of

any optimal assortment. If pmaX(GZXp)rjvj —¢; < 0 for a given product j € P, then prjv; —¢;

is negative for any p € P(G;"p). Therefore, such product cannot yield a positive profit and

cannot be part of any optimal assortment. 0
For ease of notation, let ﬁf“ = pF*1r;v; —c; denote the profit of product j € P in the interval

[pF, p*H1] € Z(G5®). As previously mentioned, computing the parametric bound Z(p, pFth)

requires sorting the products by non-increasing utility-to-space consumption ratios ﬁf“ Jv;
and filling up the knapsack starting from a product with the largest ratio. For each interval
[p*, p" 1], we can thus keep track of the critical product s(k), i.e., the largest index such that

Z‘;(:kl)_l v; < 1/p* — 1. We can then state the following variable-fixing criterion.

Proposition 2 For a given p, each product j € P such that, for all intervals [p*, pF*l] €
Z(GE™), the following two conditions hold

(i) Pt /v; < ﬁﬁz)l/vs(k) and (i) Z(p", p*) + it — vjﬁf(z)l/vs(k) < Ib(G™)
cannot be part of any optimal assortment.

Proof. Let T denote the optimal solution of problem (4.7) with objective value z(p*, p**1), for
a given [p*, p**'] € Z(GS®). We observe that T; = 0 for each product j € P satisfying the first

condition (since its utility-to-space ratio is smaller than the one of the critical product s(k))
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and that the quantity ﬁf“ —U;p ;‘“&g} /Vs(x) is a lower bound of the profit decrease obtained by

setting T; = 1 (see, e.g., [70], Section 2.2.3). Hence, z(p¥, p"*!)+p/ ™! —vjﬁf(z)l/vs(k) is a valid

1) z,=1 of any solution (of the given interval [p*,p**!] €

upper bound to the profit z(p*, p
X o . . o . o . P — k k

Z(G5P)) containing product j. The proposition follows by noticing that if Z(p®, p )je,=1 <
ex kook+1 expy i if : .- :

Ib(G5®) for all [p*, p**t] € Z(G5™P), ie., if introducing product j in any of the solutions

corresponding to [p*, p**'] € Z(GS®), results in a profit lower than the best-known feasible

solution, then product j cannot be part of any optimal assortment. O

4.4.4 Finding an optimal assortment

The bounding procedure described in Section 4.4.2 returns two important values, namely
Pmin(G5P) and prax(G5P), for p = p’, that identify a crucial feature of any optimal assort-
ment: the corresponding no-purchase probability lies in the range [pmin(G5®), Pmax(G5P)].
To identify an optimal assortment, we solve problem (4.2), with a general-purpose solver,

with the addition of the constraints
pmin<GZXp) S U S pmax<szp)a (412)

which limit the search for an optimal assortment to assortments having no-purchase proba-

bility within the range [puin(G5®), Pmax(G5P)].

In the following, we refer to problem (4.2) plus constraints (4.12) as MILP+.

4.5 Constrained AOPC

In real-life applications, there could be additional constraints that should be taken into
account when selecting an assortment. The two most common examples of such constraints
are cardinality constraints and space/resource constraints (see, e.g., [1, 61, 51]). Here, we
show how the exact method described in Section 4.4 can be adjusted to handle a cardinality
constraint. A space/resource capacity constraint can be handled similarly. A cardinality
constraint implies that no more than a given number of x products can be included in any

assortment, i.e.,

i<k (4.13)

JjeP

The following three modifications are made to the exact method to consider constraint (4.13):

1. The presence of constraint (4.13) requires solving the linear relaxation of a two-constrained

binary knapsack problem (see [71, 72]) when computing the parametric dual bound



24

M1y This value can be computed efficiently in polynomial time O(n?) by du-

Z(ph,p
alizing constraint (4.13) through a non-negative Lagrangian multiplier A € R, (see
[71]). We exploit the similarity of the two-constraints binary knapsack problems whose
linear relaxations need to be solved to compute z(G5®) (i.e., K problems in total)
by calculating an upper bound z(pF, p*™1, \) to z(pk, p*!) using the following pro-
cedure. For a given grid density p, we initialize A to 0. Starting from the interval

corresponding to p¥ < Pmax(G5P) < phtl

, we compute a “good” Lagrangian multiplier
(and upper bound) iteratively by using, for iteration t, A, = A\, + J, with ¢ small
enough. We stop the procedure at iteration ¢ if the upper bound starts deteriorating,
ie., if Z(p®, p*1, N\p) > Z(p", p*1, Ai_;). We then use the close-to-optimal multiplier Az
to initialize the procedure for the next interval, thus avoiding starting from scratch,
i.e., by assuming A = 0. The same approach is used for all other intervals, i.e., until
pk < Pmin(G5P) < pFt1. Experimentally, we found this procedure to recover good

multipliers and upper bounds in a quite small number of iterations.

2. Products are added to assortment P’ as long as the sum of the preferences of the
selected products does not exceed % — 1 and if the total number of products P’ is not

greater than s when computing z(p*, p**!) (see Section 4.4.2).

3. Constraint (4.13) is added to MILP+ when computing an optimal assortment (see
Section 4.4.4).

4.6 Computational results

In this section, we first describe the instances used to test our exact method (see Sec-
tion 4.6.1). Then, we report the results achieved by our exact method on the AOPC (see
Section 4.6.2) and the cardinality-constrained AOPC (see Section 4.6.3). We also compare the
results of our exact method with those of the two formulations from the literature described

in Section 4.3.

4.6.1 Test instances

To test our exact method, we generate a set of 800 instances as described by Kunnumkal and
Martinez-De-Albéniz [51]. Each instance has n € {100,200, 500, 1000} products. The prefer-
ence v; of product j € P is computed as v; = w;/ >j_; wy, where w; is uniformly distributed
in the interval (0,1]. The no-purchase probability is set equal to vy = % > jep Vj, where
& is a parameter in the set ¢ € {0.25,0.75}, meaning that the no-purchase probability is
either 25% or 75%. The revenue r; of product j € P is sampled from the uniform distribution
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[0,2000], and the product cost ¢; is sampled from the uniform distribution [0, yr;v;/(vo+v;)],
where v is another parameter in the set v € {0.5,1.0}. Therefore, we have 16 combinations

of instances, (n,®,~). For each combination, we generate 50 test instances.

4.6.2 Computational results on the AOPC

Table 4.1 summarizes the computational results achieved with our exact method (hereafter,
called LLRS) on the 800 test instances and compares its performance with the performance
of MILP (4.2) and MICQ (4.3) both solved with Cplex 20.1. All experiments are conduced
on a single core of a machine with 500GB-RAM and an Intel(R) Xeon(R)Gold 6142 with

2.60GHz CPU. A time limit of ten minutes is imposed on each experiment.

Our exact method has two parameters: p/ and p’. After some parameter tuning, we set these
parameters as p/ = 1E—2 and p’ = 1E—7. Our implementation has been coded in C++ and
compiled with gcc 4.8.5; Cplex 20.1 is used to solve problem MILP+.

For each of the three methods and each combination of test instances, Table 4.1 reports the
number of instances solved to optimality (opt), the average final gap (gap) in percentage
between the best primal and dual bounds found by the corresponding method, the average

computing time (cpu,yg), and the maximum computing time (cpumay)-

Table 4.1 shows that LLRS outperforms the two formulations from the literature in terms
of both number of instances solved to optimality and computing time. Indeed, LLRS can
solve all 800 instances whereas the MILP (4.2) and the MICQ (4.3) can solve 355 and 197
instances only, respectively. The average computing time of LLRS is at least four/five orders
of magnitude lower than the computing time of the other two methods. We can observe
that the average computing time of LLRS increases with the number of products and that
instances featuring lower product costs (i.e., 7 = 0.5) or lower no-purchase probability (i.e.,
@ = 0.25) are more difficult to solve than instances with higher product costs (i.e., v = 1.0)
or higher no-purchase probability (i.e., ® = 0.75). It is interesting to observe that the average
computing time of LLRS on the large instances with 1000 products is about 0.2 seconds and

the maximum computing time is just 1.78 seconds.

Table 4.2 reports additional information on the performance of LLRS for each combination
of test instances. For the bounding procedure described in Section 4.4.2, Table 4.2 reports
the final average dual gap (gapquai) in percentage (i.e., the gap between z* and 2(G5®) with
p = p'), the final average primal gap (gappim) in percentage (i.e., the gap between z* and
Ib(GS®) with p = p’), the number of times [b(GS®) corresponds to the optimal solution

(Optorim), and the average computing time (cpu,yg). For the variable fixing described in
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Table 4.1 Summary of the computational results of LLRS on the AOPC and comparison with
MILP (4.2) and MICQ (4.3)

MILP (4.2) MICQ (4.3) LLRS
(n,®,7v) opt gap CPUayvg CPUmax OPt gap CPUavg CPUmax OPt CPUavg CPUmax
(100, 0.25, 0.5) 48 0.08 112.46 600.00 14 2.20 493.46 600.00 50 0.02 0.10
(100, 0.25, 1.0) 50 0.00 1.40 490 43 0.35 185.84 600.00 50 0.01 0.08
(100, 0.75, 0.5) 50 0.00 0.20 0.32 50 0.00 2.28 10.46 50 0.00 0.02
(100, 0.75, 1.0) 50 0.00 0.29 0.80 48 0.03 38.22  600.00 50 0.00 0.02
(200, 0.25, 0.5) 0 11.86 600.00 600.00 0 11.02 600.00 600.00 50 0.02 0.09
(200, 0.25, 1.0) 10 3.83 546.22 600.00 0 9.39 600.00 600.00 50 0.01 0.06
(200, 0.75, 0.5) 50 0.00 0.33 0.53 42 0.04 161.54 600.00 50 0.01 0.04
(200, 0.75, 1.0) 47  0.01 82.21 600.00 0 1.58 600.00 600.00 50 0.01 0.04
(500, 0.25, 0.5) 0 24.84 600.00 600.00 0 25.20 600.00 600.00 50 0.06 0.49
(500, 0.25, 1.0) 0 20.69 600.00 600.00 0 26.38 600.00 600.00 50 0.04 0.19
(500, 0.75, 0.5) 50 0.00 18.25 196.54 0 0.54 600.00 600.00 50 0.05 0.10
(500, 0.75, 1.0) 0 1.34 600.00 600.00 0 3.66 600.00 600.00 50 0.04 0.09
(1000, 0.25, 0.5) 0 28.39 600.00 600.00 0 25.74 600.00 600.00 50 0.29 1.78
(1000, 0.25, 1.0) 0 26.69 600.00 600.00 0 39.00 600.00 600.00 50 0.15 1.06
(1000, 0.75, 0.5) 0 0.07 600.00 600.00 0 092 600.00 600.00 50 0.16 0.24
(1000, 0.75, 1.0) 0 2.15 600.00 600.00 0 4.33 600.00 600.00 50 0.12 0.22
Sum 355 197 800
Avg 7.50 347.58 9.40 467.58 0.06
Max 28.39 600.00 39.00 600.00 1.78

Section 4.4.3, #out indicates the average number of products ruled out and %out is the
number of products ruled out in percentage. Finally, for the resolution of MILP+ (see

Section 4.4.4), cpu,yg is the average computing time.

Table 4.2 shows that both the primal and dual bounds computed by the bounding procedure
are very tight and the primal bound Ib(G*) is most of the times an optimal assortment (in
all but 12 instances). We can also observe that roughly half of the computing time of LLRS
is spent on the bounding procedure and the other half on solving MILP+. The proposed

variable fixing rules allow to rule out about 31% of the products on average.

We conduct another set of experiments to show the importance of applying the bounding
procedure described in Section 4.4.2. In particular, we compare the results achieved by setting
p! either to 1E—2 or to 1IE—7. When p/ = 1E—2, we have the results already reported in
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Table 4.2 Additional information on the performance of LLRS on the AOPC

Bounding Procedure Var Fixing MILP+

(n, P, 7) gaPdual gaPprim Optprim CPUayg #OUt Yoout CPUayg
(100, 0.25, 0.5) 0.0031 0.0000 49 0.02 62.2 62.2 0.00
(100, 0.25, 1.0) 0.0047  0.0001 49 0.01 72.4 72.4 0.00
(100, 0.75, 0.5) 0.0000  0.0000 50 0.00 0.9 0.9 0.00
(100, 0.75, 1.0) 0.0002  0.0000 50 0.00 14.7 14.7 0.00
(200, 0.25, 0.5) 0.0007  0.0001 48 0.02 113.6 56.8 0.00
(200, 0.25, 1.0) 0.0008  0.0000 49 0.01 137.9 68.9 0.00
(200, 0.75, 0.5) 0.0000  0.0000 50 0.00 0.0 0.0 0.01
(200, 0.75, 1.0) 0.0001 0.0000 50 0.00 26.5 13.3 0.01
(500, 0.25, 0.5) 0.0001 0.0000 49 0.03 221.6 44.3 0.03
(500, 0.25, 1.0) 0.0002  0.0000 47 0.02 304.1 60.8 0.02
(500, 0.75, 0.5) 0.0000  0.0000 50 0.01 0.0 0.0 0.04
(500, 0.75, 1.0) ~ 0.0000  0.0000 50 0.01 655 13.1 0.03
(1000, 0.25, 0.5) 0.0000  0.0000 48 0.12 234.6 23.5 0.17
(1000, 0.25, 1.0) 0.0001 0.0000 49 0.06 483.3 48.3 0.09
(1000, 0.75, 0.5)  0.0000  0.0000 50 0.04 0.0 0.0 0.12
(1000, 0.75, 1.0)  0.0000  0.0000 50 0.04 135.0 13.5 0.08
Avg 0.0006  0.0000 0.03 117.0 30.8 0.04

Table 4.1. When p/ = 1E—7, the bounding procedure computes a single dual bound z(G§P),
with p = 1E—7, and cannot benefit from the bounds achieved with higher values of p; in
other words, this approach corresponds to the one proposed by Feldman and Topaloglu [1].
Table 4.3 reports the average and maximum number of intervals for which z(p*, p*!) must
be computed (#intag, #intmax - Notice that #int,,e is equal to #intma when pf = 1E-7),
the average and maximum computing time to solve the problem (cpuayg, Cpumax), the average

k+1)

and maximum number of intervals, in percentage, for which z(p*, p is computed when

p! = 1E—2 compared to when p/ = 1E-7.

Table 4.3 shows that applying the bounding procedure as described in Section 4.4.2 allows to
significantly reduce the number of times the parametric bound must be computed: on average
by 99.8%. This translates into much lower computing times, which decrease by two/three
orders of magnitude on average. We can also observe that #int,,; gradually decreases when

the number of products increases and, not surprisingly, when the no-purchase option is higher.
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Table 4.3 Comparison with the results achieved by LLRS by setting p/ = 1E—7

LLRS (p/ =1E-7) LLRS (p/ = 1E - 2)

(na P, '7) #intavg CPUayvg CPUmax #intavg %intavg FHintmax Joint max CPUavg CPUmax
(100, 0.25, 0.5) 13862947 7.04 7.19 62251 0.4 299206 2.2 0.02 0.10
(100, 0.25, 1.0) 13862947 7.36 7.52 57430 0.4 348920 2.5 0.01 0.08
(100, 0.75, 0.5) 2876823 1.44 1.47 2906 0.1 30049 1.0 0.00 0.02
(100, 0.75, 1.0) 2876823 1.46 1.49 4657 0.2 40371 1.4 0.00 0.02
(200, 0.25, 0.5) 13862947  13.24 13.58 37499 0.3 142049 1.0 0.02 0.09
(200, 0.25, 1.0) 13862947 13.86 14.18 32151 0.2 154331 1.1 0.01 0.06
(200, 0.75, 0.5) 2876823 2.71 2.80 4421 0.2 29177 1.0 0.01 0.04
(200, 0.75, 1.0) 2876823 2.73 2.78 5871 0.2 30551 1.1 0.01 0.04
(500, 0.25, 0.5) 13862947  40.00 42.14 23993 0.2 64459 0.5 0.06 0.49
(500, 0.25, 1.0) 13862947  42.62 43.88 22651 0.2 72100 0.5 0.04 0.19
(500, 0.75, 0.5) 2876823 7.40 7.51 5028 0.2 21586 0.8 0.05 0.10
(500, 0.75, 1.0) 2876823 7.79 8.16 5649 0.2 15801 0.5 0.04 0.09
(1000, 0.25, 0.5) 13862947  91.33 93.87 22701 0.2 42799 0.3 0.29 1.78
(1000, 0.25, 1.0) 13862947  98.27 100.98 19037 0.1 46461 0.3 0.15 1.06
(1000, 0.75, 0.5) 2876823 16.79 17.08 5749 0.2 16638 0.6 0.16 0.24
(1000, 0.75, 1.0) 2876823 17.93 18.29 6076 0.2 16971 0.6 0.12 0.22

Avg 8369885 23.25 19879 0.2 0.06
Max 100.98 348920 2.5 1.78

4.6.3 Computational results on the cardinality-constrained AOPC

In this section, we report on the performance of LLRS on the cardinality-constrained AOPC.
We use the same 800 instances as in the computational study on the AOPC and set the
maximum cardinality of the assortments equal to half of the number of products, i.e., kK = n/2,

as done in [51]. For LLRS, parameter ¢ is set equal to 1E—5.

Table 4.4 summarizes the results achieved on these 800 instances by LLRS in the same format
of Table 4.1 and compares them to the results of MILP (4.2) and MICQ (4.3) both solved
with Cplex 20.1.

Table 4.4 shows that LLRS outperforms the two formulations from the literature as it can
solve all of the 800 instances to optimality, compared to 302 instances solved by the MILP
and 354 instances solved by the MICQ, and is orders of magnitude faster than these two
formulations. As observed on the AOPC, the computing time of LLRS increases with the
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Table 4.4 Summary of the computational results of LLRS on the cardinality-constrained
AOPC and comparison with MILP (4.2) and MICQ (4.3)

MILP (4.2) MICQ (4.3) LLRS
(n,®,7v) opt gap CPUayvg CPUmax OPt gap CPUavg CPUmax OPt CPUavg CPUmax
(100, 0.25, 0.5) 48 0.08 115.41 600.00 50 0.00 27.15  250.47 50 0.02 0.09
(100, 0.25, 1.0) 50 0.00 1.50 5.03 49 0.05 62.04 600.00 50 0.01 0.08
(100, 0.75, 0.5) 50 0.00 0.39 1.25 50 0.00 0.39 0.87 50 0.08 0.12
(100, 0.75, 1.0) 50 0.00 0.40 0.84 50 0.00 0.94 2.92 50 0.02 0.05
(200, 0.25, 0.5) 0 11.95 600.00 600.00 2 1.68 586.84 600.00 50 0.03 0.10
(200, 0.25, 1.0) 9 3.82 550.88 600.00 1 4.81 595.49 600.00 50 0.01 0.06
(200, 0.75, 0.5) 48 0.00 115.14 600.00 50 0.00 1.28 10.72 50 0.17 0.24
(200, 0.75, 1.0) 47  0.02 81.94 600.00 50 0.00 25.76  299.30 50 0.04 0.08
(500, 0.25, 0.5) 0 24.89 600.00 600.00 0 5.23 600.00 600.00 50 0.08 0.51
(500, 0.25, 1.0) 0 20.75 600.00 600.00 0 10.99 600.00 600.00 50 0.04 0.19
(500, 0.75, 0.5) 0 0.49 600.00 600.00 49 0.00 34.28 600.00 50 0.61 0.74
(500, 0.75, 1.0) 0 1.35 600.00 600.00 2 0.38 584.65 600.00 50 0.13 0.18
(1000, 0.25, 0.5) 0 28.40 600.00 600.00 0 6.27 600.00 600.00 50 0.33 1.96
(1000, 0.25, 1.0) 0 26.72 600.00 600.00 0 14.38 600.00 600.00 50 0.16 1.10
(1000, 0.75, 0.5) 0 0.79 600.00 600.00 1 0.03 598.81 600.00 50 1.83 2.27
(1000, 0.75, 1.0) 0 2.16 600.00 600.00 0 0.62 600.00 600.00 50 0.37 0.54
Sum 302 354 800
Avg 7.59 391.60 2.78 344.85 0.24
Max 28.40 600.00 14.38 600.00 2.27

number of products. Furthermore, instances featuring lower product costs (i.e., ¥ = 0.5) or
higher no-purchase probability (i.e., & = 0.75) take more time to solve to optimality. It is
interesting to observe that the average computing time of LLRS on large instances with 1000
products is approximately 0.67 seconds, and the maximum computing time over all instances

is just 2.27 seconds.

4.7 Conclusions

In this work, we have proposed an exact method for the assortment optimization problem with
product costs when customers choose according to a multinomial logit model. This problem

is (practically) relevant for several reasons. Indeed, product costs emerge in a variety of
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real-life scenarios, representing operational costs incurred by the firm for offering a certain
product. Furthermore, despite its limitations, the multinomial logit model is one of the most
studied discrete choice models, both in academia and industry, due to its interpretability and
to the fact that it can be efficiently estimated. Moreover, as observed in a number of other
works, the assortment optimization problem with product costs appears as a subproblem
when optimizing decisions in the context of assortment optimization and network revenue
management problems with side constraints. Kunnumkal et al. [17] showed that solving this
problem to optimality is NP-hard, motivating a number of approximate approaches to obtain
primal and dual bounds in a tractable manner. We have tackled this problem by proposing
a bounding procedure, which builds upon the grid-based approximate approach of Feldman
and Topaloglu [1]. In particular, we have exploited primal and dual bounds obtained from
coarser grids which are computationally cheap to compute and alleviate the computational
burden of denser grids. As a result, the iterative algorithm proposed in this article is able
to compute tight primal and dual bounds in a fraction of a second, on instances with up to
one thousand products. Furthermore, such instances are solved to optimality in roughly two
tenths of a second, on average, by exploiting the obtained bounds. As a final contribution,
we show that our approach can be readily adapted to handle a cardinality constraint on the

size of assortments, with a limited impact on the computing times.

Future work may include the development of exact algorithms for assortment optimization
problems with further side constraints or for problems in which customers choose according
to other variants of the multinomial logit model. The algorithm proposed in this article
can be a key ingredient of such methods as the assortment optimization problem with prod-
uct costs appears as a subproblem in several assortment optimization and network revenue

management problems.
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CHAPTER 5 ARTICLE 2 - A PARTIALLY-RANKED CHOICE MODEL
FOR LARGE-SCALE DATA-DRIVEN ASSORTMENT OPTIMIZATION
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Abstract The assortment of products carried by a store has a crucial impact on its success.
However, finding the right mix of products to attract a large portion of the customers is a
challenging task. Several mathematical models have been proposed to optimize assortments.
Most of them are based on discrete choice models that represent the buying behavior of the
customers. Among them, rank-based choice models have been acknowledged for representing
well high-dimensional product substitution effects, and therefore reflect customer preferences
in a reasonably realistic manner. In this work, we extend the concept of (strictly) fully-ranked
choice models to models with partial ranking that additionally allow for indifference among
subsets of products, i.e., on which the customer does not have a strict preference. We show
that partially-ranked choice models are theoretically equivalent to fully-ranked choice models.
We then propose an embedded column generation procedure to efficiently estimate partially-
ranked choice models from historical transaction and assortment data. The subproblems
involved can be efficiently solved by using a growing preference tree that represents partially-
ranked preferences, enabling us to learn preferences and optimize assortments for thousands
of products. Computational experiments on artificially generated data and a case study on
real industrial retail data suggest that our proposed methods outperform existing algorithms

in terms of scalability, prediction accuracy, and quality of the obtained assortments.

5.1 Introduction

Assortment planning denotes the process of identifying the set of products that should be
offered to the customers. The planning problem is of paramount importance in operations
and revenue management, since the choice of the assortment directly impacts the success of
the business. However, from a managerial perspective, identifying the ideal assortment is a
difficult challenge. While offering more products to the customer may eventually increase
the number of sold items (also referred to as conversion), it is well known that an assortment
that is too large may jeopardize the total sales. Of course, limitations of space and capacity
may naturally limit the number of products the client will be exposed to. However, one

may still observe that the presence of a certain product may decrease the sales of another
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(which is known as product “cannibalization”). In the same way, the absence of a product
may encourage the customer to substitute to another (potentially more profitable) product,

illustrating the complex synergies among the products in an assortment.

The problem of finding the optimal assortment is crucial in several different domains. In
particular, it is omnipresent in online advertisement on the internet, where it is necessary to
decide for the limited number of advertisements that can be shown to a specific user profile
in order to maximize the likelihood of conversion. In brick-and-mortar retail, assortment
decisions are even more impactful, since the assortments are exposed to several different cus-
tomer profiles and cannot be personalized to each customer type. Furthermore, changes in
those assortments can be longsome and costly, given that products will have to be physically
removed from the store and inventory, and typically be liquidated at a far lower price. Math-
ematical models to help finding the “optimal" assortment are therefore becoming increasingly

popular.

Defining a customer choice model that explains the market buying behavior sufficiently well
is an essential step to optimize an assortment. Among the vast variety of choice models,
rank-based choice models are rapidly gaining popularity. Rank-based choice models repre-
sent customer types via ranked preference lists on the available products. Those models
hold a few important advantages. They can be easily interpreted by store managers and
allow for insights regarding customer segmentation. Furthermore, they can be estimated in
a purely data-driven manner without any assumptions on the market structure. In most of
the application domains (such as online stores and even retail outlets), collecting transaction
and assortment data has become a standard, therefore making such data sufficiently avail-
able. Data-driven models that automatically make assortment recommendations based on
historical data and with limited user input are likely to dominate the operational planning of
the retail industry in the future. However, in practice, those models suffer from several chal-
lenges. On the computational side, rank-based choice models are hard to estimate. On the
managerial side, even though preference lists (representing different customer types) provide
store managers with certain insights, those lists typically contain unnecessarily large num-
bers (if not all) of products, which limits the usefulness of those lists to understand customer

segmentation.

Contributions. In this paper, we introduce a new representation for rank-based choice
models that conceptually subsumes classical, fully-ranked models (see, e.g., Farias et al.
[12], Bertsimas and Misic [74]). Next to strictly ranked products, our choice model allows
customers to be indifferent to a subset of the remaining products and therefore buy any

of those products with equal probability if their strictly preferred products are unavailable.
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We prove that both fully- and partially-ranked choice models can represent the same buying
behavior. However, several fully-ranked preference lists are required to represent a partially-
ranked list. We propose an efficient method based on column generation to estimate this
choice model by iteratively expanding a preference tree in which each node implicitly rep-
resents a partially-ranked customer behavior. While, in theory, finding new columns with
negative reduced costs may require the solution of a mixed-integer linear programming prob-
lem (MIP), the proposed tree structure allowed us to find those columns trivially throughout
all of our computational experiments. The estimation method is computationally attractive,
handling instances with large number of products. It is also appealing to store managers,
since the generated customer behaviors contain a significantly smaller list of ranked prod-
ucts that are necessary to explain the sales. An existing MIP formulation for assortment
optimization is adapted to our partially-ranked choice model, which allows the modeler to
easily integrate side-constraints such as capacities and requirements for different product
categories (e.g., product subset or precedence constraints). We present extensive numerical
results via simulation for choice model estimation and assortment optimization and compare
with two recent benchmarks: the column-generation procedure of Bertsimas and MiSic [74]
and the k-deletion heuristic proposed by Jagabathula and Rusmevichientong [33]. Finally,
we report on a case study with real-world data from a major North-American fashion retail

chain, provided by our industrial partner JDA Labs [75].

Organization of the paper.  Section 5.2 reviews the literature that is relevant to our
work. Section 5.3 introduces the new choice model and the procedure to efficiently identify
relevant customer behaviors and the underlying distribution. Section 5.4 provides an MIP
formulation to provide an optimized assortment based on our choice model. Section 5.5
reports on numerical experiments from a simulation study on synthetic data, and for real-
world data from the retail industry. We conclude in Section 5.6. Formal proofs, further
theoretical developments and additional computational results can be found in the appendix

and the online supplement of this paper.

5.2 Relevant Literature

Most of the literature acknowledges that practically-effective assortment optimization re-
quires an appropriate choice model that represents the buying behavior of the customers
when faced with an assortment. A vast variety of choice models has been applied in different
domains such as transportation, marketing, and revenue management. We here focus on

those that are most relevant to our work, and refer the reader interested in broad overviews
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on assortment planning and choice models to surveys such as those of Mahajan and Van
Ryzin [76] and Kok et al. [77]. In the context of assortment optimization, two families of
choice models have found predominant popularity in the literature and have been successfully

applied in the aforementioned domains.

Parametric choice models. The first family is that of (parametric) random utility
maximization models. Among its most prominent members is the Multinomial Logit (MNL)
choice model, which attributes an utility value to each of the available options. As in most of
the choice models in revenue management, customers may also choose to abandon the buying
process (e.g., if they are not willing to buy any of the available options), which is typically
modeled as a dummy no-purchase option. Even though these models are analytically and
computationally tractable, they have several shortfalls. In particular, the MNL assumes the
Independence of Irrelevant Alternatives (ITA) property [78], due to which substitution effects
among products (such as cannabilization) cannot be captured. Nested logit models, pioneered
by Ben-Akiva [79] for the modeling of travel demand, capture certain cases of substitution,
but are still subject to the ITA property within each nest. Further extensions, such as
Mixed Multinomial Logit (MMNL) models overcome those shortfalls and can capture quite
general customer behaviors. Unfortunately, these models are computationally challenging for
practical assortment optimization, given that they do not only involve discrete variables, but
are also typically non-linear and non-convex. Most importantly, parametric choice models
generally rely on a good knowledge of the market structure and do strongly depend on the
application context (see, e.g., Jagabathula [80]), which makes them sensitive to issues of

under- and over-fitting.

Non-parametric choice models. The second family of choice models are non-parametric
exponential models. Among them, rank-based models are quickly gaining popularity in the
literature (see, e.g., Jagabathula [80], Van Ryzin and Vulcano [81], Vulcano and Van Ryzin
[82]). Rank-based choice models assume that a customer behavior can be represented by a
sorted preference list o of the available options. The customer will then select the option that
is ranked highest in her preference list and available in the assortment. Part of the model
is a distribution over all possible preference sequences that specifies the probability that a
random customer follows a specific buying behavior ¢.  Rank-based choice models have
been acknowledged to offer manifold advantages. They implicitly capture high-dimensional
substitution effects and therefore complex synergies among products. They do not make
assumptions on the market structure and do therefore not involve the same risks of over-
or under-fitting, as it may be the case for parametric models. Further, their distribution
can, theoretically, be derived from historical data. Such a purely data-driven approach is

attractive from the manager perspective, as it requires little application-specific user input
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(often none at all) and is therefore easy to apply and to maintain. Having identified the
relevant preference sequences may also give managers valuable insights about the customer

segmentation.

Unfortunately, learning those choice-models over the space of different preference sequences,
which is factorially large in the number of products NV, is a major challenge. Both the identifi-
cation of relevant customer behaviors and computing the underlying discrete probability mass
function (pmf) that would explain the observed transactions are therefore computationally
difficult. In this regard, Jagabathula [80] and Farias et al. [12] strongly advanced research by
circumventing the need for searching in factorially large space, without the requirement of a
preinformed market structure. These authors consider only those models that minimize the
revenue for a given assortment, therefore enabling the use of the dual problem and resulting
in the choice model for worst-case prediction. However, while the approach proposed by
these authors may yield a good estimate of the worst-case revenue, it may not be ideal for
managers, given that the assortment planning based on a worst-case choice model is likely

to have a suboptimal performance on average.

Both Haensel and Koole [83] and Vulcano and Van Ryzin [82] focus on the case where the
set of different customer types is limited and known beforehand. Instead of aggregating
demand data over long periods, they divide the purchase horizon into smaller time periods.
Haensel and Koole [83] allow for multiple transactions per period. In contrast, Vulcano and
Van Ryzin [82] define at most one transaction per period. Both works explicitly handle
data incompleteness that arises from the impossibility of distinguishing a period without a
customer and a period with a non-purchasing customer. The former authors estimate those
customer arrivals in a pre-processing step, while the latter authors propose an expectation-
maximization approach that integrates the estimation of the customer arrival rate. While the
assumption of knowing the customer sequences may seem overly restrictive in many settings,
the proposed methods can be used in a more complex framework. In this spirit, Van Ryzin and
Vulcano [81] proposed the market discovery algorithm that generates new customer sequences
in a column-generation framework, and estimate the corresponding probability distribution
with the aforementioned method [82]. The iterative framework assumes that a restricted
Master problem estimates the corresponding pmf for a subset of preference sequences, while

new preference sequences are generated in a sub-problem.

Bertsimas and Misic [74] followed a similar approach. The authors work on time-aggregated
data and minimize the absolute ¢; error between predicted and historical sales probabilities
instead of maximizing the likelihood probability. The final choice model is then used in a

novel mixed-integer programming model to provide an optimal assortment. More recently,
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this assortment optimization formulation has been further explored and improved [56], to
speed up the exact solution to the assortment optimization problem. Even though the pro-
posed assortment optimization formulation scales fairly well, the computational complexity
of identifying relevant customer behaviors is rather high. The entire process from choice
model estimation to the optimized assortment is therefore limited to rather small numbers

of products.

Our work is closely related to the aforementioned works (i.e., [81, 74]), as it adapts the
general column-generation framework. As Bertsimas and Misic [74], we focus on the case of
aggregated data. However, we do not make any assumptions about the loss function used
to estimate the pmf other than convexity. Further, Van Ryzin and Vulcano [81] use an
integer programming heuristic to identify new reduced costs columns and emphasize that the
computational burden increases significantly with the size of the problem, which is given by
the number of transactions and is (in practice) directly related to the number of products.
Their numerical experiments include not more than 15 products. Our paper explicitly focuses

on the efficient estimation of the model when the number of products is large.

Finally, it is worth noting that Ho-Nguyen and Kilinc-Karzan [84] recently provided a uni-
form view of the methods discussed above. Their method based on saddle point duality
estimates rank-based choice models in the context of dynamic learning, when choice mod-
els are updated with new data along time. Even though the authors provide a theoretical

convergence guarantee for their algorithms, they do not present any numerical experiments.

Partial orders of preferences. Most of the works on rank-based choice models assume
that preference sequences must contain (almost) all products. However, it is known that
only the first n + 1 ranked items are required to determine a customer choice (see, e.g.,
Honhon et al. [67]), when the size of the assortments does not exceed N —n items (where N
is the total number of existing products and n is the number of items that are not part of
the assortment). The k-deletion heuristic [33] exploits this fact by enumerating all possible
O(N™) sequences, which can only be deployed when 7 is small. In contrast, the number of
strictly ranked products in our approach is determined dynamically, driven by the data, and
can vary among customer behaviors. Further, throughout our computational experiments,

our approach generally strictly ranked much less than n + 1 products.

Estimating fully (or almost fully) ranked preference sequences accurately is even more chal-
lenging when data on complete ranks is not available. Establishing partial orders among
items has been of interest in both the machine learning and the operations management
communities. Lebanon and Mao [85] propose a general taxonomy to represent partial pref-

erence relationships and estimate the corresponding Mallows model. The model may consist
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of any sequence of single items or sets of items, where items within the same set are not
preferred to each other. While the preference information could essentially be represented
by a (possibly quite large) set of pair-wise preferences among items, the proposed partial
rankings may allow for a much more compact representation. Jagabathula and Vulcano [86]
collect partially-ranked information to construct a directed acyclic graph of preferences for
each store customer. They then sample only those fully ranked sequences that are coherent
with the preference graph. In this paper, we consider partially ranked sequences whose repre-
sentation formally falls into the taxonomy of Lebanon and Mao [85]: a list of strictly ranked
items followed by sets of items among which no strict preference is established. However, a
key difference is that we enforce a uniform probability distribution among the items which
are not strictly ranked, allowing us to obtain choice models that can be efficiently estimated

and yield computationally tractable models to optimize the final assortment.

5.3 A Partially-Ranked Choice Model

In this section, we will introduce a new representation for rank-based choice models that
allows for strict preference on a subset of the products. This representation allows us to
efficiently represent and construct relevant customer preferences using a preference tree. In
Section 5.3.1, we will first introduce the new choice model and its representation as a tree.
Then, in Section 5.3.2, column generation will be used to grow the decision-tree and generate

customer preferences.

Notation.  We generally use bold faced characters such as x € RY and A € RM*¥ to

represent vectors and matrices. We use x; to denote the i-th element of vector z.

5.3.1 The Choice Model

Rank-based choice models, such as the one used by Farias et al. [12], assume that the market
buying behavior is classified into different customer behaviors. Each customer behavior
is represented by an ordered list that establishes a strict preference among all products.
Preferred products are said to have high ranks, while less preferred products are said to have
low ranks. The customer, following a specific behavior, buys exactly one product, which is
the one that is highest ranked in her preference list and available in the presented assortment.
Consider the set of products N’ = {1,2,..., N} and assume further that the customer always
has the choice of selecting the no-purchase option 0, which would make her leave the store

without any purchase. Following the notation used by Farias et al. [12], we denote a customer
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behavior by ¢ and the rank of product ¢ by () > 0. A fully-ranked customer behavior can
be defined as follows.

Definition 1 (Fully-ranked customer behavior): A customer behavior o with a fully-

ranked preference sequence may be written as a permutation of all N + 1 items in N U {0}.

As an example, consider 6 available products. The fully-ranked customer behavior (3,4,1,2,5,0,6)
indicates that the preferred product is 3, the second preferred product is 4, etc. A customer
with such a preference will buy the highest ranked product that is available in the assortment.

Note that product 6 will never be bought, since it is ranked after the no-purchase option 0.

A rank-based choice model (o, ) is then defined as a set 0 = {0y,...,0x} of customer be-
haviors, together with a probability mass function A € R¥ that represents the corresponding

probabilities that a random customer entering the store follows the specific behavior.

Even though rank-based choice models have several desirable properties, fully-ranked cus-
tomer preferences are prone to some disadvantages. Their generation is computationally
expensive and, from a management perspective, a fully-ranked sequence allows for little in-
sights regarding customer segmentation. This is due to the fact that most of the ranked
products explain only marginal portions of the sales (see Observation 1 further below), pre-
venting store managers from identifying those products that actually have high impact (and
explain sales). Moreover, a general customer may not have a strict preference order in mind
that is defined on all products. Instead, she may rather have a strict preference on a few
products, but if none of those is available, she would choose any product from a subset of the
available products with similar characteristics. As an example, consider a customer looking
for a specific sport shoes model. If this model is not available in the exposed assortment,
the customer may choose any other sport shoes model that has similar characteristics and is
available in the assortment. Clearly, only a subset of the products available in the assortment

complies with these characteristics.

Partially-ranked customer behaviors.  The choice model proposed here assumes that
customer preference lists do not necessarily have to impose a strict order on all products
(which may be in the order of hundreds or thousands). Instead, a customer may have a
strict preference on a subset of those products, P(o0), e.g., 3, 4 and 1. If those products are
absent in the assortment, the customer may buy any similar and available product, e.g., 2, 5
and 6. We may represent such a choice behavior as o = (P(0),I(0)) = (3,4,1,{2,5,6},0),
where P(o) = (3,4,1) C N U {0} is a strictly ranked list of preferred products and (o) =
{2,5,6} C NU{0}\P(0) is a subset of indifferent products that will be chosen with uniform
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probability. There may be more than 6 products, but, assuming that product 0 is either in

P(0), in I(0) or after I(o), those products will never be selected.

Definition 2 (Simple partially-ranked customer behavior): A simple customer be-
havior o contains a strictly ranked preference list P(c) and an indifference set I(c), where
P(o) CNU{0} and I(oc) C NU{0}\P(0) are mutually exclusive subsets of N'U{0}. Given
an assortment S, a customer following behavior o = (P(0),1(0)), will select the product that
is ranked highest in P(o) and available in S. If P(o) NS = @, but I(o) NS # &, then
the customer will select any of the products in I(c) NS (which may include the no-purchase
option 0) with uniform probability. If, instead, I(0)NS = &, the customer does not purchase

any item.

While fully-ranked customer preferences require a hierarchy among all products such that
o(i) < o(j) whenever product i is preferred to j, partially-ranked choice models also allow for
relations of the form (i) = o(j), indicating that products ¢ and j are equally preferred and
therefore part of the same indifference set. In the example above, the product ranks are as
follows: 0(3) =0,0(4) =1,0(1) =2,0(2) = 0(5) = 0(6) = 3 and 0(0) = 4. Again, note that
it is not required to list all N products in P(o) or I(o), meaning that P(o)UI(oc) C NU{0}
and the inclusion can be strict. Each product from A can be part either of the strictly ranked
list or of the indifference set, but not in both. Even though Definition 2 assumes that the
no-purchase option 0 is always available, all developments made in this paper also apply to
the case where 0 is unavailable, assuming that customers always purchase a product. The
position of 0 also has implications on possible alternative notations. Specifically, a partially-
ranked behavior o = (P(0), I(0)) can be equivalently written as (P (o)), if 0 € P(o), and as
(P(0),1(0),0),if 0 ¢ P(o)U (o).

When P(o) and I(c) do not include all products of A, our notion of a partially-ranked
customer behavior becomes similar to the one of consideration sets (see, e.g., Aouad et al.
[87], Jagabathula and Vulcano [86]). However, we further distinguish products in those con-
sideration sets into strictly ranked products and indifferent products, and impose a uniform
probability distribution on the latter. Also note that a simple partially-ranked behavior
corresponds to the special case &; ;7 within the taxonomy of Lebanon and Mao [85]: a
sequence of strictly ordered items followed by k items among which no strict preference is im-
posed. However, the simple partially-ranked behavior further assumes a uniform probability

distribution among the k items.

Before elaborating on the equivalence between fully- and partially-ranked choice models, we

note that the we may further generalize the simple partially-ranked customer behavior to a
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more complex one, using ¢ alternating lists of preferred products P‘(c) (¢ = 1,...,q) and
indifference sets I‘(c). This more general behavior type cannot be fit into the taxonomy
of Lebanon and Mao [85]. Given that the methodology proposed in this paper is based on
simple partially-ranked behaviors, we refer the reader interested in the more general behavior

type to Appendix A.1.1.

Equivalence between representations.  FEven though the partially-ranked choice model
seems to be more general than fully-ranked choice models, the underlying preference be-
haviors are essentially equivalent. Consider a simple partially-ranked customer behavior
(3,{2,5,6},0). The same choice model can be represented by a set of fully-ranked pref-
erences with one complete (fully-ranked) list for each of the permutations of the products
in the indifference set: (3,2,5,6,0), (3,2,6,5,0), (3,5,2,6,0), (3,5,6,2,0), (3,6,2,5,0) and
(3,6,5,2,0). This transformation holds for any simple partially-ranked preference list.

Lemma 1 Consider a partially-ranked preference list o, = (P(0),1(0)) (see Definition 2),
occurring with probability \,. We can generate from o, a set with |I(o,)|! fully-ranked pref-
erence lists and define the corresponding probabilities such that given the same assortment S,

the final probability that product i is bought is the same in both cases.

A formal proof of Lemma 1 can be found in Appendix A.1.4. We note here that, in practice, it
may not be necessary to enumerate all |I(o,)|! fully-ranked preference lists to represent choice
probabilities that are equivalent to o,. We elaborate more on this topic in online supplement:
Appendix B.1.1. Based on Lemma 1, we now show that both the partially-ranked choice

model and the fully-ranked choice model can represent equivalent buying behaviors.

Theorem 1 (Equivalence between fully-ranked and partially-ranked choice mod-
els): A choice model (6¢,\°) based on fully-ranked customer behaviors (see Definition 1) can
be represented by a choice model (6, AT') that contains only partially-ranked customer behav-
iors (see Definition 2). Further, any choice model (¥, A\T) that contains only partially-ranked
customer behaviors can be transformed into an equivalent choice model (6°,\Y) exclusively

composed of fully-ranked customer behaviors.

We refer to Appendix A.1.5 for a formal proof of Theorem 1, which transforms a partially-
ranked sequence into a set of fully-ranked sequences which is factorially large in the size
of the indifference set. This transformation only serves to prove equivalency, and one may
find tighter upper bounds for the number of required fully-ranked sequences (see online

supplement: Appendix B.1.1).
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Theorem 1 suggests that fully- and partially-ranked choice models can essentially reflect the
same set of customer behaviors, but the latter will tend to have a sparser representation.
Choice models with full ranks can reflect preference indifference on products, but it will
require several fully-ranked lists to represent an equivalent choice model. Further, explicitly
ranking all products may be unnecessary, since low ranked products tend to have little impact
in explaining sales, i.e., the proportion of the overall transaction predicted by them tends
to be small. Quantifying the impact of a low ranked product may be difficult in practice,
given that assortments are typically composed by strategically chosen items. However, for
the purpose of illustration, we may quantify the impact of low ranked products on an average

assortment, as stated below.

Observation 1 (Impact of low ranked products in explaining sales): The impact
of low ranked products in explaining the sales transactions can be negligibly small, both sta-
tistically and in practice. Consider a non-empty assortment S, let r = % €]0,1] be the
assortment density of S and assume that the probability that a certain product is part of S
is uniform (i.e., it is equal to EN‘) Then, the impact of a product decreases exponentially
fast with its rank. Further, the greater the ratio r, the smaller the importance of low ranked

products.

A verification of Observation 1 can be found in Appendix A.1.2. With a ratio of r = 0.1,
the probability that none of the strictly ranked products is part of the assortment is, on
average, about 3.87% for rank k£ = 10, but only about 0.05% for & = 50. With higher
ratios, lower ranks quickly become insignificant. For example, with » = 0.5, the probability
for k = 10 is as low as 0.05%. While the above examples assume a uniform popularity in the
customer priorities and in the assortments, in practice, it is likely that popular products are
both highly ranked and are part of the assortment. We therefore argue that, in practice, the
above stated probability tends to be a pessimistic (upper) bound on the importance of low
ranked products. In other words, we expect that the probability that low ranked products

are relevant decreases even more in practice.

We now introduce a special case of the simple partially-ranked choice model , where the
indifference set contains all products that are not strictly ranked, i.e., I(c) = N U{0}\ P(0).

Definition 3 (Partially-ranked customer behavior with complementary indif-
ference set): A partially-ranked customer behavior o with complementary indifference

set is defined as a simple partially-ranked behavior (see Definition 2), and imposing that

I(o) = N U{0}\P(0).



42

While it may be possible to use the more general partially-ranked choice model (see Appendix
A.1.1) in the proposed methodological developments, we will restrict our attention from now
on to the simplified case as by Definition 3. Even though using indifference sets that are
composed of all non-ranked products may seem unrealistic in practice, several reasons favor
their use. First, such models are theoretically as sound as fully-ranked choice models, since
their behaviors can be transformed into fully-ranked ones (see Theorem 1). Second, they
implicitly define the indifference sets and therefore avoid the associated risks of overfitting.
Third, they provide a clean data structure that can more easily be explored in an estimation
method. Finally, such indifference sets also allow us to develop an intuition of their contri-
bution on explaining the overall sales. Their explanatory power is analytically computed in

the following for the illustrative case of an average assortment.

Observation 2 (Ezxplanatory power of the indifference set): Consider a consumer
behavior o = (P(ox),(0o%)) with estimated market probability A\, and an assortment S
selected uniformly at random with assortment density r. The expected explanatory power of

Ok, i.e., its contribution to the explanation of the overall sales of product i ¢ P(oy) in S

Ak
[ (ox)|

amounts to (1 — r)Prl.

A verification of Observation 2 is given in Appendix A.1.3. As a consequence, one can
easily verify the average explanatory impact on products that are not strictly ranked in a
partially-ranked consumer behavior. For example, if N = 100, |S| = 50 (thus, r = 0.5), 5
products are strictly ranked (i.e., |P(ox)| = 5, |I(ok)| = N —|P(ox)| = 95) and A\, = 0.05, the
behavior oy explains only 0.0016% (= (1 —0.5)° - %2) of the sales of any product i € I(oy).
The impact of using such an indifference set on explaining the overall sales, for this example,
amounts to 3.12% (= (1 — 0.5)%). Therefore, exposing the decision maker to such a concise
list of 5 products is sufficient in practice, given that these 5 products explain 96.78% of sales

caused by this consumer type.

5.3.2 Learning Consumer Preferences

Before we can optimize future assortments, we need to estimate the probability P(i|S) that
a product ¢ is sold given that a random customer is exposed to assortment §. We may
compute this probability, once our choice model (o,A) is estimated. Given that there is a
factorial number of different customer behaviors, a major challenge is to identify the set o
that is relevant for explaining the sales, as well as their corresponding probabilities A. In this
section, we focus on how to efficiently learn those parameters that are consistent with the

observed sales.
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In line with the works of Farias et al. [12] and Bertsimas and Misic [74], we assume that
historical data is available in aggregated form?, including a total of M assortments, given by
set M = {851,8,...,8u}, as well as sales transaction data for each of them. Those sales
are given in a vector v € RWV+'M consisting of all pairs (i,m), with i € AU {0}, m € M,
which represent the customers that have chosen option i when being presented assortment
Sm. Note that it is assumed that such sales data also includes the no-purchase option 0, e.g.,

if it is accurately collected by the store or estimated by the store manager.

Our proposed estimation method fits into the general column-generation approach from Van
Ryzin and Vulcano [81]. Relevant customer behaviors are generated in the sub-problems,
while the probabilities for a given set o of customer behaviors are estimated in the mas-
ter problem. In particular, the latter consists in estimating probabilities A such that the
choice model (a, ) is consistent with sales probabilities v. To this end, it has become quite
common (see, e.g., Farias et al. [12], Bertsimas and Misic [74]) to embed the product choice
of each customer type within a matrix A, which has one column for each customer prefer-
ence sequence and one row for each product and assortment. We may compute this matrix
A € RUNHD)-MXE "gych that an entry A@m) is set to 1 if customer k& would choose product 7
from assortment S,,, U {0}. As a consequence, ¥(k,m) : ¥; Af;,,) = 1. Note that this defi-
nition of the matrix A differs from the one used by Van Ryzin and Vulcano [81], who work
on dis-aggregated data and therefore define one row per period (and at most one transaction

per period).

The estimation of probabilities can be performed based on several criteria. Instead of esti-
mating the choice model that results in the highest worst-case revenue [12], we follow two
recent approaches that either maximize the likelihood probability [81], or minimize the es-
timation error [74]. While we will be exploring the two objectives in our computational
experiments, we will here emphasize the model development for the latter: minimizing the
¢y error between historical sales observations v and sales predictions A\ = Y, A’(gi,m))\k (i.e.,
the probability that a random customer chooses option ¢ from assortment S,,). We therefore

define the training error as:

ETT = Z ‘AA _v|i,m-

(i,m)

Consider a given set of potentially relevant customer behaviors {o!, 02, ..., 0™}, one may use

a simple linear program to find the corresponding probability distribution (A1, Ag, ..., Ag) that

!The data is aggregated over time and customers, i.e., we assume that any information about the customers
(id, features) and the exact purchase moment is either unavailable or ignored to estimate the models.
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results in the smallest error as follows:

)\7ren+i’1617 et +17e (5.1a)
st. AAt+et —e =v (5.1b)
1"A=1 (5.1c)

X et e >0. (5.1d)

Setting the Choice Matrix A. Bertsimas and Misic [74] propose to set the choice matrix
A for fully-ranked customer behaviors such that A\ = v by using entry 1 if customer k& would
choose product ¢ from S, U 0. This notion does not hold in the context of our more general
representation which may include indifference sets. For reasons of simplicity and without loss
of generality, let us consider the slightly simpler case (P(0),I(c),0) in which the customer
behavior o consists only of a single list P(o) of preferred and strictly ranked products, followed
by an indifference set /(o). We assume that the indifference set (o) (in the more general
case, we have I'(0),...,I%0)) is externally given, for instance by a marketing department.
Alternatively, it can be learned or estimated in a previous step by identifying products with
similar characteristics. We may then define the ranking entries of a customer behavior ¢ as

follows:
rank of preference of i if i € P(0)

o(i) = ¢ |P(0)] ifi € I(o0)
+ 00 otherwise.

The preferred products are ranked from 0 to | P(0)|—1, whereas all products in the indifference
set have equivalent rank |P(c)|. In the general case with several indifference sets, those ranks
will be computed as the rank of the previous preferred product plus 1. The rank of a product

that is neither in a P(o) nor in I(0) is set to +oo.

Setting the choice matrix A for a partially-ranked choice model has to respect V(k,m) :

>, AF., =1, which we can achieve by a uniform distribution on the indifference set:

1 if i €S, and Vj € S, \{i} : o"(i) < o"(j),
1
Af = T NSl if i € Sy i and Vj € Sy, 0*(j) = |P(0)] or 0"(j) = 400,  (5.2)
0 otherwise.

In words, customer k chooses item ¢ from assortment S,, with a probability of 1, if 7 is

available in m and is the most preferred among all available items. The customer chooses %
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with probability , i.e., with uniform probability among all items that are both in

1
() N Sy
the indifference set and in the assortment, if none of the strictly ranked items is available. All
other items are not selected: either because they are not in the assortment, or because they
are neither strictly ranked nor in the indifference set. Given the definitions above, once a
subset o of customer preferences (consistent with Definition 6) is identified, the corresponding

choice matrix A can be efficiently computed.

Learning Consumer Behaviors based on a Preference Tree. As noted by Bertsi-
mas and Misic [74], the linear program (5.1) is not tractable, given the factorial number of
customer behaviors here considered, causing A and A to be exponentially large. The au-
thors therefore propose a column generation algorithm, which initializes problem (5.1) as
Master problem with a small subset of promising columns (i.e., preference sequences). The
algorithm then iteratively identifies possibly relevant columns and adds them to the Master
problem. Let @ and v be the dual values of constraints (1b) and (1c) after solving problem
(5.1). To find columns with minimal reduced cost, the authors further propose the following

mixed-integer program:

min — ola— v (5.3a)
s.t. Qi m S Zij VYm € {1, ...,M}, Z,] € Sm U {O}, 1 7é] (53b>
Zz]"’zjf_lgzzé vza]7€€{07177N}Z7éj7 Z#ga J%g (53d)

z2€{0,1}, a €{0,1}.

The MIP (5.3) minimizes the total reduced costs of the corresponding product sequence
defined by the z variables. Constraints (5.3b) ensure that a;,, can take a positive value only
if product i is preferred to all other products in assortment S,,. The set of constraints (5.3¢c)
and (5.3d) represent non-reflexivity and transitivity, respectively, in order to establish a strict
order among all products. Unfortunately, system (5.3) is costly to solve, and one needs to
find alternatives for practical purposes. The authors therefore use a local-search heuristic to
find new columns with reduced costs. Both the heuristic and the exact model (5.3) generate
fully-ranked customer behaviors, which may not be necessary in practice (see Observation
1). We therefore propose to strictly rank only products with high ranks (i.e., those that are
considered more preferred) and to explicitly take advantage of the structure of the proposed

choice model.

The partially-ranked customer behaviors with indifference subsets can be efficiently repre-
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sented by a preference tree, in which explicitly listed nodes refer to strictly ranked products.
While the presented methods also apply to the general case of partially-ranked customer
behaviors (see Definition 6 in Appendix A.1.1), we will focus, without loss of generality, on
the simpler case of ¢ = (P(0),(0)) as specified in Definition 3. Here, the indifference set
contains all nodes that are not strictly ranked, i.e., I(c) = N'\P(0), and therefore does not
need to be explicitly listed in the tree. Figure 5.1 illustrates a small example with 3 products
and the no-purchase option 0. In this example, a total of |K| = 8 customer behaviors has
been generated. For instance, customer behavior o; refers to a customer that prioritizes
product 2, if present; if not, she is willing to buy product 1. If none of those products is
available, the customer will buy any available product or leave the store with equal (i.e.,
uniform) probability. In contrast, customer behavior og refers to a customer that will buy
product 2, if available, and leave the store without purchase otherwise (indicated by the

no-purchase option 0).

Figure 5.1 Example of Growing Preference Tree choice model for N = 3 products

Such a tree structure may be more intuitive for store managers who may want to understand
customer segmentation, since it focuses on the products that are important to explain sales:
those that are ranked early in a customer preference sequence. Further, the search for new
customer behaviors in the tree structure may drastically speed up computation if one succeeds
to limit the search to a significantly smaller space. This is the case if we focus on high ranks
first and then gradually expand the tree by not more than one level of depth at each branch
and iteration. Due to the gradual expansion of the tree, we will refer to it as the Growing
Preference Tree (GPT).

We define o, to be a sub-behavior of o; if P(c;) = (P(0;),{), where { € I(0;). In words, a
sub-behavior o; inherits the strict preference list from its parent o; and adds to it one product
(including, potentially, the no-purchase option) that is not part of o;’s preference list. Let o
be the set of behaviors enumerated in the GPT. Our algorithm iteratively searches for new
sub-behaviors in the GPT, expands the tree and solves problem (5.1) to find the corresponding
probabilities A\. When looking for new promising columns (i.e., new sub-behaviors), we may

restrict the search to the sub-behaviors of all ¢ € ¢. The reduced costs of each of the
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sub-behaviors can be computed as rc¢(0) = —aa — v, where a and v are the dual values of
constraints (1b) and (1c) in problem (5.1), and «a is defined according to equality (5.2). The
sub-behaviors with the lowest reduced cost are then added to the set of customer behaviors
o, and problem (5.1) is resolved. The pricing step is exemplified in Figure 5.2, in which
the reduced cost for all sub-behaviors (indicated in blue) of behaviors ¢ € K are computed,
unless the last product in the preference list of ¢ is option 0. This would indicate that the
customer would leave the store and the sub-behaviors are irrelevant. The process is performed
iteratively until the ¢, error is sufficiently small or a defined maximum number of iterations

is performed.

rc6 rc7 re rc9

Figure 5.2 Computing reduced costs in the Growing Preference Tree choice model

Note that computing the reduced cost of a fully-ranked preference list has a computational
complexity of O(N - M), even if the reduced cost of a “similar” fully-ranked preference list is
known. Therefore, finding new columns with negative reduced costs can become costly when
using fully-ranked preference lists. In contrast, using partially-ranked preference lists with
the GPT holds the remarkable advantage that, once the reduced cost of a partially-ranked list
is known, the reduced cost of any of its sub-behaviors can be computed in O(M) time. The
reduced cost of the sub-behavior (that will additionally rank item 7) can be quickly adjusted
by accounting for the different choices that may occur in each of the M assortments. It turns
out that the reduced cost is impacted only in the case when the original preference sequence
selected items from the indifference set, but the new sub-behavior would select item i, if
t € S,,. In this case, the corresponding dual value «;,, has to be added, and one has to
subtract the previous contribution of the indifference set from the reduced cost. This makes
the exploration of the search space for negative reduced cost columns extremely efficient. A

detailed description can be found in Appendix A.2.2.

The general steps of the GPT-based column generation method can be summarized as follows:

1. Generate initial behaviors and add them to the tree.
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2. Compute reduced costs of sub-behaviors of all behaviors and add those with most

negative reduced costs to the tree.

3. If no negative reduced cost column has been found, execute MIP (5.3) to find the most

negative reduced cost column; if the cost is negative, add the behavior to the tree.

4. If none of the columns found in the previous two steps has negative reduced cost,

terminate the algorithm. Otherwise, return to step 2.

A detailed description and pseudo-code of the algorithm can be found in Appendix A.2.1.
Note that, in our computational experiments, we have never encountered cases where solving
MIP (5.3) was necessary, given that the previous steps always found sufficient sub-behaviors
with negative reduced cost to reach the required accuracy threshold. Contrary to directly
using MIP (5.3) to identify the customer behavior with the lowest reduced cost, the GPT
allows for controlling which type of customer behaviors to consider. For example, if indifferent
sets are not at all desired by the modeler, one only needs to consider the sub-behaviors that
end in the no-purchase option 0 and set matrix A accordingly. The GPT would then only
generate strictly ranked customer behaviors, but most likely converge much faster than when
using the MIP (5.3) or a local search.

We close this section by noting that, even though we have illustrated the model estimation by
minimizing the linear ¢; loss function, the general methodology of the GPT can be used with
any convex loss function. We discuss those implementations in online supplement: Appendix

B.1.6 by using the non-linear loss function of the Kullback Divergence [33].

5.4 Assortment optimization

In the previous sections, we have presented a new representation for rank-based choice models
and an efficient methodology to identify a set o of relevant customer behaviors o, € o, as well
as their corresponding probabilities A¥. We now focus on how to identify optimal assortments

that are coherent with the learned choice model.

Aouad et al. [88] recently showed that assortment optimization based on a given choice
model is generally NP-hard. Some authors therefore proposed to limit the search space
in order to remain computationally tractable. Jagabathula [89] proposes a local search for
assortment optimization relying on a revenue prediction subroutine based on a general choice
models. Honhon et al. [67] provide efficient algorithms for several special cases of rank-based
models with O(N?) customer types, where N is the number of products. Berbeglia and Joret

[47] provide tight bounds for the performance of so-called revenue-ordered assortments that
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respect the reqularity assumption, therefore including the general class of Random Utility
Models.

Restricting the number of products that each customer may want to buy to smaller considera-
tion sets has also found more popularity. In this spirit, Aouad et al. [87] solve the assortment
optimization problem with consideration sets via dynamic programming. Jagabathula and
Rusmevichientong [90] jointly solve the price and assortment optimization problem under a
two-stage choice process where customers first consider a subset of products cheaper than a

certain price threshold and then choose their favourite product among them.

First general MIP formulations that consider the entire search space have been introduced
by McBride and Zufryden [91] and Belloni et al. [55]. Initially, those models were limited to
small problem instances. Nevertheless, some recent works have proposed MIP formulations
that scale reasonably well (see, e.g., Farias et al. [12], Bertsimas and MiSic [74], Bertsimas
and Misi¢ [56]). We will use those works as a starting point to optimize on partially-ranked

choice models.

We suppose that a revenue r; is associated with each product i. The no-purchase option 0
yields a revenue of 0. Bertsimas and Misic [74], Bertsimas and Misi¢ [56] propose a mixed-
integer programming model that uses variables x; that take value 1 if product ¢ is included
in the assortment, and 0 otherwise. It further uses variables y¥ that take value 1 if product i

is within the assortment and is chosen according to behavior o,. The optimization problem

writes as
K N
max > Y r\yl (5.4a)
L |
N
st Y yr=1 Vke{l,.. K} (5.4b)
=0
yr < Vke{l,.. K}, Vie{l,.., N} (5.4c)
Yo yi<l—ua VEe{l,. K}, Vie{l,. N} (5.4d)
ok (§)> o (i)

J:ok (§)>0*(0)

z € {0,1}, y > 0.

The optimization problem (5.4) maximizes the expected revenue. Constraints (5.4b) select
exactly one product for each customer type k. Constraints (5.4c) say that a product can be
selected only if it is part of the assortment. Constraints (5.4d) guarantee that the product

in the assortment that is ranked highest also has the highest y* value. Finally, constraints
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(5.4e) ensure that all products ranked lower than the no-purchase option 0 are not selected.

For reasonably sized problem instances, Problem (5.4) is computationally tractable. In par-
ticular, even though defined as continuous variables, variables y will only take binary values
due to the structure of the problem. Bertsimas and Misi¢ [56] explicitly showed that the
formulation yields stronger linear programming relaxation bounds than the formulation ini-
tially proposed by Belloni et al. [55]. Unfortunately, the formulation requires fully-ranked
customer behaviors, which are not explicitly given by a choice model with partially-ranked
behaviors as generated by the GPT column generation algorithm. To adapt partially-ranked
behaviors to the MIP stated above and obtain an exact approach, we could transform the
partially-ranked choice model into a fully-ranked choice model. However, the number of nec-
essary fully-ranked preference lists is factorially large (see Theorem 1), which would make
the resulting MIP intractably complex. As an heuristic approximation, one may replace the
indifference sets by a random sequence of those products that are not strictly ranked. Gener-
ating several random sub-behaviors for each partially-ranked customer’s behavior, generally
known as boosting, may be computationally tractable while improving the performance of
the final assortments. However, it may be quite instance specific how many of those random
sequences to generate, and the models may become too large anyhow, without mentioning

the heuristic nature of the method.

We are therefore interested in finding an optimization model that directly operates on par-
tially ordered ranks, i.e., those that use a strict ranking on a subset of products and indiffer-
ence on the remaining products. To directly operate on customer behaviors with indifference
sets, we may add to problem (5.4) the following constraints, which enforce that y variables
for products ¢ and j have equal values if both products are part of the assortment and have

equivalent rank in behavior k. Namely,

Zij = T+ T Vl,jE{l,,N}Z>] (55)
|yf—y§“| <1—z; Vke{l,.,K}; Vi,je{l,...,N}:i>jand o"(i)=0c"(j). (5.6)

The introduction of variables z;; and the linearization of constraints (5.5) and (5.6) would
significantly increase the model size and the difficulty of solving the problem. Fortunately,
an equivalent model can be achieved by adequate transformation and substitution of the new

variables.

Theorem 2 The feasible set of the optimization model composed by (5.4a) - (5.4¢) and (5.5)
- (5.6) is equivalent to the feasible set of the optimization model composed by (5.4a) - (5.4¢)
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and the constraints (5.7)-(5.8).

yf—nyQ—xi—xj Vke{l,.,K}; Vi,j€{l,...,N}Y:i>j and o"(i) = o"(j) (5.7)
—yf—i—nyZ—a:i—xj Vke{l,.,K}; Vi,j€{l,...,N}Y:i>j and c"(i) = 0" ()
(5.8)

We refer to Appendix A.1.6 for a proof of Theorem 2. Given the above equivalence, one
may directly optimize the assortment based on partially-ranked consumer behaviors without
introducing new variables. While the structure of problem (5.4) forces the continuous y
variables to take binary values, adding constraints (5.7) and (5.8) breaks this structural
property, allowing the variables to take any continuous value between 0 and 1. As outlined
above, these constraints have an intuitive interpretation. They force y¥ and yf to take the
same value if both products ¢ and j are part of the assortment and have equal rank in
customer behavior k. In this case, if none of the higher ranked products is available in the
assortment, each of y¥ for the indifferent products will take value |I(U)1ﬂS|’ where S is the
assortment defined by variables . Even though there is a quadratic number of constraints,
those are only on the size of the indifference sets. If the indifference sets are large, one may
generate those constraints on the fly, adding only those constraints that are violated in the

linear programming solution in each of the Branch-and-Bound nodes.

5.5 Computational Results

We now focus on empirical experiments performed with the proposed non-parametric choice
model. In Section 5.5.1, we will evaluate the performance of the choice model and the as-
sortment optimization algorithms on synthetic data. In particular, we compare our approach
to two existing benchmarks in Section 5.5.1.1, evaluating how well these models perform in
terms of scalability and ability of learning the choice model. Assortment optimization on
the synthetic data is performed in Section 5.5.1.2. Finally, in Section 5.5.2, we will train the

choice models on an industrial data sets from the clothes retail sector.

We note that additional analysis and results can be found in the appendices. In particular,
online supplement: Appendix B.1 focuses on additional results for the estimation method,
including, among others, the characteristics of the generated choice models when modifying
parameters such as accuracy thresholds, ground truth model, or the loss function. Online
supplement: Appendix B.2 focuses on additional results for the assortment optimization

problem.

All computational experiments have been carried out on a single Intel Xeon X5650 2.67GHz
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processor, limited to 40 GByte of memory. The algorithms have been coded in Python version
3.5. If not stated otherwise, all mathematical models have been solved using the MIP solver

of Gurobi version &.0.1.

5.5.1 Numerical Results on Synthetic Data

Data Generation.  We generate sales and assortment data according to a ground-truth
(GT) model. This data will be used to evaluate the performance of the non-parametric choice
models discussed so far and the corresponding algorithms proposed in the previous sections.
We choose as GT model a Mixed Multinomial Logit model with T classes of customers.
The probability distribution among the classes are drawn from the T-dimensional simplex p;
(therefore, >, pr = 1 and p; > 0 Vt). Each customer class ¢ associates an utility u;; with a

product ¢. The overall probability that a random customer chooses a product ¢ is given by

Ut 4

e

eut,0 _|_ ZjeS eut,j .

P(ilS) = let

The utilities for each customer class are generated as proposed by Bertsimas and Misic [74].
Specifically, we generate a matrix g of the same dimension as u uniformly distributed on
[0,1]. If not stated otherwise, 4 of the N + 1 products from N U {0} are randomly selected
for each customer class t. Those products are assumed to have high utilities for customer
class ¢, computed as u;; = log(10 % ¢ ;). The utilities for the remaining N — 4 products
are set to u;; = log(0.1 * ¢;;). The training and test sets for the choice models consist
each of M assortments. In all experiments, M has been set to 20 to reflect a context where
the number of historical observations is limited. Assortment densities r are set to 0.5, i.e.,
cach assortment contains N/2 products. Utilities u;,; are translated to a vector of sales
probabilities v; , = P(i|S,,) for each product in each assortment. Sales transactions are then
randomly generated according to the sales probabilities. Recall that the sales vector v is

indexed by tuples (i,m). Therefore, the choice matrix A, has two dimensions.

Estimation of the Choice Models. = The choice model is trained by iteratively gener-
ating new customer preference lists via column generation and solving the master problem
which minimizes the estimation error based on the training data. Let A, and vy be the
choice matrix and the sales probabilities for the M assortments of the training set. At each
iteration, we compute the current training error as ¢, = |A;A — vy,:|. The test error is
computed in the same way, but using choice matrix A;, and sales vector v, based on the M

assortments of the test data. Note that the scale of the training and test errors depends on
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the number of assortments in the training and test data. We may therefore normalize the
errors, dividing by 2 - M to obtain error values between 0 and 1. The estimation procedure
then terminates once the normalized training error is smaller or equal to threshold ¢, (i.e.,

we stop when €, < 2- M - ¢). If not otherwise stated, we set € to 0.01.

5.5.1.1 Estimation of Choice Models.

In the following, we will investigate how well the proposed choice model can be trained
using our column generation approach based on the Growing Preference Tree (CG-GPT).
We will compare our model with two existing approaches: the column generation approach
from Bertsimas and Misic [74], using a local search to find new fully-ranked preference lists
(CG-LS), and the k-deletion heuristic from Jagabathula and Rusmevichientong [33]. All
approaches have been executed on the same set of 10 randomly generated instances for each
N € {30, 50,100, 250, 500, 1000}. Computing time has been limited to 12 hours.

Table 5.1 Learning performance for CG-GPT and CG-LS algorithms with ¢y = 0.01 (averaged
over 10 random instances)

CG-GPT CG-LS
Train  Test #  time Train  Test #  time # inst.
N error error  iter (min) K  error error iter (min) K unsolved
30 037 288 159 <1 170.7 039 3.74 309.0 1.5 1775 0
50 038 290 31.1 <1 310.5 040 4.22 619.0 8.4 337.3 0
100 0.39 272 469 <l 619.0 040 441 1,1831 76.3 667.7 0
250 039 237 906 16.6 1,474.1 - - - - - 10
500 0.40 1.89 1165  76.1 2,437.1 - - - - - 10
1,000 0.40 1.30 159.7 306.0 3,876.7 - - - - - 10
all (avg) 0.39 234 76.8 66.6 1,481.4 040 4.13 703.7 28.7 394.2 30

Comparison with benchmark CG-LS. Table 5.1 reports the average results over the
10 instances for two approaches and for different problem sizes N. The table reports the
final and test training errors, the computing times, the number of iterations, and the final
number K of generated preference lists with non-negative probabilities A\y. Column “# inst.
unsolved” indicates the number of instances that have either hit the 40 Gbyte memory limit
or run out of time. Those instances have not been considered in the average values. The
CG-GPT has successfully trained the choice model to the required threshold of ¢, = 0.01
(which corresponds to a training error of 0.4 when M = 20) for all instances within the given

time and memory limits. In contrast, the CG-LS is not able to converge for instances with
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more than 100 products. In a direct comparison, the CG-GPT is more scalable, converges
much faster and provides better test errors than the CG-LS. In particular, one observes that
the number of iterations required by the CG-GPT does not increase much as N increases.
This is explained by the fact that the indifference sets have a larger explanatory power in
those instances, which allows the model to have small training errors with relatively few
columns. These are direct practical implications of Lemma 1 and Theorem 1. In fact,
further experiments have shown that restricting the number of columns to those of highest
probability has relatively little impact on CG-GPT test error, while CG-LS performance
significantly deteriorates in this case. Detailed results and further discussions can be found

in online supplement: Appendix B.1.7.
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(a) Problem instance with N = 30 (b) Problem instance with N = 100

Figure 5.3 Learning curves (normalized training and test errors) for CG-GPT and CG-LS on
two example problem instances.

Figure 5.3 (a) and (b) visualize the evolution of the normalized training and test errors for
two problem instances with N = 30 and N = 100, respectively. We notice that CG-GPT
quickly converges in both cases, achieving better test errors than CG-LS in much shorter
time. Also, with 100 products, CG-LS was not able to converge within the reported time

interval.

Note that, to make sure that we are comparing with a fair implementation of CG-LS, we
have tried different neighborhoods explored by the local-search heuristic of CG-LS. However,
those implementations did not improve its convergence and were computationally limited to

N < 250. Detailed results are reported in online supplement: Appendix B.1.2.
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Comparison with benchmark k-deletion heuristic. = Based on the idea that one only
needs to rank k£ items when at most £ — 1 items are missing in any assortment, Jagabathula
and Rusmevichientong [33] propose to use the k-deletion heuristic which enumerates all
preference sequences with k strictly ranked products. The computational burden of such an
approach quickly increases when k becomes bigger. This technique was therefore originally
proposed to deal with assortments where the number of missing products is much smaller
than the total number of products. Given its computational burden, we test the k-deletion
approach only for small values of k, namely 2, 3 and 4, on assortments of size N/2 >> k.
Since in this case, none of the ranked products might be in the assortment, we add the

no-purchase option 0 at rank k£ + 1 (if not ranked before).

Table 5.2 Properties of choice models generated with the k-deletion method, with an assort-
ment density r = 0.5

k-deletion

Train Test  time # inst.
k N error error (min) K unsolved
2 30  6.80 9.57 <1 93.7 0
2 50  7.03 10.65 <1 179.2 0
2 100  6.14 1047 <1 400.4 0
2 250  5.66 10.32 <1 1,155.8 0
2 500 4.46 10.33 3.9 2,530.9 0
2 1000  3.73 10.40 12.3  5,499.8 0
2 all (avg) 5.64 1029 2.8 1,643.3 0
3 30 1.90 5.69 <1 196.7 0
3 50 1.85  6.27 <1l 3627 0
3 100 1.04 6.38 6.4 857.5 0
3 250 0.56 6.16 120.1 2,351.8 4
3 all (avg) 134 612 318  942.2 24
4 30 0.02 3.98 2.3 2784 0
4 50  0.03 4.36 20.2 479.4 0
4 100  0.00 546 493.0 980.0 9
4 all (avg) 0.02 4.60 171.8 579.3 39

Table 5.2 reports the computation results,? confirming that the k-deletion method does not
scale well when increasing k. With £ = 3, one is limited to 250 products, and with k = 4,
one is limited to 100 products (note that we have omitted lines for N where none of the 10
problems were solved by k-deletion). The method is therefore not competitive with the CG-

GPT, which achieves better training and test errors with a much smaller number of behaviors

2Instead of using the Gurobi solver, we here used CPLEX 12.7.1 with Python interface, since it turned
out to build the model faster given the large number (sometimes millions) of columus.
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(see, e.g., Table 5.1 above and Table 10 in online supplement: Appendix B.1.5). For small
k, the k-deletion heuristic seems not flexible enough to provide a good fit of the data. For
k = 4, the small training errors, but rather large test errors may indicate overfitting (see
also online supplement: Appendix B.1.3). One possible cause may be the no-purchase option
ranked after the first k strictly ranked products. On unseen assortments, the no-purchase
probability is likely overestimated, particularly when the assortment density r is small. We
here note that for CG-GPT, when using an accuracy threshold of ¢y = 0.1 such that it also
strictly ranks not more than 3 products, the average test error is almost 40% smaller than
the one of k-deletion with k=3 (see online supplement: Appendix B.1.5). This illustrates the

importance of the complementary indifference set to improve predictive accuracy.

We close this section by referring the reader interested in further analysis and results of
the proposed estimation procedure to online supplement: Appendix B.1. For example, our
approach is not limited to linear loss functions, but can be used to minimize any other
convex loss function (since strong duality still holds to prove optimality; see e.g., Griva et al.
[92], Theorem 14.37). online supplement: Appendix B.1.6 numerically compares the CG-
GPT with different objective functions, providing empirical evidence of the robustness and
flexibility of the proposed technique. An analysis of choice model characteristics such as

sparsity and concision can be found in online supplement: Appendices B.1.4 and B.1.5

5.5.1.2 Assortment Optimization.

In the previous section, we have shown that the partially-ranked choice model can be accu-
rately learned in reasonable computing times even in contexts with large numbers of products.
We now explore the scalability of the mathematical models to optimize assortments once the
choice model has been learned. We have implemented four different approaches. The first
two approaches learn a partially-ranked choice model using the CG-GPT algorithm. The first
approach performs subsequent assortment optimization adding the indifference inequalities
(5.7) and (5.8) via branch-and-cut (referred to as AO-B&C). The second approach performs
boosting to create several fully-ranked preference lists at random and then optimizes via
the classical MIP (5.4) based on fully-ranked lists (referred to as AO-Boost). Finally, the
two other approaches are used as benchmarks, namely, one based on the CG-LS, and one
based on the k-deletion heuristic. Both are used with the classical MIP (5.4) (referred to as
AO-Compl). Given that AO-Boost is an approximation of AO-B&C and has been clearly
outperformed by the latter, we here focus on the direct comparison with the two other ap-
proaches. The computational comparison with AO-Boost can be found in online supplement:
Appendix B.2.1.
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Comparison with CG-LS based approach.  We now investigate how well the assort-
ment optimization approaches for CG-GPT and CG-LS scale to a large number of products.
For all experiments, we have used the choice model obtained after 12 hours of training with
a 40GB memory limit, no matter whether or not estimation had converged by then. The
second set of experiments assumes that the choice model is composed by the 100 customer

preferences that have highest \ probabilities within the choice model.?

Table 5.3 Assortment optimization results for choice models generated by CG-GPT and
CG-LS (averaged over 10 random instances) with ¢y = 0.01.

CG-GPT - AO B&C CG-LS - AO-Compl
Opt GT time GT Opt time GT Opt
N  revenue K (min) revenue gap % K (min) revenue gap %
€0 = 0.01 30 78.73 170.7 <1 78.05 0.00 177.5 <1 76.37 0.00
max K = full 50 84.18 310.5 <1 83.84 0.00 337.3 <1 81.76 0.00

100 88.51 619.0 3.6 88.24 0.00 667.7 <1 87.31 0.00

250 91.61 1474.1 83.4 91.39 0.00 1,175.0 16.4 90.65 0.00

500 93.51 2437.1 5575 93.38 0.30 413.7 13.7 90.92 0.00
1,000 95.48  3876.7 720.2 93.00 5.04 150.8 10.2 92.75 0.00

all (avg) 88.67 1,481.4 221.9 87.98 0.89 487.0 6.9 86.63 0.00

€ = 0.01 30 78.73 96.3 <1 78.05 0.00 99.2 <1 77.09 0.00
max K = 100 50 84.18 92.2 <1 83.85 0.00 98.7 <1 80.76 0.00
100 88.51 90.2 <1 88.30 0.00 98 <1 86.14 0.00

250 91.61 90.4 <1 91.39 0.00 99.3 <1 88.46 0.00

500 93.51 89.5 1.4 93.40 0.00 100 2.2 87.84 0.00
1,000 95.48 86.8 4.2 95.42 0.00 100 5.5 91.56 0.00

all (avg) 88.67 90.9 1.1 88.40 0.00 99.2 1.4 81.33 0.00

Table 5.3 summarizes the results and reports for each problem size N the averages of the op-
timal ground-truth revenues (computed, as proposed by Bront et al. [93]). For each approach
(i.e., CG-GPT and CG-LS), the table reports the average size K of the choice models, the
average computing times to solve the optimization model, the average revenue as computed
by the ground-truth model, and the average optimality gap after 12 hours of assortment

optimization.

In the first set of experiments using the entire choice models trained, K inevitably grows
as the number of products N increases. It must be noted that the CG-LS would generally
also have growing K. However, for large N the choice models could not be solved within
the time limit (given that the local search is more time-consuming; see Table 5.1), which
results in small choice models (and high test errors). The AO-B&C approach based on

the CG-GPT consistently generates assortments with higher GT revenues. However, with

3To be precise, after selecting the 100 preferences sequences with highest probabilities ), the restricted
Master problem has been re-solved for this subset to estimate the new probabilities.
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larger N it quickly becomes more difficult to solve, as the number of preference sequences
K becomes prohibitively large, requiring to add too many inequalities (5.7) and (5.8) when

using indifference sets.

However, as previously discussed, partially-ranked choice models tend to achieve better gen-
eralization with a sparser model than fully-ranked ones (we refer the reader again to Section
5.3.1 and to online supplement: Appendix B.1.7). Furthermore, using a smaller set of pref-
erence sequences directly facilitates the solution of the assortment optimization problem.
The second set of experiments, limiting the number of preference sequences to 100, yields
convincing results. All models are solved to optimality within a few minutes. The CG-LS
based approach tends to significantly loose prediction accuracy, resulting in assortments of
lower quality (i.e., lower GT revenue). In contrast, the CG-GPT based approach maintains
its predictive performance and results in assortments that have a close-to-optimal GT rev-
enue. We conclude that limiting the number of preference sequences used in the assortment
optimization seems to be a promising technique to remain computationally tractable while
maintaining a choice model with high predictive performance. We refer the interested reader
to online supplement: Appendix B.2.3 for the results of further computational experiments

in which the number of preference sequences has been limited.

Comparison with k-deletion based approach. As a last study, we investigate the per-
formance of assortment optimization based on the choice models obtained by the k-deletion
heuristic. Table 5.4 compares the revenues of the assortments obtained by CG-GPT with
AO-B&C, and the k-deletion with AO-Compl. Column "# inst unsolved" reports the number
of instances that could either not be estimated by the k-deletion heuristic or not be solved
in the assortment optimization model (exceeding the available memory). Lines without any
results (i.e., the "# inst unsolved" equals 10) have been omitted. The results, averaged only
over instances where the k-deletion heuristic was tractable, confirm that the k-deletion is
not an appropriate choice in our context. For the choice model estimation, one can only
enumerate sequences with up to 4 items, which is not sufficient to generalize well, resulting
in assortments with lower GT revenues. As N gets larger, the choice model become too large,
typically hitting the memory limit. Except for one exception (N = 100 with & = 4), the
GT revenues reported by the k-deletion heuristic were consistently inferior to those of the

CG-GPT based approach.

We refer to online supplement: Appendix B.2 for further experiments on the performance of
the assortment optimization. In particular, online supplement: Appendix B.2.2 investigates
the revenue impact of different loss functions and training accuracy thresholds. In online

supplement: Appendix B.2.4 we tested the scalability of MIP (5.4) on a set of hard instances
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Table 5.4 Assortment optimization with k-deletion compared against optimal revenues and
revenues obtained by CG-GPT on those instances solved by both methods.

k-deletion - AO-Compl

Optimal CG-GPT time # inst
k N GT revenue GT revenue K (min) GT revenue unsolved
2 30 78.73 78.05 93.7 <1 74.78 0
2 50 84.18 83.84 179.2 <1 80.11 0
2 100 88.51 88.24 400.4 <1 85.76 0
2 250 91.61 91.39 1,155.8 29.3 85.52 0
2 500 93.51 93.38 2,530.9 459.3 88.22 0
2 all (avg) 87.31 86.98 872.0 97.8 82.88 10
3 30 78.73 78.05 196.7 <1 69.10 0
3 50 84.18 83.84 362.7 <1 79.37 0
3 100 88.51 88.24 857.5 1.8 85.08 0
3 250 93.07 92.82 2,351.8 240.5 84.18 4
3 all (avg) 86.12 85.74 942.2 60.6 79.43 24
4 30 78.73 78.05 278.4 <1 74.27 0
4 50 84.18 83.84 479.4 <1 81.74 0
4 100 96.65 95.88 980.0 2.2 96.17 9
4 all (avg) 86.52 85.92 5793 <l 84.06 39

constructed following the results of Aouad et al. [88]. We conclude this section noting that the
recent work of Bertsimas and Misi¢ [56] also conducted numerical experiments on the original
formulation (5.4) for fully-ranked lists. The authors further propose a Benders decomposition
implementation, which could also be adapted to our formulation. It has to be noted, however,
that the assortment optimization MIP itself is not the only crucial ingredient of the overall
approach. Learning the choice model correctly and accurately for large-scale problems is, as
has been shown, computationally challenging and crucial to obtain meaningful assortment
optimization models and, in this concern, we believe that the partially-ranked choice model

provides an efficient option.

5.5.2 Case Study on Industrial Retail Data

We will now discuss an industrial case study based on real world data from a North-american
clothes retailer. An anonymized data set on shoe stores has been obtained from our industrial
partner JDA Labs [75]. In the following, we will discuss the data sets and preprocessing. We
will then explore how well the different approaches perform when training the choice models

for the industrial data set.
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5.5.2.1 Data description and preprocessing

The data set includes assortment data, transaction data , as well as product and store char-
acteristics from August 2014 to July 2015. Assortment information is provided for each day
and each store (with information such as location, climate, price category). Sales transac-
tion data contains product IDs, sold quantities, sales time-stamps and store ID. Products
in the shoe dataset have characteristics given as categorical values (class, sub-class, brand,
material, color) and continuous values (average price). Products in the shirt data set contain

additional information (lifestyle, pattern, fit, sleeve length, fashion).

Based on those information, we define an assortment as the set of products offered in a par-
ticular store throughout one calendar week in a particular year. For each assortment, we link
the corresponding sales transactions and convert those into the vector of sales probabilities v,
representing the probability of selling a certain product in a given assortment. The following
describes the entire process of data preparation. For more details, we refer to the Master
thesis of Palmer [94].

Store clustering. Assuming that stores in neighborhoods with similar characteristics
meet the needs of similar customer types, we need to learn separately for groups of similar
stores. As a result of the frequent discussions with JDA Labs [75], which provided the data,
we clustered the stores according to four store features: location (state and city), climate (4
different categorical values), price band (low, medium and high), and percentage of sales in
each sub-category. Given that our features contain both categorical and continuous values,
the clustering has been performed using an extension of k-means that can handle mixed

categorical and continuous data [95].

Data preprocessing and no-purchase estimation. = We arbitrarily selected a cluster
from the shoes data set that contains 10 stores and has a fairly high number of sales. For
each of these stores, we use data during 10 consecutive weeks from Autumn 2014, which we
consider a good trade-off to have sufficient data, while not risking that store assortments
changed much due to seasonal fashion. We considered each week of store data as a proper
assortment, resulting in a total of 100 assortments. To ensure that the historical data is
statistically meaningful, we only considered products that have been sold at least 10 times,

resulting in a final total of 299 different products.

Given that we did not have any information about how many customers left the store without
purchase, we estimated the no-purchase probabilities assuming that assortments with many

sales have lower no-purchase probabilities and assortments with few sales have higher no-
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purchase probabilities (but always between 10% and 30%). Let vg,, be the no-purchase
probability in assortment S,,. Let s be the number of sales observed in assortment S,,.
Let s,n = mingen{s#} and s7,,x = maxem{s#}. The no-purchase probability for a
store m is computed as a linear interpolation between 0.1 and 0.3 according to the number
of observed sales: vy, = 0.1 + 0.2 - W. Let sfm denote the number of sales of
product ¢ in assortment S,,. We then compute the sales probability for any other product
ias vy = (1 —vom) - %, which is the corresponding sales proportion of product ¢ taking

into consideration the probability for the no-purchase option.

5.5.2.2 Computational Results
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Figure 5.4 Learning curves (normalized training and test errors) for CG-GPT and CG-LS on
industrial shoe data with 299 products.

Convergence of training the choice model.  Figure 5.4 plots the convergence curves
for the CG-GPT and CG-LS training approaches. To warm-start the CG-LS method, we
initialized it with singleton preference lists as in Van Ryzin and Vulcano [81], i.e., we generate
one preference list for each product, with that product being ranked first, and the no-purchase
option ranked second. The initial set of preference sequences therefore corresponds to an
independent demand model. We also plot the test error achieved by the k-deletion approach
once the corresponding LP has been solved. Only the case for k = 2 has been reported, since

higher values of £ ran into memory errors.
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We notice that the optimal training error is not 0 (as it is the case for synthetic data),
because real data is noisy, or even contradictory.* Of course, one may group items in a pre-
processing step as proposed by Jagabathula and Rusmevichientong [33], which would reduce
data sparsity and improve both the training and the test errors. However, we refrain from
using such techniques here due to two reasons. First, we did not find any grouping criteria
which would be meaningful for the given context. Second, the primary interest of our study
is to explore the efficiency of the methods when predicting sales probabilities for individual

items.

The training error for the CG-GPT reaches about 25% in one hour, and about 22% after
12 hours. The CG-LS only reaches a training error of 32% after 12 hours. Test errors
are, as expected, slightly higher than the training errors. For the CG-LS, the test error
starts high and monotonically decreases to about 40% after 12 hours. For the CG-GPT,
the test error finds its minimum (at about 31%) suprisingly fast, after a few iterations, and
then slightly starts to overfit, increasing to about 33% after 12 hours. Remarkably, our
method reaches that points after a few minutes, while the CG-LS never reaches it within
12 hours. Note that both methods start with a similar set of initial preference sequences.
However, instead of ranking the no-purchase option 0 after the first product, the CG-LS uses
the complementary indifference set. The initial training and test errors therefore confirm,
once again, the importance of the indifference to explain the training data and to improve
prediction accuracy on the test data. Interestingly, the k-deletion method achieves about
the same level of generalization as the CG-GPT approach (with a test error of about 31%),
requiring a similar amount of computing time (12 minutes for k-deletion and 6 minutes for
the CG-GPT). This is a surprisingly good performance, since the k-deletion heuristic did not
provide satisfactory results on synthetic data in previous experiments. We may conclude that
for this particular industrial data set (with the techniques used to cluster the assortments),
a more general partially-ranked choice model generalizes slightly better than a more refined
one. On the other hand, capturing substitution of at least 2 dimensions seems to work
well, since the CG-LS initialized with independent demand preference sequences (which is
equivalent to a k-deletion with & = 1) did not yield good test errors, but could further be
improved (gradually, by the the CG-LS itself, and by the k-deletion heuristic with k& = 2).
This, together with the fact that the training error generally remained quite high, might be
indicators that the performance of rank-based models on certain industrial data sets may

still be improved in future. Finally, also note that the same pattern has been confirmed by

4As an example, consider two assortments S; = {1,2,3} and Sy = {1,2,4}. We may have observed only
sales of product 1 in assortment 57, and only sales of product 2 in assortment S5. In this case, a ranking-based
choice model cannot perfectly fit the sales transactions for both assortments.
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a H-fold cross-validation analysis. After splitting the 100 assortments into 5 groups of 20
assortments each, 5 different experiments were carried using one of these groups as test set

and the other 4 groups as training set. All experiments yielded similar conclusions.

5.6 Conclusion

In this work, we have focused on non-parametric rank-based choice models for assortment
optimization. Those choice models have several advantages. Mainly, they can be estimated in
a purely data-driven manner without relying on previous knowledge on the market structure.
They also tend to be less sensitive to overfitting. Our work proposes a new methodology to
estimate those choice models, which scales to a large number of products. In particular, we
propose to represent customer behaviors not by fully ordered preference lists of all products,
but only a subset of them. This is a realistic setting, which directly exploits the fact that
products with low ranks have little explanatory power and impact in the buying behavior.
Further, we show that any partially-ranked choice model can be transformed into an equiv-
alent fully-ranked choice model, and vice-versa. The partial representation of the strictly
ranked products enables us to efficiently train the choice model by gradually expanding a
tree, in which each of the nodes represents partial lists of strictly ranked products. On this
particular structure, new preference lists can be found efficiently via column generation. We
finally present new inequalities to adapt an existing assortment optimization model to our
partially-ranked choice models. Extensive computational experiments have shown that in-
stances with up to 1,000 products can be efficiently trained and assortments can be optimized
in quite low computing times, therefore significantly increasing the capabilities of previous
approaches to learn the choice model. Our numerical experiments also revealed that the in-
difference sets are both useful to explain sales in the training data and to improve predictive
accuracy on the (unseen) test data. Given that training the partially-ranked choice model
by means of a growing tree and column generation has been proven to be very efficient in
the case of assortment optimization, it may be a promising avenue to explore it any other

context in which discrete choice models are central.
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CHAPTER 6 ARTICLE 3 - ON THE ESTIMATION OF DISCRETE
CHOICE MODELS TO CAPTURE IRRATIONAL CUSTOMER BEHAVIORS

Authors: Sanjay Dominik Jena, Andrea Lodi, Claudio Sole
Under review in INFORMS' Journal on Computing

Abstract The Random Utility Maximization model is by far the most adopted framework
to estimate consumer choice behavior. However, behavioral economics has provided strong
empirical evidence of irrational choice behavior, such as halo effects, that are incompatible
with this framework. Models belonging to the Random Utility Maximization family may
therefore not accurately capture such irrational behavior. Hence, more general choice mod-
els, overcoming such limitations, have been proposed. However, the flexibility of such models
comes at the price of increased risk of overfitting. As such, estimating such models remains
a challenge. In this work, we propose an estimation method for the recently proposed Gen-
eralized Stochastic Preference choice model, which subsumes the family of Random Utility
Maximization models and is capable of capturing halo effects. Specifically, we show how to
use partially-ranked preferences to efficiently model rational and irrational customer types
from transaction data. Our estimation procedure is based on column generation, where
relevant customer types are efficiently extracted by expanding a tree-like data structure con-
taining the customer behaviors. Further, we propose a new dominance rule among customer
types whose effect is to prioritize low orders of interactions among products. An extensive
set of experiments assesses the predictive accuracy of the proposed approach. Our results
show that accounting for irrational preferences can boost predictive accuracy by 12.5% on

average, when tested on a real-world dataset from a large chain of grocery and drug stores.

6.1 Introduction

Accurately forecasting the demand of certain products or services is of crucial importance
in the context of supply-chain optimization and retail operations. Most often, a predictive
model must be learned from historical data representing the choice behavior of an agent
faced with a discrete set of alternatives, called the offer set. A common assumption when
dealing with demand estimation is to consider product demands as independent from each
other, resulting in the independent demand model (see, e.g., Strauss et al. [18], Talluri and
Van Ryzin [96]). However, it is well known that this assumption does not hold in many real-

life scenarios and that product demands interact through substitution and halo effects. In
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general, we consider alternative x a substitute of alternative y if the presence of x in the offer
set decreases the probability of y being chosen. On the contrary, we refer to an halo effect if
the presence of x in the offer set increases the attractiveness of y, and thus its likelihood of

being chosen.

Discrete choice models have been widely adopted to model substitution. Among them, the
family of choice models that received the most attention in the literature is undoubtedly the
one of Random Utility Maximization (RUM) models [97, 98, 6]. Choice models belonging to
the RUM family assume that a random utility is assigned to every alternative. Utilities are
modeled as random variables, and different choices about their distribution lead to different
choice models. When faced with an offer set, the decision maker samples a vector of utilities

and picks the option with the highest one, so as to maximize her expected payoff.

The standard theory of rational choice assumes the relative preference between two alterna-
tives does not depend on the other products in the offer set. Hence, if alternative x is preferred
to alternative y in a given offer set S, the same should hold for any other offer set S" # S.
Starting from this assumption, known as Independence of Irrelevant Alternatives (ITA), Luce
[6] derived the Multinomial Logit (MNL) model, which is arguably the most famous RUM
choice model. Its popularity stems from the facts that it can be efficiently estimated, it is
interpretable and, when used for decision making, it allows to benefit from appealing theoret-
ical and computational properties. The Multinomial Logit model lacks, however, flexibility,
imposing specific patterns of substitutions among alternatives. In particular, the logit for-
mula implies that the ratio between the choice probabilities of two alternatives does not
depend on the other (irrelevant) alternatives in the offer set. In response, many models have
been proposed to overcome such limitations, so as to capture more complex patterns of sub-
stitutions. In the Nested Logit model, for example, this is achieved by assuming ITA holds
only among groups of similar alternatives. In the Mixed Multinomial logit (MMNL) and
Rank-Based [12] choice models, instead, violations of the ITA assumption are captured by
aggregating several ITA-consistent classes of customers. Notably, some of these models, such
as the MMNL, the Rank-Based and the Markov Chain [29] choice models, can theoretically
approximate any RUM choice model and therefore capture arbitrarily complex substitution
effects. We refer the interested reader to the computational study of Berbeglia et al. [32] for

a deeper overview on RUM choice models and their generalization performances.

All models that belong to the RUM family obey the so-called Regularity assumption, which
states that the introduction of an option in the offer set cannot increase the probability of
another alternative being chosen. Hence, they cannot capture halo effects. Nevertheless,

many studies in the literature of behavioral economics corroborated the reproducibility and
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robustness of this type of choice behaviors (see, e.g., Simonson [99], Huber et al. [100]),
incompatible with the theory of utility maximization and therefore referred to as irrational.
In the remainder of this paper, we therefore refer to rational behavior as one that can be
captured by RUM models, and to irrational behavior as one that cannot. In order to better
illustrate the kind of choice scenario in which violations of the Regularity assumption may

arise, we report below the results of a choice experiment from the seminal work of Simonson
and Tversky [13].

Example 6.1.1 (Choice Experiment from Simonson and Tversky [13]) In this exper-
iment, respondents were asked to choose among three camera models, which differ in terms
of price and quality. Specifically, the three models were (1) a Minolta X-370 camera, priced
at 3170, (2) a Minolta 3000i, priced at $240 and (3) a Minolta 7000i, with a price of $470.
Table 6.1 reports the market shares of the alternatives in the choice scenarios S, where only
options {1,2} are offered, and Sy, where option (3) is added to the offer set. This experi-
ment exhibits a violation of the reqularity assumption, since the probability of choosing option
(2) increases from 50% to 57% when option (3) is added to the offer set. Hence, no model
belonging to the RUM class can perfectly fit this dataset.

Table 6.1 Market share of three camera models in choice scenarios S;, where respondents
must choose between alternatives {1,2}, and Sy, where option (3) is added to the offer set

Market share

Model Price ($) S1 S
(1) Minolta X-370 170 .50 22
(2) Minolta 3000i 210 .50 57
(3) Minolta 7000i 470 - 21

The choice phenomena reported in Table 6.1 is an example of the so-called compromise
effect, where middle (i.e., compromise) options in terms of price and quality are preferred
to extreme ones. One may be tempted to handcraft an utility function based on price and
quality features in order to explain the observed choice outcomes. However, this cannot be
done without considering the assortment-dependent effects on the attractiveness of products,

which is inconsistent with the theory of rational choice.

Violations of the regularity assumption may be induced by other cognitive biases as well.
For example, in the context of grocery shopping, when two complementary products (e.g.,

pasta and tomato sauce) are present in the assortment, the perceived attractiveness of both
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is likely to increase. One may also observe asymmetric, or decoy effects (see, e.g., Huber
and Puto [101]) when the addition of an option (the decoy) to the offer set increases the
choice probability of another alternative perceived as better. This choice phenomena was
popularized a choice experiment reported in Ariely [102], in which a group of students was
asked to choose among three possible subscription plans to “The Economist” magazine. For
the sake of brevity, we report this experiment in Appendix C.1, where we also show how the
GSP model (see Section 6.3) can explain the related choice outcomes. We refer the interested

reader to Berbeglia [2] for more examples on the topic.

Such observations motivated a recent interest in more general choice models, capable of
overcoming the limitations of the RUM framework. Unfortunately, many of these choice
models lack efficient estimation schemes, and their performance on non-RUM instances has
not been well understood yet (see, e.g., Jagabathula and Rusmevichientong [33]). Also, the
minimal assumptions these models make about the distribution of choice probabilities may
increase the risk of capturing spurious patterns from data, i.e., overfit.! This may be observed
in the form of a model experiencing high variance in predictive accuracy when estimated on
little amount of training data. Finding the delicate balance between flexibility and predictive
accuracy is therefore of crucial importance for the practical utility of such models. The
Generalized Stochastic Preference (GSP) choice model, an extension of rank-based choice
models introduced by Berbeglia [2] to capture halo effects, is one of the recently proposed
models that fits into this stream of literature. Despite being theoretically attractive, the
estimation of the GSP choice model poses significant challenges both from the computational
and predictive points of view. The authors suggest that estimation procedures originally
developed for rational rank-based choice models (see, e.g., Farias et al. [12], van Ryzin and
Vulcano [30], Bertsimas and Misic [31]) may be adapted to their irrational choice model.
Nevertheless, no empirical study has been reported in order to assess the estimation efficiency

and predictive accuracy of the GSP choice model.

Next to computational challenges to estimate such model, its flexibility also comes at the
price of an increased risk of overfitting. Even in the case of rational behaviors, it is known
(see, e.g., Berbeglia et al. [32], Jena et al. [73]) that the estimation of general RUM models
on little amounts of transactions data tends to be prone to overfitting. In the same line,
on real-world data, Maragheh et al. [15] came to a similar conclusion. When estimated on

small amounts of training data, their model, extending the MNL model to allow for pairwise

Mostly a concern in Statistics and Machine Learning, overfitting refers to the situation when a model is
too tailored to a specific data set (typically, the training data), and as such fails to generalize well to other
data sets (e.g., the test data). Overfitting typically occurs either when the model is too general, or when the
training data is not sufficiently representative for the ground truth. As a consequence, an overfit model may
not yield accurate predictions on other data sets.
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interactions among products, did not outperform a simpler MNL. Hence, particular care
should be taken to such issue for effectively estimating the GSP choice model, which can

account for even higher orders of interactions among products.

Contributions. In this work, we propose an estimation method for the GSP choice model.
Specifically, we show how to use partially-ranked preferences to model irrational customer
behaviors, and how to efficiently estimate them from choice data by adapting the column
generation approach proposed by Jena et al. [73]. Partially-ranked preferences allow us
to circumvent several difficulties regarding the adaption of estimation methods for strictly
ranked preferences. In particular, our objective is to train the choice model so as to maximize
its predictive accuracy. This is different from Farias et al. [12], who focus on worst-case
revenue prediction for a given assortment of items. Also, our estimation method can easily
handle both rational and irrational customer behaviors. In contrast, it is not clear how
the Mixed Integer Programming (MIP) formulation of the Market Discovery subproblem
from van Ryzin and Vulcano [30] should be adapted to allow for the discovery of irrational
preferences. Finally, the Growing Preference Tree (GPT) algorithm of Jena et al. [73] provides
a strong computational advantage in terms of scalability, especially important when dealing
with irrational customer behaviors (discussed in the following) and generalizes well to unseen
offer sets when tested on RUM instances. The application of partially-ranked preferences
for tackling the estimation of generalized stochastic preferences thus looks promising. An
appealing property of our approach stems from the fact that the irrationality, and thus the
flexibility of the choice model is increased in an adaptive, data-driven way. By increasing the
set of possible customer behaviors only when required to better explain the given data, we
may limit the risk of overfitting and speed up the estimation procedure. To further reduce
the risk of capturing spurious, high order interactions among products, we propose a new
dominance rule among entering columns, prioritizing customer types with a small number of

strictly ranked products and large indifference sets.

We run an extensive set of experiments to assess the predictive performance of the proposed
choice model. Using the methodology delineated by Jagabathula and Rusmevichientong [33],
we characterize the rationality loss of both generated and real instances. This allows us
to observe that irrational customer types can significantly improve predictive accuracy on
instances presenting halo effects among alternatives. We further show that our new criteria
for discovering customer types can provide a further boost in predictive accuracy. Notably,
our algorithm outperforms, on average, two baselines from the literature on irrational choice
modeling, the Halo-MNL [15] and the Pairwise Choice Markov Chain (PCMC) [36], when

tested on real-world data.
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Organization of the paper. In Section 6.2, we review the literature on irrational choice
models. In Section 6.3, we introduce the GSP choice model from Berbeglia [2] and our
corresponding partially-ranked representation. We show how to estimate the proposed choice
model in Section 6.4. The numerical results of our experiments on both synthetic and real
instances are reported in Section 6.5. Finally, concluding remarks are reported in Section

6.6.

6.2 Related work

Our work spans several areas of research. In the following, we first review the literature
from Psychology and Marketing, where several descriptive models, with little applicability
from the predictive point of view, have been proposed to overcome the limitations of the
RUM framework. We then survey the works from the Machine Learning and Operation
Management communities, where discrete choice models of various levels of generality have

been proposed.

Descriptive theories of choice. In order to define the notion of a rational agent, most
economists rely on a set of consistency principles of rationality, which includes, among oth-
ers, the aforementioned Regularity assumption and the more famous axiom of Independence
of Irrelavant alternatives (ITA). This set of assumptions aims at describing how a rational
agent is supposed to make her decisions across different offer sets. However, a vast body of
literature has provided strong empirical evidence of choice behaviors incompatible with the
theory of rational choice (we refer to Rieskamp et al. [103] for an excellent overview on the
topic). The RUM framework is flexible enough to explain most of these choice behaviors,
but cannot account for violations of the Regularity assumption. To overcome such limita-
tion, more general theories of choices have been developed in psychology, such as Decision
Field theory [104, 105] and the Leaky competing accumulator model [106]. These models
belong to the broader class of Sequential Sampling models, which mimic the evolution of the
decision-making process over time, and can account for violations of the rationality principles,
including the Regularity one. They lack, however, practical estimation algorithms, and are
usually adopted from a descriptive point of view more than a predictive one. Other works,
such as Tversky and Simonson [107] and Rooderkerk et al. [16], embed alternatives into an
attribute space, where context-dependent features are computed in order to determine the
utility of each of the alternatives. These approaches have usually been applied to small, con-

trolled experiments, and rely on the existence of two metric features, along which customer
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preferences are supposed to monotonically increase or decrease. This is a key difference with

respect to our approach, where no item feature is supposed to be given.

Discrete choice models escaping RUM. Decomposing the utility into two components,
item-specific and context-dependent, is also the starting point of Maragheh et al. [15] and
Seshadri et al. [34], who propose a second-order extension of the MNL model in order to
capture pairwise product interactions. However, these models do not subsume the RUM
framework and thus, as pointed out by Jagabathula and Rusmevichientong [33], are not
guaranteed to provide a better fit than RUM methods, even when applied to irrational
instances. The same limitation holds for other models such as the Generalized Attraction
Model from Gallego et al. [108] (see also [33]), the Perception-adjusted choice model [109] and
the General Luce Model [110]. Feng et al. [111] propose a welfare-based framework, which
subsumes the RUM framework and can be used to obtain choice models able to capture
violations of the regularity assumption. The estimation of these choice models, however, is
left by the authors as an open research question. Another general approach for which no
empirical result has been reported is the Generalized Stochastic Preference choice model [2],
an extension of rank-based choice models (see, e.g., Farias et al. [12], van Ryzin and Vulcano
[30]) that allows for irrational customer behaviors. This model subsumes the RUM family
of models and generalizes the non-RUM approach from Kleinberg et al. [35] by allowing for
heterogeneity in customer preferences. Despite its flexibility, the GSP choice model imposes
some structure on the choice probabilities, and some examples are provided by the authors
describing choice behaviors that do not belong to the GSP class. Ragain and Ugander [36]
propose the Pairwise Choice Markov Chain model, where each alternative is represented as
a node of a continuos time Markov Chain. Given an offer set, the choice probabilities are
given by the stationary distribution of the sub-chain consisting of the nodes indexed by the
available alternatives. Although the PCMC choice model is able to capture both substitution
and halo effects, it obeys the axiom of uniform expansion introduced by Yellott [112]. The

authors argue that such property may be desirable in the context of discrete choice modeling.

Universal discrete choice models. = Some more general choice models have been pro-
posed in the literature, which are able to represent any discrete choice function. In particular,
Osogami and Otsuka [113] propose an extension of the MNL model aming at capturing high-
order product interactions. They show that the resulting model can be represented as a Re-
stricted Boltzman Machine (RBM), a probabilistic graphical model whose units are divided

into two groups, visible and hidden. Visible units are used to encode a binary representation
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of the offer set and of a given choice, while hidden units learn a latent representation of the
input. Given enough hidden units, these models can represent any sort of irrational behavior.
An approach based on tree ensembles has recently been proposed by both Chen et al. [3§]
and Chen and Misic [37], who show that any discrete choice model can be represented as a

distribution over decision trees.

As previously mentioned, choice models with rather flexible structures pose some crucial chal-
lenges, whose solution greatly impacts the predictive accuracy of the trained choice models.
In particular, one needs to balance between flexibility of the choice model, tractability of its
estimation procedure, and risk of overfitting when limited amount of data is available. In this
regard, it should be noted that our estimation procedure is non-parametric. Compared to
the approach from Osogami and Otsuka [113], our model can adaptively increase the number
of parameters in a data-driven way, as more data becomes available. This may help avoiding
overfitting issues when only limited amounts of data, since a a model with a relatively small
number of parameters will be learned in this case. The results from Berbeglia et al. [32]
seems to confirm this claim, showing Rank-Based choice models are relatively data-efficient,
offering good generalization even with limited amounts of transactions data. Also, our algo-
rithm allows to include both rational and irrational behaviors in the estimation process, thus
providing a general method, well suited to a wide range of real case studies. The same is
not true for other irrational models such as Osogami and Otsuka [113], which should be used

with care on datasets where it is reasonable to assume that customers do act rationally.

Chen and Misic [37] and Chen et al. [38] tackle both the computational and generalization
aspects by proposing regularization methods whose effect is to restrict the search space in
a principled way. It may be argued, nevertheless, that less general choice models may be
more effective in exploring search spaces that are smaller by definition, and that imposing
some structure on the choice probabilities may provide important inductive bias to improve
generalization over unseen offer sets when limited amount of data is available. This observa-
tion motivates the focus of this paper. In particular, we propose an estimation method for
the Generalized Stochastic Preference choice model, which is flexible enough to subsume the
RUM family of models and to capture halo effects, but still imposes some structure on the

choice probabilities.

We conclude this section by mentioning an interesting line of work from the machine learning
community, proposing general approaches based on neural networks to approximate the com-
plex, high-order interactions among alternatives (see, e.g., Pfannschmidt et al. [114], Rosen-
feld et al. [115], Mottini and Acuna-Agost [116]). Despite their flexibility, however, these

models have only been applied to settings with product features and large number of train-
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ing offer sets. Their adaptation to a setting close to ours, where no item featurization is given
and the amount of offer sets seen at training time is relatively small, has not been explored

yet and does not seem trivial.

6.3 The choice model

In this section, we review the Generalized Stochastic Preference model [2] and extend it
by allowing for partial ordering and indifference sets. Consider a set of products N =
{0,..., N — 1}, with label 0 representing the no-purchase option. With a slight abuse of
notation, let then o denote both a subset of products in N and a linear order defined over

such products, so that the rank (or position) of product j according to o is given by o(j) > 1.

Definition 4 A Generalized Stochastic Preference [2] C(o,1), consists of a ranking of prod-
ucts 0 C N, and an index i, with 1 <1i <|o|.

Specifically, when faced with an offer set S C N, a customer of type k, also referred to as
Ci(ow, i1), picks the alternative ranked " in its subsequence o} that only contains items
also available in S. Further, we define o1, s C o as the sequence of products obtained by
removing from oy every product j ¢ S. The customer will then choose product j* so that
oks(j*) = i. If |ogps| < ¢, the customer will leave without any purchase. The particular
case of i = 1 corresponds to customers who always pick their favorite (i.e., highest ranked)
product among the available ones. For this reason, we refer to customers C/(o, 1) as rational
behaviors, and to the index i of a generalized stochastic preference as its irrationality level.
The GSP choice model is then defined by a probability distribution A € R¥ over K customer
types {Cy(ok,ix) }&_,, so that the probability of choosing item j from assortment S is given
by

P(jlS) = 1; Mel{oks(j) = ix} (6.1)

It should be noticed that, since every RUM choice model can be equivalently represented as
a distribution over rational stochastic preferences (see, e.g., Block and Marschak [98]), the

GSP choice model naturally subsumes the RUM family of models.

Kleinberg et al. [35] theoretically justify the use of “irrational”, rank-based behaviors? in order

2In the work of Kleinberg et al. [35], the authors refer to position-selecting choice functions, whose defini-
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to capture compromise effects. In particular, the authors assume alternatives can be mapped
to a one-dimensional embedding (i.e., utility) representing the alternatives overall evaluation
by the decision-maker. Such embeddings can be given by their price or by a possibly complex
function of their features. Alternatives can then be ranked in this embedding space according
to their evaluation. Then, choosing the best “compromise” corresponds to selecting the option
with rank 2 < i < |S| — 1, where S is the set of available alternatives. To better illustrate
the practical implications of this argument, Table 6.2 exemplifies [2] how the GSP model can

explain the results of the experiment from Simonson and Tversky [13] in Example 6.1.1.

Table 6.2 GSP model from Berbeglia [2] explaining the choice outcomes of Example 6.1.1.
For each oy g, we highlight in bold the chosen item j : oy 5(j) = .

Customer Type Probability S1=41,2} Sy=1{1,2,3}

k Ok 1k )\k Ok,S1 0k,S>

1 (1,3,2) 1 0.22 (1.2) (1,3,2)
2 (2,3,1) 1 0.29 2,1) 2,3,1)
3 (3,2,1) 1 0.21 2,1) (3,2,1)
4 (3,2,1) 2 0.28 (2,1) (3,2,1)

Table 6.3 Predicted shares of three camera models in choice scenarios S, where respondents
must choose between alternatives {1,2}, and Sy, where option (3) is added to the offer set

Predicted Share

Model Price ($) S1 So
(1) Minolta X-370 170 A+ M = 50 A= 22
(2) Minolta 30001 240 Ao+ A3 = .50 Ao+ Ay = 57
(3) Minolta 7000i 470 _ s = 21

When only products {1, 2} are offered, customer k = 4 chooses the cheapest one, i.e., option
(1). According to the rational theory of choice, this would imply that option (1) has to be
preferred to option (2) independently of the other products in the offer set. This, however,
would be in contradiction with the data at hand. Irrational choice behaviors, on the other
hand, can account for assortment-dependent effects. By introducing option (3) in the assort-
ment, the same customer ends up choosing option (2), thus implying that (2) is preferred to
(1) in this case. We refer to Appendix C.1 and Berbeglia [2] for more examples showing how
the GSP choice model can reproduce several experiments from the literature on behavioral

economics showing evidence of irrational choice behaviors.

tion is essentially equivalent to the one of (irrational) customer behaviors from Berbeglia [2].
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From a modeling perspective, we note that including the 0 (i.e., no-purchase) option among
the ranked alternatives has a useful implication in practice. In particular, contrary to the
original formulation in Berbeglia [2], this allows us to capture violations of the regularity as-
sumption also for the no-purchase option (we refer to Appendix C.2 for more details). Several
studies, indeed, have shown that customers’ willingness to purchase and overall satisfaction
may decrease in the presence of too many alternatives among which a choice has to be made

(see, e.g., Iyengar and Lepper [3], Schwartz [4]).

The estimation of the GSP choice model poses significant computational challenges, given
that the space of rational customer types alone is factorially large. Estimation procedures
developed for rational, rank-based models such as those from van Ryzin and Vulcano [30]
and Bertsimas and Misic [31] cannot be easily adapted to account for learning irrational
preferences, nor does their scalability look promising to tackle the even bigger search space
implied by the presence of irrational behaviors (see, e.g., [32, 73]). For these reasons, we
decided to adopt the framework if partially-ranked preference sequences from Jena et al. [73]
to represent generalized stochastic preferences. Besides providing a more intuitive, behav-
ioral representation of an agent’s decision process, partially-ranked preferences allow for fast
estimation schemes and have been shown to generalize well on unseen offer sets. Starting
from the observation that, for rational customer behaviors, low-ranked alternatives have a
relatively low impact in explaining choice data, Jena et al. [73] propose to strictly rank only
few, relevant alternatives for each preference list, while allowing for ties among the rest of
them. Alternatives with the same rank may then be grouped into so-called indifference sets.

We thus provide the following definition:

Definition 5 A partially-ranked preference with irrationality C(P(o),1(0),1), is defined by
two sets of products P(c) C N and I(c) € N \ P(0), respectively, and a linear ordering
o over the set of of alternatives P(c) U I(0), so that o(j) = o(j') for all 5,5 € I(0), and

o(j) <o(y') forall j € P(o),j € I(0).

It follows from Definition 5 that a certain customer has no particular preference for products
in I(o), which all have the same rank. Hence, we refer to I(o) as the indifference set of
that customer type. Note, also, that the irrationality level of a partially-ranked preference is
limited by ¢ < |P(0)| + 1, since alternatives in the indifference sets all have the same rank.

For ease of notation, let Ps(c) = P(0) NS and Ig(o) = I(0) NS denote the strictly ranked
preference list and the indifference set, respectively, obtained after removing from o every
product not available in a given offer set S. A customer C(P(0),I(0),i) will then pick the

alternative ranked " in Ps(o) if i < |Ps(c0)|, or an alternative chosen uniformly at random
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in Ig(o) when |Ps(0)| <i < |Ps(o)UIg(o)]. When i > |Ps(0o) U Ig(0)|, the customer leaves

without any purchase.

Table 6.4 Example: choice behavior of two customers C ((2, 3,5),{1,4}, 1) and
C’g((?, 3,5),{1,4}, 2) across different offer sets.

offer set Ps(o) Ig(o) Choicec, Choicec,
S, {2.5,1}] (25) {1} 2 5
S, {2,1,4}  (2) {14} 2~ Unif{1,4}
Ss {1} 0 {1} 1 0
Sy {1,4} () {1,4} ~ Unif{1,4} ~ Unif{l,4}

While Section 6.4 elaborates on how to estimate such preference sequences from transaction
data, Table 6.4 gives an example of the choice behavior of two hypothetical customers
Cl((Q, 3,5),{1,4}, 1) and 02<(2, 3,5),{1,4}, 2), who differ only by their irrationality level.
As a consequence, for each offer set S, we have that Ps(o1) = Ps(02) and Ig(o1) = Is(02).
Specifically, the first row of Table 6.4 corresponds to the case where iy = 1 < 2 = |Pg(0y)|
and iy = 2 < 2 = |Pg(02)|. The two customers will then select the items j; = 2 and j, =5
with ranks 1 and 2, respectively, in |Ps(c)|. For all the other assortments, however, we have
that io = 2 > 1 > |Pg(0)|, hence Customer 2 will either pick an item uniformly at random
from the indifference set (assortments Se and S;) or leave without any purchase (assortment
S3). The same reasoning can be applied to obtain the choice of Customer 1 in the remaining

assortments.

6.4 Estimation procedure

Jena et al. [73] have shown that rational, partially-ranked preferences can be efficiently learned
from data, using a Growing Preference Tree (GPT) algorithm. In this section, we first review
the GPT estimation framework, and then show how to extend the algorithm to additionally

handle partially-ranked preferences with irrationality.

We assume that training data is available in the form of T" observations T = {(S;, )},
with S; and ¢; representing the offer set and the choice, respectively, that have been observed
in period t. Let Syrain = {51, ..., S} denote the collection of M offer sets over which choice
data is available. We can further preprocess dataset 7 in order to obtain a vector of empirical
probabilities v € RYM so that, for each j € N and S € Sipqin, the probability of item j
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being chosen from offer set S is given by

v :Zlel{St:S,it:j}
7 ST {8, =5}

6.4.1 Non-parametric estimation framework

The GPT algorithm fits into the general column-generation framework proposed for the
estimation of a general class of nonparametric choice models by van Ryzin and Vulcano
[30]. In line with this framework, customer behaviors are represented as a choice matrix
A € RW-MXE “encoding K behaviors for M offer sets, whose elements give the probability
of customers choosing an item from a given offer set. In particular, based on the choice
behaviors of a partially-ranked list with irrationality ¢ defined in Section 6.3, the elements of

the matrix A may be computed as follows:

1 if j € Ps, (0) and j ranked i in Pg, (o),
1
A = ——— ifjelg, (o) and |Ps, (o) <i < |Ps, (o) UIs, (o) (6.2)
e s, (o)
0 otherwise.

Given a distribution A € RX over the customer types, the predicted probability z;,, of
a random customer choosing alternative j from the offer set S,, is then given by z;,, =
>k Aﬁm)\k- One can thus define the best distribution A, that is, the one for which the
predicted probabilities are the closest to the observed ones, and obtain A by solving the

following optimization problem:

rg\nn L(z,v) (6.3a)
st. AA=zx (6.3b)
1x=1 (6.3c)
A > 0. (6.3d)

Here, L(z,v) can be any convex loss function measuring the distance between the predicted
probabilities x and the observed ones v. For example, one may minimize the L, error between

the two probability distributions, in which case we have

£(x,v) = Z Z |$i,S — V;,8]- (64)

SEStrain 1€S
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Minimizing the L; error generally leads to sparse models. Further, objective function (6.4)
can be easily linearized (see, e.g., Bertsimas and Misic [31]) and is therefore computationally

amenable.

Another popular measure of the distance between two probability distributions is the Kullback-
Leibler. It is strictly convex and leads to the same solution as Maximum Likelihood Estima-

tion (see, e.g., Jagabathula and Rusmevichientong [33]). It is computed as

1 A
L(z,v)=—= Z TSZUZ-,S logmz’s, (6.5)

T Sest'rain i€S U'Lvs

where T is the number of samples showing S as offer set.

6.4.2 Discovering new rational and irrational customer types

Solving problem (6.3) over the factorially large set of all possible customer types is not
tractable. Hence, the master problem (6.3) is first initialized with a restricted set of customer
behaviors and is solved to find the corresponding probability distribution A that best fits the
training data. In each further iteration, new relevant behaviors are discovered by solving a
subproblem and added to the master problem, which then adjusts the probability distribution
A over the new set of behaviors. The algorithm terminates once a predefined stopping criteria

is met.

In particular, let @ € RV and v € R denote the dual variables associated with constraints
(6.3b) and (6.3c), respectively. The customers (i.e., preference sequences) worth adding to
the model in order to improve its fit of the data are those whose corresponding choice vector
a (column of A), computed as in (6.2), has a negative (reduced) cost c(o) = —a’a — v.
While finding new preference sequences with negative costs generally tends to be computa-
tionally expensive, the GPT algorithm exploits the structure of partially-ranked preferences
to efficiently identify such columns. Indeed, partially-ranked preferences allow for using an ef-
ficient tree-like data structure, where deeper levels correspond to behaviors with more refined
ranked lists. Specifically, any sequence of products obtained from such a tree by traversing
the path from the root to a given node, corresponds to the preference sequence P(oy) of a
certain customer Cj. It then follows that a behavior Cj is considered a sub-behavior of Cj,
if P(0;) = (P(oy),?) with ¢ € I(0}). When searching for new customer behaviors, one may
thus restrict the search for relevant customer types among the sub-behaviors of {C}, ..., Ck},

at any given iteration.

To better illustrate how the search-tree is gradually explored during the GPT procedure, we
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report in Figure 6.1 the tree resulting from the initialization step, followed by one iteration
of the GPT algorithm on a toy example, where the universe of products consists of four
alternatives, i.e., N = {1,2,3,4}. The algorithm starts by initializing the tree with N
rational customer types Ci,...,Cy such that P(oy) = k and I(oy) = N \ {k}. We then
solve the restricted master problem (6.3) over this initial set of behaviors, in order to obtain
a first distribution X over the N customer types, and the values of the dual variables a and v.
After the initialization, the generation of new candidate behaviors to include in the master

problem at each future iteration requires three steps:

Customer P(o) I(o) ¢ Init Iter 1
A clo) A
Cy 1) {234 1 01 - 0
Cy 2) {1,344 1 07 - 02
C3 3) {1,2,4} 1 0.2 - 0.3
Oy 4 {1,223 1 0 - 0
Cs 2,1) {34 1 - -1 01
Cs (2,1) {3,4} 2 - -4 03
Cy 2,3) {14} 1 - 02 -
Cs (2,3)  {1,4 2 - 01 -
Cy 2,4) {13} 1 - 01 -
Cio (2,4  {1,3} 2 - -3 0.1

05 Cﬁ C7 CB CQ CIO

Figure 6.1 (Left) Search-Tree of GPT for finding new behavior, on a toy example with four
products, after two iterations. A path in the tree corresponds to a sequence of strictly ranked
products. Dashed nodes correspond to irrational behaviors. (Right) The explicit behaviors
description, with corresponding probabilities and costs at a given iteration.

1. Sampling:  We select v behaviors from the existing nodes via random sampling
according to probability distribution A. In the example in Figure 6.1, we have sampled

v = 1 behavior in the first phase: namely, Cy (i.e., k = 2 with probability Ay = 0.7).

2. Sub-behavior generation: For every sampled behavior, we first generate |1 (o%)| ra-
tional sub-behaviors (Cs, C7 and Cy in the example). These new behaviors (P (o), I(0), 1)
are obtained by removing one item from the indifference set of the parent node (Cy in the
example) and adding it to the end of its strictly ranked preference sequence (P(03)).
Such rational sub-behaviors (with irrationality level ¢ = 1) correspond to those also
added by Jena et al. [73]. We here extend this approach by additionally generating the
irrational counterparts with irrationality levels ¢ with 1 < i < |P(0)| + 1 (Cs, Cs and

Chp in the example).
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3. Sub-behavior selection: We then compute the reduced costs ¢(o) for each candidate
sub-behavior and select the § behaviors with the best (i.e., smallest) reduced costs,
where ¢§ is a pre-specified hyper-parameter (in the above example, § = 3, selecting
customers types Cs, Cg and C1g). The nodes corresponding to the remaining customer

types are pruned from the search-tree (nodes C7, Cs and Cy in the example).

Identifying relevant customer behaviors based solely on their reduced costs may not be robust
in general when dealing with irrational customer behaviors. We elaborate more on the topic
in Section 6.4.3 where, based on behavioral considerations, we propose a superior selection

criteria for the identification of relevant customer types.

Observe that customers that differ only in their irrationality level (such as C5 and Cg in
our example) generate the same sets of sub-behaviors. Hence, only one of these nodes (ei-
ther C5 or Cg in our example) has to be considered to evaluate and generate further sub-
behaviours. We therefore consider only one node among the set of behaviors Cp(g) 1(5) =
{Cx(P(0o%),I(ok),ix) : P(og) = P(o)and I(ox) = I(0),k = 1,..., K}, with probability
5\]3(0-)7[(0—) = Zk:CkGCp(g),I(g) Ag. Considering the example in Figure 6.1, at the second iter-
ation the preference list ((2,3),{1,4}) would then be sampled with probability A(3)1,.4}) =
As + A = 0.4.

We highlight two major advantages of the exploration strategy employed by the GPT algo-

rithm:

1. The number of strictly ranked objects increases in an adaptive, data-driven way, with
more refined preference lists added only when needed. Besides allowing to avoid the
computational burden of strictly ranking all the products in a preference list, Jena et al.
[73] show that the explanatory power of indifference sets tends to improve generalization

on new offer sets.

2. Since the irrationality level i of a partially-ranked behavior is bounded by the number
of strictly ranked products, i.e., 1 < i < |P(0)|, the GPT search procedure prioritizes
customers with low irrationality levels. This seems to be a behaviorally-plausible in-
ductive bias, which may reduce the risk of overfitting, especially when only a limited

amount of data is available.

Computational complexity. As described above, each iteration of the GPT pro-
cedure involves sampling v behaviors Cy(P(oy), I(0k),ix) and, for each them, generating

|I(og)| - (|P(ok)| + 1) sub-behaviors, i.e., one for each item j € I(oy) and irrationality level
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i, with 1 <1 < |P(0g)| + 1. The reduced cost ¢(o) of a sub-behaviour o can be obtained in
O(M) [73] from the reduced cost of its parent node. Therefore, computing the reduced costs
of all rational and irrational candidate sub-behaviors at a given iteration has a complexity
of O(N?M) (compared to O(NM) for the rational approach). While this is the theoretical
worst-case complexity, our experiments in Appendix C.4.1 show that the GPT tends to pro-
duce relatively short preference lists P(o), ranking as few as 3 products, on average. Further,
Jena et al. [73] showed that even on large (rational) instances with up to 1,000 products,
the length of the produced strict preference lists tends to be similarly small, and rather
independent from the number of products. The computational burden of each GPT itera-
tion is therefore significantly mitigated in practice, since is tends to generate few irrational

behaviors.

6.4.3 A new dominance rule to select relevant customer types

In this section, we elaborate on how to identify new customer behaviors that improve the fit
to the training data and are more likely to generalize well on test data. The de facto scoring
method in column generation, and therefore for evaluating the quality of candidate behaviors
in the GPT estimation procedure, is exclusively based on their reduced costs ¢(o). This is
based on the hypothesis that a parsimonious model tends to generalize well on unseen offer
sets, which is widely adopted in the literature (see, e.g., van Ryzin and Vulcano [30], Bertsimas
and Misic [31], Jena et al. [73]). However, when dealing with irrational behaviors, such
criterion may lead to capturing an excessive number of spurious interactions among products,

especially in the case of scarce data availability.

In the following, we argue that the use of customer behaviors with small numbers of strictly
ranked products, and, as a consequence, larger indifference sets, may drastically reduce the
risk of overfitting. Using rational behaviors only, this is naturally achieved by the design
of the GPT algorithm, which starts by generating behaviors with small numbers of strictly
ranked products. While, in the rational case, strictly ranking only a few products with respect
to the total number of existing ones (e.g., 5 out of 100 products) may be sufficient to reduce
the risk of overfitting, this may not be the case when considering irrational behaviors. In fact,
here, the added risk of overfitting increases quickly with the number of possible interactions

within the sequence of strictly ranked products.

As an example, consider the case in which we aim to capture the positive relation of item 1 on
item 2 in a total universe of N = 5 products (for simplicity, we here do not use the no-purchase
option in the preference sequences or the assortments), based on the observed choices of

product 3 from assortment S; = {2,3} and product 2 from assortment Sy = {1,2,3}. When
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estimating the choice model, several irrational preference sequences may fit these transactions,
for example, either C’((l,2),{3,4,5}),2) or C<(1,2,3,4, 5),{},2). The former (with few
strictly ranked products) is clearly the more precise one, and is less prone to overfitting,
while the latter is an example of a more general one, prone to a higher risk of overfitting.
While the latter sequence seems to have unnecessarily many strictly ranked products, in
practice, when dealing with limited transaction data, such sequences may be selected due
to their lower reduced costs. A choice model using such a sequence may, depending on the
unseen offer sets, extrapolate up to |P|- (|P| — 1)/2 possible pairwise interactions, which are
illustrated in Table 6.5. Note that all except for one of these interactions are spurious and
therefore overfit the training data. In contrast, the former sequence with only two strictly

ranked products “deactivates” the influence of product 1 on any product other than 2. While

Table 6.5 Some of the positive interactions j — ;' implied by a single customer behavior
C((1,2,3,4, 5),2)‘ In particular, by considering the offer set Sy = S; U {j}, customer’s
choice changes in favour of product j.

Positive interaction S; Choiceg, Sy Choiceg,
12 {2,3} 3 {1,2,3} 2
13 (3,4} 4 {1,3,4} 3
1—4 {4,5} 5 {1,4,5} 4
1—5 {5} 0 {1,5} 5
2—3 {3,4} 4 {2,3,4} 3
24 {4,5} 5 {2,4,5} 4
2—5 {5} 0 {2,5} 5
3—4 {4,5} 5 {3,4,5} 4
3—=5 {5} 0 {3,5} 5
4—5 {5} 0 {4,5} 5

it is, of course, not possible to know beforehand which products really do interact which
each other, it becomes immediate that, in an effort of reducing the risk of overfitting, it is

desirable to prioritize behaviors with a small number of strictly ranked products.

The number of spurious interactions to which an irrational customer behavior may lead to

can be quantified exactly, as demonstrated in the following observation.

Observation 1 (Number of spurious positive interactions): Let C(P(0),1(0),1) be
a partially-ranked preference sequence with strictly ranked products P (o), indifferent set (o)

and level of irrationality i. Depending on the unseen offer set, a choice-model based on C
|P(o)|-1 , .

may extrapolate up to Y. (#1) positive interactions of degree 1.
j=i-1
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Proof: see Appendix C.5.

Observation 1 implies that the number of spurious interactions, leading to potential overfit-
ting, does not necessarily grow with a higher level of irrationality, but rather with the number
of strictly ranked products. We note that this observation is not limited to our definition of
partially-ranked preference sequences, but generally applies to the case of behaviors defined

by the Generalized Stochastic Preference model from Berbeglia [2].

We now propose a new dominance rule to select the candidate behaviors to be included in
the master problem (6.3). The rule aims at striking a delicate balance between the number

of strictly ranked products and the reduced costs of a candidate behavior:

1. For every behavior o belonging to the the set of candidate behaviors at a given iteration,
we use equation (6.2) to compute its choice vector representation a, and its cost ¢(o) =

—a'a —v;

2. We then lexicographically sort the candidate behaviors: first in increasing order of
their number of strictly ranked products, i.e., |P(c)|, and second in non-increasing
order of their reduced costs ¢(o). This sorting operation induces a ranking 7 among

the candidate behaviors;

3. Ranking 7 itself does not guarantee that its highest-ranked candidates have negative
reduced costs. While it is reasonable to add some candidates with non-negative costs
(which have shown in experiments to be beneficial for future iterations), we have to
ensure also adding candidates with negative costs in order to improve the model fit. We
therefore start considering candidates in ranking 7 at the highest rank corresponding
to a behavior with negative cost: 7= argming{m(oy)|c(ox) < 0}. We then select all
candidate behaviors {k|r < m(0%) <+ J — 1}, for a pre-defined .

As will be shown in Section 6.5, the use of this selection rule improves the predictive perfor-

mance of the irrational GPT algorithm, particularly on the real-world data set.

Table 6.6 exemplifies the selection process according to each of the two possible selection
criteria for seven candidate behaviors. The first four lines show, respectively, the behavior
id, the number of strictly ranked products, the cost of each behavior and the resulting ranking
7. Using cost ¢(o) as selection critera would lead to selecting customers with smallest cost
¢(0), namely C1,Cy and C;. However, notice that customer C7 strictly ranks a relatively
high number of products and, based on Observation 1, may imply a high number of spurious

interactions among products. By using our proposed selection criterion, instead, we select
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Table 6.6 Difference in selected columns using a criterion based solely on the cost ¢(oy), and
one where columns are first ordered based on the number of strictly ranked products | P (o)

k 3 1 4 5 2 6 7
|P(o)] 1 2 2 2 3 3 4
c(og) 0.2 -2 -1 001 -0.1 3 -3
(o) 1 2 3 4 5 6 7
Criterion Entering Columns

C(O’k> \/ \/ \/
(1P (ow)l, clow)) v v v

behaviors with only two strictly ranked products. In particular, assuming § = 3, we have

7= 2 and will select behaviors C;,C, and Cs.

We conclude this section highlighting connections between our proposed dominance rule and
consideration sets, a well known concept in the Marketing literature (see, e.g., Hauser et al.
[117]). This concept refers to the fact that consumers usually pay attention to only a small
subset of all existing items (either due to a limited attention budget or to avoid the cognitive
burden of searching through a possibly very large set of products), and will select an item

from this subset.

While the estimation of consideration sets is object of a separate branch of literature (see,
e.g., Aouad et al. [87], Jagabathula et al. [118]), our notion of strictly ranked sets approximate
consideration sets, while still attributing a non-zero probability to products in the indifference
set. It has also been shown in the literature on brand choice that the size of consideration
sets tends to be relatively small, usually consisting of 2 to 5 brands (see, e.g., Hauser and
Wernerfelt [119]). This suggests, from a behavioral point of view, that prioritizing behaviors
with a small number of strictly ranked products (and therefore lower orders of interactions

among products) may provide good inductive bias for generalizing well on unseen offer sets.

6.5 Computational results

In this section, we report the results of our experiments on both synthetic and real datasets.
The goal is to understand whether irrational, partially-ranked behaviors can improve pre-
dictive accuracy on new offer sets. In all our experiments, we compare three variants of

the partially-ranked choice model estimated using GPT, namely GPT-R, which corresponds
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to the approach of Jena et al. [73], thus restricting the space of customer behaviors to the
rational ones only, and its extensions GPT-I and GPT-IC, which include irrational behaviors
in the estimation process. Of these, the former selects customer behaviors based solely on
their costs, while the latter use the dominance rule proposed in this work, aiming at priori-
tizing customer behaviors with small consideration sets, i.e., with a small number of strictly
ranked products, and thus focusing on sparse, low-order interactions among products. We
further compare the GPT-based approaches with three benchmarks: the enumerative rank-
based choice model (RB-R) with fully-ranked lists, obtained by enumerating all possible
preferences (i.e., permutations over products)® , the pairwise choice markov chain (PCMC)
proposed by Ragain and Ugander [36], and the Halo-MNL choice model from Maragheh et al.
[15]. Section 6.5.1 focuses on the generalization performances of the various approaches on a
set of synthetic instances. In Section 6.5.2, we test the models on the IRI Academic dataset

[120], consisting of transaction data from a large grocery store chain.

Estimation of the choice models. Following Jagabathula and Rusmevichientong [33],
we train RB-R by minimizing the average Kullback-Leibler (KL) divergence (6.5) between
predicted probability distributions and the empirical ones over training offer sets. All the
other approaches are trained by Maximum Likelihood Estimation. As already observed, it
is well known that minimizing the KL divergence is equivalent to maximum likelihood esti-
mation in terms of optimal solution retrieved (see, e.g., Jagabathula and Rusmevichientong
[33]). For the GPT-based approaches, we stop the training procedure when the difference
in the log-likelihood of the data at two consecutive iterations is statistically insignificant, as
proposed by van Ryzin and Vulcano [30]* , or when no negative cost column has been found
at a given iteration. Further, we set the hyperparameters v = 10, and 6 = 20 (as in Jena
et al. [73]), which denote the number of behaviors to sample and the number of best ones
to add to the master problem at each iteration, respectively. For the estimaton of PCMC,
we used the code provided by the authors®. We refer the reader to Appendix C.3 for more
details on the implementation of the PCMC choice model.

6.5.1 Numerical results on synthetic instances

3Let m denote the maximum number of products missing from any assortment. As noted in Jagabathula
and Rusmevichientong [33] and Honhon et al. [67], only O(N™) permutations of m + 1 products need to be
generated, since products with rank greater than m + 1 will never be chosen.

“Let £F and x%(B) denote the log-likelihood at iteration k and the critical value of the chi-squared
distribution with 3 degrees of freedom, respectively. We stop the GPT-procedure when —2(£*F — £k+1) <
x2(B), where j3 is replaced by the difference in the number of parameters (i.e., behaviors) between the two
iterations.

5Code available at https://github.com/sragain/pcme-nips.
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We start this section by describing our data generation procedure. We then proceed by
characterizing the irrationality level of the generated instances, and by reporting the gener-

alization performance of the various approaches on such instances.

6.5.1.1 Data Generation.

We generate choice data samples according to two ground-truth models, specifically the Halo-
MNL model proposed by Maragheh et al. [15] and the GSP model. Both of them allow us
to control the amount of irrationality resulting in the generated instances and to investigate
its impacts on the performance of the various approaches. For each ground truth model,

instances were generated as follows:

e Halo-MNL: this choice model is parametrized by a pairwise interaction matrix U,
whose diagonal terms u;; represent the item-specific utilities. Given the offer set S, the

overall probability of choosing product ¢ is given by

exp(Ui; + Ypgs Uki)
Yjes exp(uj; + Xrgs Uny)

P(ilS) =

It is easy to see that by setting to zero the off-diagonal terms of matrix U, we obtain an
MNL model. Following Chen and Misic [37], we draw the elements u; ~ Unif[—1,1].
We vary the irrationality of the instances by varying the number of pairwise interactions.
Specifically, we generate instances where 0%, 10% and 25% of the couples present a
positive interaction, obtained by setting the corresponding off-diagonal terms to -1.
We simulate both symmetric halo effects, where two products increase each other’s
attractiveness, and asymmetric halo effects, also known as decoy effects, where only
one of two products benefits from the presence of the other (the decoy) in the offer
set. In order to investigate more complex interaction scenarios, we generalize the Halo-
MNL model so as to include multiple customer segments, whose probability is drawn
uniformly from the unit simplex. In our experiments, we have used either one or
ten customer segments. We note again that when setting the number of pairwise
interactions to zero, we end up obtaining rational instances generated under MNL and
MMNL ground-truth models, depending on the number of customer segments, 1 and

10, respectively.

e GSP: We remind from Section 6.3 that a generalized stochastic preference is defined
as C(o,1), where o is a ranking over the N alternatives, and i is the irrationality

level of the customer type. Instances generated under this ground-truth model contain
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either 10 or 100 customer types, whose probabilities are randomly drawn from the unit
simplex. For each instance, we consider 10%, 20% or 50% of the customer types as
irrational, meaning their index ¢ is greater than one. Specifically, the irrationality level
i of each of these customer types was randomly chosen in {1,2,...,%4,}. We used
tmaz = 1,9, and 9 to simulate various levels of irrationality. Rational instances have

been obtained by setting the percentage of irrational behaviors to zero.

In all the experiments reported in this section, we used a number of products N = 10,
one of which represents the no-purchase option. For each ground-truth model, we generate
either 3,000 or 50,000 transactions, for a total of 10, 20 or 50 training offer sets. This
simulates different amounts and diversity of training data. When using 50,000 transactions,
in particular, the goal is to simulate the scenario in which we train the models based on
empirical probabilities that are close to the true ones (i.e., those from the ground-truth
model), and the effect of any sampling noise becomes negligible. This corresponds to the
setting already used, for example, in Bertsimas and Misic [31] and Chen and Misic [37],
where choice models are trained on ground truth probabilities. We further assume that the
number of transactions is equally distributed among the training offer sets, which all have

dimension |S| > 3 and contain the no-purchase option.

6.5.1.2 Loss of Rationality.

We first investigate the level of irrationality present in the generated instances. In line with
the methodology proposed by Jagabathula and Rusmevichientong [33], we fit the enumerative
rank-based choice model, RB, to all our training instances. It is well known that any RUM
choice model can be equivalently represented as a probability distribution over rankings of
alternatives [98]. Thus, by fitting such model to a given instance, the resulting objective
function indicates what the authors define as the Loss of rationality (LoR) of that instance,
which can be interpreted as a measure of the minimum amount of choice data that cannot
be explained by using any choice model belonging to the RUM family. Figure 6.2 reports
the LoR value distributions over instances grouped by category (Rational and Irrational),
ground-truth models (Halo-MNL and GSP) and number of customer types (in parenthesis).
As already mentioned, rational instances for Halo-MNL(1) and Halo-MNL(10) correspond to
instances generated under MNL and MMNL ground-truth models, respectively. Also, rational
GSP ground-truth models are equivalent to Rank-Based models with the same number of

preference lists.

It is interesting to note that the aggregation of a high number of irrational customer types

seems to result into a rational choice behavior at the population level (see Halo-MNL(10)
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Figure 6.2 Distributions of Loss of Rationality for generated instances, grouped by ground-
truth models and number of customer behaviors.

and GSP(100) in Figure 6.2), given that the individual, complex buying behavior becomes
less apparent, and the collective (aggregated) transactions are easier approximated by simple
choice rules. This is also connected to what Berbeglia et al. [32] refers to as degree of
consistency. Instances with many customer types are said to be “less consistent”, since the
probability of being of a certain customer type is relatively low, and have been found to

generalize better.

Figure 6.2 also reports a red dashed line, corresponding to a Loss of rationality of 0.008, which
visually separates the generated instances based on their irrationality level. Essentially,
rationally-generated instances tend to fall below this threshold, but also the irrationally-
generated ones in which many customer types are aggregated. In the following, we interpret
this value as a threshold to understand whether an instance contains significant amount of
irrational choice behaviors. In Appendix C.4.2, we further show that the LoR of a given
instance can be impacted by other factors as well, such as the number of choice samples and

offer sets available for training.
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6.5.1.3 Generalization performances.

We now focus on the generalization performance of the various approaches when tested on
new offer sets. This has been measured in terms of average L; error between the predicted
probability distribution £ and the ground-truth probability distribution v on new offer sets,

and has been computed as

1

Ly(z,v)

: (6.6)

= Tis = Vi
|St€5t| SEStest 1€S ‘ Z '
where Sy is the collection of all possible offer sets that have not been used for training®.
As noted in Ragain and Ugander [36], equation (6.7) can be interpreted as the expected L,

prediction error given a randomly drawn offer set.

Table 6.7 reports the L; test errors of each approach on sets of instances grouped by ground-

truth models and number of customers types, indicated in parenthesis.

We first focus on the set of irrational instances. It is possible to observe how the performance
of the rational choice models, RB-R and GPT-R, deteriorates as the Loss of Rationality in-
creases. Specifically, this is the case for Halo-MNL(1) and GSP(10) instances where, among
the rank-based approaches, GPT-IC and GPT-I offer the best predictive accuracy, respec-
tively. GPT-IC favourably compares also to the Halo-MNL for small enough percentage of
positive, pairwise interactions among products. On average, however, the Halo-MNL choice
model manages to well approximate the data-generating process on Halo-MNL(1) instances,
therefore outperforming all other approaches. We notice that GPT-IC tends to outperform
GPT-I on all classes of instances, with the exception of those in GSP(10). On these instances,
GPT-IC does actually not improve over GPT-R, unless there is a high percentage of irrational
behaviors. Such results are in line with the behavioral assumption intrinsic to GPT-1C, which
we proposed to explicitly prioritize sparse, low-order interactions among products, and may
thus fail to generalize well on those scenarios where customers consistently (i.e., with high
probability) show high orders of substitution and halo effects among products. However,
we deem such interactions less likely to happen in practice. Our results on real-world data
(see Section 6.5.2) seem to confirm this claim. The good median and maximum test errors
of GPT-IC further confirm the robustness of the underlying selection criterion to identify

customer behaviors that tend to generalize well.

We now discuss the results for rational instances, where the flexibility of irrational approaches

may increase the risk of overfitting (see also Appendix C.4.1) when compared to GPT-R. All

6The total number of offer sets with dimension 3 < |S| < 10 and containing the no-purchase option is
equal to 502. Hence, given M = 10,20 or 50, |Siest| = 502 — M.
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Table 6.7 L, test errors for each approach on Irrational instances grouped by ground-
truth model, number of customer types(in parenthesis) and percentage of irrational behav-
iors/interactions used to generate the data.

% irrat LoR RB-R GPT-R GPT-I GPT-IC PCMC Halo-MNL

Irrational instances

Halo-MNL(1) 10 0.0103 0.2176  0.2305 0.1693 0.1648 0.2606 0.2028
Halo-MNL(1) 25 0.0244 0.3229 0.3280 0.2843 0.2801  0.3804 0.2370

(all) Mean 0.0173 0.2702 0.2792  0.2268 0.2224  0.3205 0.2199
Halo-MNL(10) 10 0.0035 0.1462 0.1128 0.0995 0.0979 0.2196 0.1917
Halo-MNL(10) 25 0.0044 0.1689 0.1574 0.1421 0.1378 0.2518 0.2038

(all) Mean 0.0040 0.1575 0.1351 0.1208 0.1179  0.2357 0.1977
GSP(10) 10 0.0171 0.2441  0.2208 0.2171 0.2337  0.4271 0.6258
GSP(10) 20 0.0286 0.2805  0.2625 0.2538 0.2675  0.4624 0.6868
GSP(10) 50 0.0573 0.3735 0.3651 0.3388 0.3563  0.5314 0.8100

(all) Mean 0.0343 0.2994  0.2828 0.2699 0.2858  0.4736 0.7075
GSP(100) 10 0.0034 0.1679 0.1409 0.1440 0.1438  0.2890 0.2702
GSP(100) 20 0.0043 0.1801 0.1573 0.1617 0.1587  0.3009 0.2737
GSP(100) 50 0.0082 0.2160 0.2044 0.2046 0.2030 0.3394 0.3154

(all) Mean 0.0053 0.1880 0.1675 0.1701 0.1685  0.3098 0.2865
(all) Mean 0.0170 0.2345 0.2196 0.2058 0.2096  0.3567 0.4083
(all) Median 0.0046 0.2083 0.1882 0.1772 0.1734 0.3279 0.3078
(all) Max 0.2343 0.9454 0.7877 0.8087 0.7835 1.0035 1.5872

Rational instances

MNL - 0.0034 0.1227 0.0916 0.0933 0.0918  0.1404 0.1772
MMNL - 0.0027 0.1294 0.0724 0.0762 0.0760  0.1529 0.1823
RB(10) - 0.0060 0.1622 0.1468 0.1636 0.1812  0.3841 0.5539
RB(100) - 0.0033 0.1559 0.1251 0.1317 0.1282  0.2793 0.2498
(all) Mean 0.0039 0.1425 0.1090 0.1162 0.1193  0.2392 0.2908
(all) Median 0.0003 0.1361 0.1012 0.1097 0.1088  0.2310 0.2291
(all) Max 0.0327 0.4697 0.4117 04211 0.4075 0.6795 1.2308

GPT-based algorithms favorably compare with RB-R, confirming the results of Jena et al. [73]
on the generalization power of partially-ranked lists and that enumerating all possible fully-
ranked preferences for training the RB model increases the risk of overfitting the training
set [30]. This supports the hypothesis that adding only relevant types to the estimated
choice model is crucial for its generalization performance. Also note that the same relative

performance between GPT-I and GPT-IC observed on irrational instances can be noticed
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in the rational case as well. Specifically, GPT-IC outperforms GPT-I, on average, on all
instances with the exception of RB(10) ones, i.e., those where customers consistently exhibit
high order of substitutions among products. Finally, we emphasize that both irrational
GPT variants significantly outperform the PCMC and Halo-MNL models on such rational

instances.

Impact of the amount of available data We now test the robustness of the various
approaches under different amounts of training data. In particular, Figure 6.3 and Figure 6.4
report, for each approach, the corresponding average test error over irrational and rational
instances, respectively, under different data-regime settings “T-M”, where T represents the
number of transactions and M the number of assortments available for training. Each plot

also reports, on the top axis, the best performing model under each data-regime scenario.
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Figure 6.3 Average L1 test error of the various approaches on Irrational instances. The
bottom axis reports the number of unique assortments M and transactions 7' (in 10 units)
available for training. The top axis shows, for each data-regime setting, the best performing
approach.

Both figures exhibit common trends in the the relative performance of the approaches. In
particular, the Halo-MNL model tends to require significant amounts of data in order to
become competitive with (or outperform) the rank-based approaches. These, in contrast,
show relative stable performance and steadily improve with more available training data.

They also consistently outperform the PCMC model.

Among the rank-based approaches, in line with our discussion of Table 6.7, we observe that
GPT-IC tends to perform the best on Halo-MNL instances. Also, while being competitive
on GSP(100) and RB(100) instances, it is generally outperformed by other rank-based ap-
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proaches on GSP(10) and RB(10) instances, which are characterized by higher orders of

interactions among products.
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Figure 6.4 Average L1 test error of the various approaches on rational instances. The bottom
axis reports the number of unique assortments M and transactions 7' (in 10® units) available
for training. The top axis shows, for each data-regime setting, the best performing approach.

We conclude this section by referring the interested reader to Appendix C.4 for additional
numerical results. In particular, Appendix C.4.1 provides statistics describing the choice
models learned by GPT-based approaches on classes of instances characterized by different
levels of irrationality. The results therein also highlight the computational effectiveness of
GPT-based approaches, which can be estimated in less than two seconds, on average, on
our synthetic instances. In Appendix C.4.3, we provide a more refined view of the impact
of the irrationality level of GSP customer types on the predictive accuracy of the various
approaches. Finally, Appendix C.4.4 investigates the generalization performance of the im-
plemented algorithms on Halo-MNL instances separated by type of positive interaction, i.e.,

symmetric or asymmetric, in the ground-truth model.

6.5.2 Numerical results on the IRI Academic dataset

In this section, we test all approaches on the IRI Academic data-set [120], a real-world
data-set from the retail sector. The data consists of transactions from grocery and drug
store chains located in 47 markets in the USA. We consider transactions corresponding to 29

product categories in total, which we report in Table 6.8.

6.5.2.1 Dataset pre-processing.
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Each transaction record in the dataset contains informations regarding the week and store in
which the transaction occured, and the purchased item, uniquely identified by its Universal
Product Code (UPC). In order to tackle both the sparsity and large volume of the data,
we follow the same pre-processing steps outlined in Jagabathula and Rusmevichientong [33].
Specifically, we start by considering the subset of transactions corresponding to the first two
weeks of year 2007. We then aggregate products by their UPC-vendor code. In other words,
transactions where items with the same UPC-vendor code were bought, are attributed to the
same vendor-item. This kind of aggregation is common in the marketing literature in order to
reduce the sparsity of the data [see, e.g., 121]. We then proceed by considering the nine most
popular vendor-items, and further aggregate the remaining ones into a no-purchase option,

therefore obtaining ten alternatives in total.

The assortment of products shown to the customer at the moment a transaction occurred
is not given in the data. Hence, for each transaction ¢ = 1,...,7T occurring in week w; at
the store sy, where product j; was bought, we assume the assortment shown to the customer
consists of the set products sold at least once in that store-week combination, i.e., S; =

Uf,:l{ Ju wy = wy, z; = z}. At the end of this step we obtain a final list of transactions

T = {(Stajt)}?zl‘

6.5.2.2 Generalization performance.

Following the experimental setup of Chen and Misic [37], we separately test the various ap-
proach on each of the 29 product categories using 5-folds cross validation. In particular, after
considering a product category with transactions data spanning a collection S = {S1,... Sy}
of M unique assortments, we partition S into five (approximately) equally sized collections
of assortments Si,...Ss. For each set S;,¢ = 1,...5, let 7; denote the set of transactions
where an assortment belonging to S; was shown to the customers, i.e.,T; = {(S, j¢) : Sy € S;}
. We then run 5 separate experiments where transactions Ti,.qin = T \ 7; are used for training
while transactions 7; are used for testing the predictive accuracy of the algorithms on new

assortments.

We measure the predictive accuracy in terms of expected L; error, over unseen assortments.
We modify equation (6.6) to account for the fact that each test assortment is now associated
to a certain number of transactions Ts = L, 1[S; = S]. We thus compute the test error as

follows:
1

Li(z,v)

> Ts2,

|7;€5t| SEStest €S

Zis — Ui,S’- (6.7)
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Table 6.8 Comparison of the various approaches on the IRI Academic Dataset. The reported
metric is the average, L, error, obtained using 5-folds cross-validation for for each product
category.

Product Category M T RB-R GPT-R GPT-I GPT-IC PCMC Halo-MNL
Beer 55 380,932 0.2727  0.2729 0.1272 0.1619  0.2136 0.1498
Blades 57 92,404 0.0656  0.0565  0.0591 0.0581  0.0732 0.0429
Carbonated Beverages 31 721,506 0.1326  0.1284 0.1365 0.1043  0.1403 0.1249
Cigarets 68 249,668 0.1396  0.1428 0.0677 0.0726  0.0971 0.0765
Coffee 47 372,536 0.1636  0.1681 0.1944 0.1581 0.1808 0.1773
Cold Cereal 15 577,236 0.1351  0.1328  0.1021 0.0817  0.0739 0.0663
Deodorant 45 271,286  0.0781  0.0791 0.0713 0.0656  0.0856 0.0847
Diapers 18 143,055 0.1204 0.1277 0.1305 0.1120 0.3627 0.1987
Facial Tissue 43 73,806 0.1185  0.1078 0.0935 0.0942  0.1832 0.1173
Frozen Dinners 30 979,936 0.1952 0.1845  0.2352 0.2081  0.2213 0.2720
Frozen Pizza 61 292,878 0.1406  0.1427  0.1070 0.1038 0.1184 0.1027
Household Cleaners 19 282,981 0.1467 0.1410 0.1299 0.1361  0.1313 0.1527
Hotdogs 100 101,624 0.1961  0.1920 0.2064 0.1733 0.1983 0.1884
Laundry Detergent 56 238,163  0.1425 0.1363 0.1491 0.1479  0.1490 0.1453
Margarine/Butter 18 140,969 0.1750  0.1583  0.1120 0.1264 0.0975 0.1371
Mayonnaise 48 97,282  0.0776 0.0756  0.0858 0.0818  0.0914 0.0914
Milk 49 240,691 0.1655 0.1618  0.1439 0.1493  0.1359 0.1243
Mustard /Ketchup 44 134,800 0.1204 0.1184 0.0973 0.0973 0.1005 0.1073
Paper Towels 40 82,636 0.1335 0.1278 0.1335 0.1278 0.1439 0.1654
Peanut Butter 51 108,770 0.1016  0.0991 0.1021 0.0979 0.1347 0.1058
Salty Snacks 39 736,148 0.1300 0.1381 0.1742 0.1420  0.1378 0.1362
Shampoo 66 290,429 0.1215 0.1184 0.1096 0.0995 0.1198 0.1082
Soup 24 905,541 0.1053 0.1037 0.1363 0.1199  0.1266 0.1412
Spaghetti/Italian Sauce 38 276,860 0.2017  0.2074  0.2556 0.2049 0.1857 0.2100
Sugar Substitutes 64 53,834 0.0800 0.0753 0.0724 0.0723  0.0732 0.0626
Toilet Tissue 27 112,788  0.1460  0.1400 0.1284 0.1113  0.1477 0.1518
Toothbrush 114 197,676 0.1425 0.1411 0.1145 0.1128 0.1313 0.1143
Toothpaste 42 238,271 0.0693  0.0698 0.0644 0.0650  0.0742 0.0734
Yogurt 43 499,203 0.1584  0.1703  0.1605 0.1468 0.1278 0.1712
Mean - - 0.1371 0.1351 0.1276 0.1184 0.1399 0.1310
GPT-IC Improvement - - 137%  12.4% 7.2% - 15.4% 9.7%
Median - - 0.1324 0.1283 0.1200 0.1086 0.1271 0.1207
Max - - 0.3717 0.3513  0.3438 0.3110 0.7175 0.3867
Nb Best - - 1 5 6 11 3 5

Table 6.8 reports the average test errors of the various approaches on each product cate-
gory. Columns M and 7T indicate the total number of unique assortments and transactions,
respectively, available for each product category. We further report for each approach the
mean, median and maximum test error over all experiments. The row “GPT-IC Improve-
ment” reports the percentage improvement of GPT-IC over each approach, while “Nb Best”

denotes the number of product categories in which the corresponding approach achieves the
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best average predictive accuracy.

We observe that GPT-IC significantly outperforms all other approaches according to all
metrics on this dataset. Such results confirm that prioritizing customer behaviors with a
relatively small number of relevant, strictly ranked products, may enhance predictive accuracy
in practice. Specifically, GPT-IC achieves a 7.2% improvement in predictive accuracy with
respect to GPT-I, on average, and a 12.4% improvement with respect to GPT-R, the best
RUM baseline. In this context, one may wonder whether the predictive accuracy of GPT-R
can be improved by adopting the new customer selection rule of GPT-IC (see Section 6.4.3).
We therefore tested such a configuration on the IRI data-set. However, our experiments did
not show any improved test errors, confirming that the new dominance rule is indeed helpful

only when aiming at estimating irrational customer preference sequences.

Figure 6.5 provides a clearer picture of the improvement one may achieve by going beyond
RUM on each product category. In particular, for each category we compare GPT-IC with
the best performing RUM baseline, namely RB-R and GPT-R, and then report the average
percentage improvement in predictive accuracy. Notably, such improvements can be as high
as 48% for the category of cigarettes, and close to 40% for the beer and coffee product
categories. We also note that for those product categories where the decrease in accuracy
is the most significant, such as frozen dinner, laundry and detergent, mayonnaise, salty
snacks and soup, none of the irrational baseline we tested was able to outperform the RUM
ones. This shows that either such products categories do not contain significant levels of

irrationality, or not enough data is available to learn such complex product interactions.
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Figure 6.5 Percentage Improvement of GPT-IC over the best RUM baseline (between RB-R
and GPT-R) in terms of L; test error on each Product Category.
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Impact of the amount of available data. In this section we investigate how the per-
formance of the various approaches is affected by the amount of data available for training.
In particular, Figure 6.6 reports the average test error over all products categories when dif-
ferent amount of transactions are used for training. Specifically, for each of product category,
we perform 5-fold cross validations as described above and, for each experiment i =1,...,5,
we select 10%, 25%, 50%, 75% and 100% of the transactions in Tjqn, respectively.

- GPT
GPT-IC
02z - GFTR
—&— Halo-MNL
*— FCMC
—8- RB-R
oz0

a1z

% Transactions

Figure 6.6 L, test error of the various approaches, averaged over all product categories, for
various amounts of training transactions data.

In line with our results on synthetic instances (see Section 6.5.1), Halo-MNL needs significant
amounts of data to be competitive with rank-based approaches, only outperforming GPT-
R when 75% or more of the available transactions are used for training. In contrast, the
GPT-based approaches seem to be quite data-efficient, with relatively stable performances
even for the case where only 10% of the transactions are used for training. Interestingly, the
performance of GPT-I slightly deteriorates when moving from 25% to 50% of the transaction
being used. This may be due to the fact that, for several product categories, most of the
transactions concern a relatively small number of assortments. Hence, cases with only 10%
of training transactions tend to exclude “noisy” assortments for which only few transactions
(as few as one or two) are available, and which may cause GPT-I to infer spurious product
interactions. GPT-IC, on the other hand, does not seem to suffer from such issue, since it

prioritizes low-order interactions, which require less data to be learned effectively.

6.6 Conclusion

In this paper, we have proposed a representation for a family of discrete choice models

that is sufficiently flexible to capture rational and irrational choice-behavior, together with
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a computationally- and data-efficient estimation method. The resulting models have been

shown to overfit less and generalize well when compared to existing benchmarks.

In particular, we extend the Generalized Stochastic Preference choice model introduced by
Berbeglia [2] by adapting partially-ranked preference sequences [73], which enables us to
estimate the model via column generation. In an effort to prevent additional overfitting
induced by the more general irrational preference sequences, and linked to the concept of
consideration sets from the marketing literature, we propose a new criterion to select relevant

customer types, which are more likely to generalize well in practice.

Our experiments on a popular and extensive set of real-world data has shown that our
proposed models have a variety of advantages. First, the use of the new selection rule further
improves the generalization accuracy of our irrational choice-model on unseen offer sets by
7.2%, on average. In contrast, using this selection rule in the context of the purely rational
choice-model did not result in improvements, confirming that this selection rule is indeed a
contribution particular to the irrational case. Second, with respect to the rational baseline
models, our irrational model boosts predictive accuracy by 12.4%, on average, and for some
categories up to 48%. On (synthetic) rational RUM instances, our irrational choice-models
provide stable results, only slightly inferior to the rational baseline models, while the irrational
baseline models showed significantly worse performance. Third, our models have shown to
be data-efficient, providing a higher predictive accuracy then the benchmarks when little

training data is available.

Finally, an appealing feature of our approach is that, within the same framework, it is pos-
sible to exploit the explanatory power of (i) partially-ranked preference lists (which can
theoretically represent any RUM choice model, see, e.g., Farias et al. [12]) and (ii) irrational
behaviors, which can significantly enhance accuracy on irrational instances. Using the new
selection rule, our approach is thus capable of providing accurate estimates of product de-
mands on both rational and irrational instances, circumventing the need for effective model

selection criteria.

Acknowledgment We would like to acknowledge the Wharton Customer Analytics (WCA)
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discussions.
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CHAPTER 7 GENERAL DISCUSSION

In this chapter, we provide a general overview of our work, and discuss how each of the
contributions presented in Chapters 4 to 6 fits into the scope of the thesis. This thesis
contributes to the literature on the assortment optimization problem from both the predictive
and prescriptive points of view. In particular, we propose scalable algorithms for solving the
estimation and decision problems under different choice models. Our goal is to tackle a
variety of real-life applications for which different assumptions about the choice behavior of

customers may be appropriate.

In Chapter 4, we focus on a variant of the assortment optimization problem under the MNL
model. While this model may provide accurate predictions in some choice scenarios, it has
well-known limitations (see, e.g., Section 1.1). However, its interpretability is appealing to
managers, who may be willing to sacrifice some predictive power in order to gain insights into
the buying behavior of customers and “explain” assortment decisions. Such interpretability
requirements must be satisfied, in certain situations, in order for the choice-based method-
ology to be deployed into decision support systems [122, 123]. Furthermore, this model is
relatively easy to implement and can be estimated efficiently. Such considerations make the
MNL widely adopted in practice, especially when dealing with massive datasets as those
encountered in e-commerce use cases, (see, e.g, [27, 124]). Hence, decision problems under
such a model are practically relevant. While some of these can be solved efficiently, the
literature lacks effective optimization schemes for optimizing assortment decisions under the
MNL model in the presence of product costs. These allow to represent strategic scenarios
where operational costs are incurred for offering a certain product, and must be taken into
account at decision time in order for such costs to be recovered by the firm. We thus filled
this gap in the literature by showing that it is possible to identify optimal assortments for

this problem in fraction of a second, on average, even on large-scale instances.

For those cases in which customers exhibit complex patterns of substitution, the MNL model
may not be able to approximate well enough their buying behavior. If interpretability is
not required, one can then resort to more complex models of choice in order to properly
fit the given dataset. This may be a difficult process, requiring domain-expert knowledge
and extensive model selection by trial and error. Such difficulties stem from the fact that

customers may act differently depending on the product or services involved in the decision
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process. For example, when choosing among products with hedonic features,' customers tend
to be more variety seeking, often resulting in intransitive preferences [33]. On the opposite,
product categories where the impact of brand loyalty is significant may lead to more transitive
preferences, which are easier to capture (see, e.g., [19]). Even in the case of brick-and-mortar
stores, in which assortment decisions are delivered offline, computational aspects such as
the type and amount of available data, or the tractability of the estimation problem, may
further drive the decision about which model to apply in a given context. In particular,
flexible models can leverage large datasets to alleviate the risk of overfitting, while being able
to capture complex choice behaviors. However, effective estimation methods are necessary
in order to tackle the computational challenges imposed by these models, especially when

dealing with large datasets, so as to benefit from them.

In Chapter 5, we circumvented such difficulties by proposing a fully data-driven approach,
which avoids any a priori consideration about the market structure by “letting the data
speak” instead. In particular, we present a partially-ranked choice model that generalizes
popular rank-based choice models and is thus able to approximate any model of the RUM
family, to which the MNL belongs. Besides being able to capture any pattern of substitution
among products, such model allows for a non-parametric estimation procedure that is rela-
tively data efficient, but whose flexibility and computational effectiveness makes it ideal to
fully leverage large volumes of sales data. This is a notable result, since alternative estima-
tion methods for general choice models have been shown to be rather computationally costly
and prone to overfitting, which make their application more difficult in practice. Moreover,
our approach is able to deliver accurate predictions of customer behaviors on new assort-
ments. This, in turn, allows us to consistently identify close-to-optimal assortments, even

when relatively little amount of data is available at training time.

The main lesson we learned from our work on partially-ranked preferences in Chapter 5 is that
it is possible to avoid the computational burden of estimating fully-ranked preferences while
achieving good predictive accuracy. In particular, we empirically observed that customer
types forming strict preferences on a small subset of products, while being indifferent to
the rest, help explaining sales and generalizing well to new assortments, besides allowing for
effective estimation methods. Such observations were the fundamental starting point for our
third and final contribution, which we described in Chapter 6. There, we argued that large
indifference sets are particularly suited for the estimation of sparse, low-order interactions

among products, beside being behaviorally justified. Building on our theoretical intuition,

! Are considered hedonic those features of a product associated with pleasure, emotions and sensory aspects.
Hedonic product categories may include, for example, food, drinks and cigarettes.
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we provided an effective estimation method for a choice model which subsumes the models
of the RUM family, and is able to capture violations of the regularity assumptions. Such
contribution added to a recent stream of literature that focuses on capturing so-called halo
effects, whose presence has been shown to be relevant in certain choice scenarios, and must

therefore be taken into account when analyzing the buying behavior of customers.
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CHAPTER 8 CONCLUSION AND RECOMMENDATIONS

In this thesis, we focused on the problems of discrete choice modeling and assortment opti-
mization, with a special focus on the scalability of the proposed approaches. In the follow-
ing, we first summarize our contributions, and then highlight possible limitations and future

reasearch directions.

8.1 Summary of Works

Our first contribution tackles the problem of optimizing assortment decisions under MNL
choice model in the presence of product-specific costs. Although practically relevant, solving
this problem to optimality is NP-hard [17], and exact solution methods have been shown to
be computationally costly. Hence, most of the literature on the topic focused on approximate
solution methods. Building on such works, we proposed a procedure to effectively i) compute
relatively tight primal and dual bounds and ii) leverage such bounds to identify the optimal
assortment. Our approach outperformed, in terms of computing times, both approximate
and exact solutions methods from the literature by several orders of magnitude. Moreover,
we have shown how to easily adapt our solution framework to handle side constraints on the

assortments, which may arise in practice due to business rules or budget limits.

Incentivized by the always-growing amount of available sales data, more general models of
choice have been designed over the years, in order to explain possibly complex buying be-
haviors. Our second contribution added to this stream of literature by proposing a partially-
ranked choice model, which captures the idea of customers being interested in a small fraction
of the available products, while being indifferent to the rest. Notably, this model can ap-
proximate any choice model belonging to the RUM family, and is therefore able to capture
any pattern of substitution among products. We have shown how to efficiently estimate such

model from sales data, and how to optimize assortment decisions based on the learned model.

Our last contribution fits into the recent body of work on choice models aimining to escape the
limitations of the RUM framework, in order to capture violations of the regularity assumption,
commonly referred to as halo effects or product synergies. We have shown how to extend the
estimation framework of partially-ranked preferences in order to address the computational
and predictive challenges related to the estimation of such models. In order to do so, we
proposed principled ways the regularize the use of irrational rank-based behaviors, therefore

reducing the risk of overfitting. Our results confirms that accounting for irrational choice
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behaviors in the estimation process can lead to significant boosts in predictive accuracy,
when tested on a real-life grocery sales dataset. Moreover, on such experiments the proposed
approach significantly outperformed several baselines from the literature on both RUM and

non-RUM choice models in terms of predictive accuracy.

8.2 Limitations and future research directions

The assortment optimization problem with products costs has received relatively little at-
tention in the literature, especially with respect to exact solution methods. Studying this
problem in the context of the MNL choice model therefore represented a natural first step
on the topic. Beside being a widely adopted model both in industry and academia, the
interpretability of the choice probabilities implied by the logit formula, together with their
properties, make such model an ideal candidate to investigate about the theoretical and prac-
tical tractability of choice-based decision problems encountered in assortment optimization
and revenue management. Extending the discussion and methodology outlined in Chapter 4
to more complex choice models or side constraints is an interesting research direction. For
example, our method could be swiftly embedded into the solution approach from [52] for (ap-
proximately) solving the assortment optimization problem under the MMNL choice model.
More generally, our algorithm could be used in all those cases where the assortment optimiza-
tion problem with product costs appears as subproblem, and may therefore represent a key

ingredient in the development of (exact) solution methods for a variety of decision problems.

Our second and third contributions have shown that by assuming that customers may form
strict preferences only on a (possibly) small fraction of the available products, one may im-
prove predictive accuracy and obtain more effective estimation procedures. Such observations
fit into the more general literature of consider-then-choose choice models. This assumes that
the decision-making process of an agent can be divided into two steps, where i) she forms a
so-called consideration set, i.e., determines the subset of products she is interested in, and
ii) she chooses an available product among those belonging to her consideration sets; if none
of these are available, she leaves without any purchase. Our notion of indifferent sets is
complementary to that of consideration set. However, compared to considered-then-choose
choice models, where unconsidered products are never chosen by the customer, products in
the indifference sets have a non-zero probability of being bought. While we empirically found
that indifference sets are important in terms of both convergence of the estimation procedure
and generalization performance, we believe our results add to the literature on choice mod-
els based on customers’ limited attention (see, e.g., [87, 118]) and may therefore encourage

further developments on the topic.
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The predictive accuracy achieved by partially-ranked choice models makes them ideal for
identifying high-revenue assortments. To this end, we devoted part of Chapter 4 to show how
to optimize assortment decisions based on partially-ranked choice models where customers
are assumed to be rational. In particular, we built on the work by Bertsimas and Misi¢
[56], who proposed a MIP formulation to optimize assortments over fully-ranked preferences
(see Problem (5.4) in Chapter 5). Such formulation was shown to provide provably tighter
linear relaxations with respect to those in [91] and [55]. Hence, in order to optimize over
a partially-ranked choice model, one may be tempted to first generate its equivalent, fully-
ranked representation (see Theorem 1 in Chapter 5), and then run the original formulation by
Bertsimas and Misi¢ [56] on such representation. However, while at least O(n) fully-ranked
preferences need to be enumerated in order to represent a partially-ranked behavior, with n
number of products, the number of necessary fully-ranked preference lists seems to be much
larger in practice (see online supplement: Appendix B.1.1), which would make the resulting
MIP intractably complex. In this regard, we report in Appendix D.1 an example about the
most concise fully-ranked representation (i.e., the representation consisting of the smallest
number of fully-ranked behaviors) for a given partially-ranked behavior with four items in the
indifference set. In order to address this situation, we extended the formulation of Bertsimas
and Misié¢ [56] so as to take into account the presence of indifference sets. Our numerical
results confirmed that the proposed approach outperforms fully-ranked choice models in
terms of revenue of the generated assortments, while performing well in terms of scalability.
Nevertheless, the optimization of assortment decisions in the presence of partially-ranked,
irrational customer behaviors remains an open research question. In particular, the MIP
formulation proposed in Chapter 5 for the rational case cannot be applied as it is in the
presence of irrational customer behaviors. The authors’ intuition suggests that one may be
able to adapt the assortment optimization methodology in [125] to the case of generalized
partially-ranked preferences. We consider such investigation as an interesting direction for

future research.

We will now briefly pause on the following question: “Are there irrational choice behaviors,
other than those described in Chapters 1 and 6, that are empirically robust and should
be taken into account when modeling consumers’ choice?” One way to circumvent this
question is by proposing universal choice models that are able to capture any discrete choice
function and by letting the data speak. We described this stream of literature in Chapter
6. Furthermore, adding to the works therein, Li and Tang [126] and Dogan and Yildiz [127]
show that every discrete choice function can be explained in terms of the so-called pro-con
choice model or by backward-induction [128], respectively. Both works, however, focus on

choice rationalization (i.e., explanation) rather than operational applicability, and do not



104

provide practical methods to estimate customer preferences from data.

In Chapter 6, we proposed a representation of generalized stochastic preferences [2] that is
able to capture several widely documented (irrational) choice behaviors (we refer to [103] for
an overview). In doing so, we extend the original model from Berbeglia [2] so as to capture
the so-called choice overload phenomenon, according to which customers may leave with no
purchase when faced with an offer set counting too many alternatives. While the robustness
and reproducibility of this choice phenomenon is controversial (see, e.g., [129]) we opted
once again for a fully data-driven approach, where we allow for the possibility of transaction
data being consistent with this type of behavior. However, as mentioned in [2], there do
exist choice behaviors that are inconsistent with the generalized stochastic preference choice
model. Investigating whether any of such behaviors may be practically relevant is an open
research question that, together with a deeper characterization of the GSP choice model,
would help understanding whether more generalize models of choice (coming at the cost of

higher risk of overfitting) are necessary in certain operational settings.

An important limitation of the non-parametric estimation framework from [30], which we
adapted to the case of partially-ranked preferences, stems from its inability to take product
features into account in the estimation process. This may impact the application of rank-
based choice models in cases where the universe of products is not fixed, i.e., when one
needs to predict the market share of a product which has never been sold before. Feature-
based approaches, such as the MNL or MMNL, may be able to infer the relative preference
among several products based on transactions available for similar ones. More generally, such
observations concern the application of rank-based choice models to cases where sales data
is sparse, i.e., when only few (or no) transactions are available for most of the assortment-

product combinations.

In this regard, an interesting line of research concerns the use of assortment optimization
methodologies in the context of online Recommender Systems that focus on finding the best
subset of products to recommend to customers so as to maximize metrics such as click or
conversion rates. This task has been traditionally tackled using independent demand models
combined with greedy optimization, due to the tight computational requirements that such
systems must satisfy in order to not deteriorate customers’ experience. The work of [123]
discusses some of the “big data” challenges that may arise in such settings, and how to
tackle them in the context of non-parametric rank-based choice models. The work of [27]
shows that an MNL model can outperform state-of-the-art Machine Learning models based
on the independent demand assumption in terms of revenue coming from recommended

products. In the Machine Learning community, such topic is gaining popularity, with more
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complex models being proposed in order to take into account assortment-dependent effects
(such as substitution and halo effects), some of which try to impose inductive biases based
on psychological principles of choices. While most of these approaches are purely predictive,
some tackle the prescriptive side as well by proposing heuristic methods that optimize the set
of recommended products as a whole (see, e.g., [130]). The interplay between the Machine
Learning and the Operations Management communities looks thus promising in order to
bring behavioral plausibility and optimality guarantees to the former, and scalability and
flexibility to the latter.
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APPENDIX A A PARTTALLY-RANKED CHOICE MODEL FOR
LARGE-SCALE DATA-DRIVEN ASSORTMENT OPTIMIZATION

A.1 Theoretical Results

In this appendix, we provide theoretical developments and results, such as the definition of

a more general choice model, as well as formal proofs.

A.1.1 General partially-ranked customer behaviors

We now define a generalization of the simple partially-ranked customer behavior (see Defini-
tion 2). Consider a customer behavior with ¢ lists of preferred products P*(c) ({ =1,...,q)

and ¢ indifference sets ‘(o) as follows.

Definition 6 (General partially-ranked customer behavior): A general customer be-
havior o has an ordered list of several strictly ranked  preference  lists
PY(a),...,Pio) and indifference sets I'(c),...,1%0c), all of which are mutually exclusive

subsets of N'U{0}. We may write such a general customer behavior as o = (P*(0), I'(0),
P2(0), I*(0), ..., PU(0), I%(0)).

As it is the case for simple partially-ranked behaviors, each product from N can be part of
only one strictly ranked list or indifference set. Here, the customer would prefer to buy a
preferred product within sequence P!(¢). If none of these products is available, the customer
will choose any product with similar characteristics defined in I'(c) and available in the
assortment with uniform probability. If none of those products is available, further lists of
preferred products and sets of indifferent products may follow. The position of no-purchase
option 0 may result in equivalent notations which are in line with those for simple partially-
ranked behaviors mentioned above. In particular, if the no-purchase option 0 is generally
available, it can be either in one of the strict preference lists, or in one of the indifference
sets. Otherwise, it is implicitly assumed to be at the end of the sequence indicating that no

purchase is made.

To illustrate a general partially-ranked behavior, recall the previous example of a simple
partially-ranked customer behavior o = (P(e0), (o)) = (3,4,1,{2,5,6},0) with one strictly
ranked product list and one indifference set. In the case that the customer does not find any
of the indifferent products 2, 5 or 6 in the assortment, she may have further strict preferences

(e.g., on a different product type), given by another strictly ranked product list, say (7, 10, 9).
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If those products are also not available in the assortment, the customer may be indifferent on
products 8 and 11. In the absence of those products, she may want to leave the store. This
more complex behavior is represented by o = (3,4,1,{2,5,6},7,10,9,{8,11},0), having two

strictly ranked products lists and two indifference sets.

While a particular instance of the general partially-ranked behavior could be fit into the tax-
onomy of [85], the generic general partially-ranked behavior model itself cannot be described
by its G notation, which assumes that the number, size and order of strictly ranked parts

and indifference sets is fixed beforchand.

A.1.2 Verification of Observation 1

We may easily verify Observation 1 by noticing that the probability that the product at k™
rank is selected by the customer equals (1 — )51 . r where (1 — r)*~! is the probability
that none of the k — 1 highest ranked products are selected and r is the probability that
product k is subsequently selected. The observation follows, as for any k > 2, the probability

—r)" " - r reduces as r increases, an e decrease is exponential in k.
1 =l d d the d tial in k&

A.1.3 Verification of Observation 2

We may verify Observation 2 as follows. There are |S| — |P(oy)| products in the indifference
set I(oy). If none of the strictly ranked products is part of the assortment, the contribution
to explaining the sales of one of the products in I(oy) is ﬁ Further, the probability that
none of the strictly ranked products is part of the assortment is, on average, (1 — r)P(@¥)
(compare Observation 1). The total average contribution of oy to a product i € I(oy) follows

as the product of the previous two terms.

A.1.4 Proof of Lemma 1

Let F = |I(0,)|. We generate F! different fully-ranked preference lists, each containing the
items in P(o,) followed by a different permutation of the elements in /(). For each of those
fully-ranked lists, we define an equal probability (A,/F!). Consider any given assortment S.
We now show that the probability of choosing item ¢ in the presence of an assortment S is
the same for both choice models. Let G = |S N I(0,)|. If i ¢ S, the sales probability of i
is 0 in both cases. If i € S and i € P(0,), then ¢ will be bought with equal probabilities in
both cases, since both the partially- and the fully-ranked lists start with the same sequence

of products P(o,).

For the case where i € S and i € I(0) we need to show that the probabilities that ¢ is bought
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given S are equal for the two cases (the partial preference list and the set of fully-ranked
lists). For the partially-ranked list, the probability that product i is selected is defined as
Ap/G, i.e., the original probability divided by the number of products that are both in the
indifference set and in the assortment. Recall that each of the generated fully-ranked lists
has a probability of (\,/F!). To compute the probability that ¢ is selected, we multiply this
probability by the number of fully-ranked lists in which ¢ ranks highest in assortment S. The
latter can be obtained in two steps. First, consider only the G items that are both in the
assortment and in the indifference set and compute the number of permutations where i is
ranked highest. It can be shown (e.g., via induction) that there are (G — 1)! permutations in
which item 7 is at first rank (note that i has to be at the first rank to be selected, since all
other G — 1 items are also in the assortment). Then, for each of those (G — 1)! permutations,
we compute the number of possibilities how to insert the remaining (F'— G) items (which are
not in .S) into the sub-list with G items. This can be computed by dividing the number of all
permutations of the F items (those in I(0,)) by the number of permutations of the G already
ordered items (which are in the assortment), i.e., F!/G!. The final probability that item i is
selected given assortment S therefore amounts to (A,/F!)- (G —1)!- (F!/G") = )\,/G. O

A.1.5 Proof of Theorem 1

In the following, we formally prove Theorem 1. While Lemma 1 refers to simple partially-
ranked behaviors as by Definition 2, we here prove valid equivalence for both the simple

(Definition 2) and the general (Definition 6) partially-ranked behavior.

To proof the first part of the theorem, consider any preference list o, € 0. We may trivially
derive an equivalent o, from o, by defining a corresponding partially-ranked customer be-
havior ¢, with the following parameters: ¢ = 1, P'(0,) = P(0.), I'(0) = @ and \, = \.. We
may do this for all behaviors in ¢¢ to derive the new choice model. To derive from (6, AT) an
equivalent choice model composed of fully-ranked consumer behaviors, consider any o, € a”.
It can be verified that the transformation of a simple partially-ranked customer behavior with
one set of strictly ranked products and one indifference set in Lemma 1 can be generalized to
a general partially-ranked customer behavior (P*(o), I'(0), P*(0), I*(0), ..., P%(0),1%(0),0)
with several sets of strictly ranked products and several indifference sets. As in Lemma 1,
we generate one fully-ranked list for each of the permutations of the products in the indiffer-
ence sets, resulting in a total of [I'(c)|! - [I*(o)|! - ... [I%(o)|! fully-ranked lists. Consider a
product i and define r such that product ¢ is either in P"(o) or in I"(¢). The equivalence of
the probability that ¢ is selected is then proven in the same way as in Lemma 1 using P" (o)
and I"(o). O
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A.1.6 Proof of Theorem 2

We now formally proof Theorem 2. Consider any pair ¢ and j with ¢ > 7, as well as a customer
sequence k. First note that both sets of constraints are defined for the same combinations of
i, j, and k, i.e., all i and j within I (o). Therefore, if o*(i) # 0%(j), neither of the two sets of
constraints are defined, and therefore do not impact the values of y¥ or yf. If o*(i) = o*(j),
the equivalence is easiest to show by considering the possible values of binary variables x; and
x; in a feasible solution. If at least one of the two variables z; or x; has value 0, constraints
(5.5), as well as constraints (5.7)-(5.8) allow yF and y¥ to take any value between 0 and 1
(which are coherent with the other constraints in the original model). Their values would
therefore be equivalent. If both variables z; and z; have value 1, constraints (5.5) with right
hand side 0 force yf and y; to take equal values. In the same way, constraints (5.7)-(5.8)
will have right hand side 0, and can be combined to 0 < yF —y¥ < 0. It follows that " and
y;? have to take equal values. Given that the two set of constraints are active for the same

combinations of 7, j, and k, which therefore makes them equivalent. O

A.2 Additional Details for the Estimation Algorithms

A.2.1 GPT-based column generation algorithm: Pseudo-code

We here give a detailed description of the GPT-based column generation algorithm. We
recall that partially-ranked customer behaviors with indifference subsets are represented by
a preference tree, in which explicitly listed nodes refer to strictly ranked products. In the
general case (see Definition 6) with several indifferent sets that are strict subsets of N/,
each indifferent set can be represented by a node that includes several products. However,
selecting those sets may be context specific and require input from store managers on how
to cluster those products. In the following, we will give details for the simpler case with
o = (P(0),1(0)) as specified in Definition 3.

Algorithm 1 outlines the complete column generation procedure to build the GPT. At each
iteration, the algorithm first explores the sub-behaviors of the behaviors in ¢ (i.e., the sub-
behaviors of the sequences that are already in the restricted Master Problem at the current
iteration). Note that, even if the direct sub-behaviors of ¢ may not have negative reduced
cost (see Appendix A.2.2 for a detailed description on how to compute the reduced costs),
behaviors further down the tree may have negative reduced cost. We therefore add to  up
to ¢ sub-behaviors with the smallest reduced costs (even if they are not negative). If none of
those sub-behaviors has negative reduced cost, the algorithm iterates up to a defined number

of attempts (parameter d). If, after d iterations, no negative reduced cost sub-behaviors have
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Algorithm 1: GPT-based column generation algorithm

Input data

e Sales probability vector v, training set of assortments Si,...,S.

e Maximum number of column generation iterations iter§S) .

Optimality training criteria €17, .

e Maximum number of sub-behaviors § that are added at each iteration.

e Maximum number of attempts d to find sub-behaviors with negative reduced cost
Output data:

e Aseto={og,...,0k_1} of K customer behaviors, where o, = (P(0y), I(0%),0).
1 begin
2 | Initialize set 0 = {0¢,01,...,0n} defined with P(o;,) = (k) and I(oy) = N\ {k};
3 Set iter to 0;
4 Solve restricted Master Problem (5.1) to obtain A, €, €~ and dual values a and
v;
5 | while (iter <iter{fy) and (1Te" +1Te” > €Ir;y) do
6 Set iter «— iter + 1;
7 Set attempt +— 0;
8 Set N'RC <— False;
9 while (NVRC = False) and (attempt < d) do
10 Set attempt «— attempt + 1;
11 for Vo, € 0 do
12 if P(01)|p(oy) # 0 (i.e., if last element in P(oy) is not 0) then
13 compute the reduced costs for all new sub-behaviors of oy;
14 if 3 sub-behavior with negative reduced cost then
15 L NRC +— True;
16 Add to o up to § of the generated sub-behaviors with lowest reduced costs;
17 if (WRC = False) then
18 Solve MIP (5.3) to find o4, with smallest reduced cost;
19 if (o} ’s reduced cost is negative) then
20 L Add oy, to o;
21 else
22 L Return o;
23 Set o as new columns to matrix A;
24 Solve restricted Master Problem (5.1) to obtain A, €, € and dual values a
and v;
25 return o

been found, MIP (5.3) can be employed to find the most negative reduced cost column.

If

this cost is positive, optimality has been proven and the algorithm terminates. Otherwise,
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the column is added and the procedure starts over. Note that our algorithm inherits the
typical convergence guarantees from column generation, given that, in the worst case, it will

identify the fully-ranked column that has the lowest reduced cost.

The column generation procedure, as outlined in Algorithm 1, explores the sub-behaviors
of all o) € o (see code line 11). In practice, exploring all nodes may be unnecessarily time
consuming. Instead, we may randomly select up to vy behaviors for which the sub-behaviors
should be explored. In our computational experiments, we set the maximum number of
attempts d = 15. We also set v = 10 and select those behaviors randomly, weighted by their
probabilities \g.

A.2.2 GPT-based column generation algorithm: Computation of reduced costs

We now describe in detail how the reduced costs of new columns in the Growing Preference
Tree are computed. Let us assume that we have computed the reduced costs rc,, = rep(e,) +
7Cr(o.) Of behavior o., where rcp(,,) is the part of the reduced costs coming from the strictly

ranked set and rcy(,,) accounts for the part from the indifference set.

Let us also assume that, while having computed rc,,, we have also generated a subset M; C
M that contains all assortments in which a strictly ranked product from P(c.) was selected.
For each assortment S,, ¢ M, we also assume to have computed its specific contribution

TCr(0.),ms SUCh that rcre,) = 2.5, ¢ My TCI(00)m-

To compute the reduced costs of a sub-behavior of o, that additionally ranks item i € I(o.),
we have to adjust the current reduced cost rc,, by distinguishing the following three cases

for each of the M assortments:

1. If S,, € My, then adding a strictly ranked item ¢ will not impact the choice (and

therefore not the reduced cost).

2. If S,, ¢ M, then the indifference set was explaining sales in o. and contributing to
its reduced cost. If ¢ € .S,,, it will be selected. One therefore has to add its dual value

o;m and subtract the entire reduced cost rcy(q,)m stemming from the indifference set.

3. If S & My, buti ¢ S,,, then the remaining items in the indifference set will contribute
to the reduced costs. However, given that 7 is not in the assortment, it did not contribute
to the reduced cost of ., and will not contribute to the reduced cost of the new sub-

behavior. Therefore, no changes to the reduced cost have to be made.

Given that cases 1 and 3 do not result in changes, and case 2 is performed in constant time,

the total complexity to compute the reduced cost for a sub-behavior is O(M).
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APPENDIX B ONLINE SUPPLEMENT - A PARTIALLY-RANKED
CHOICE MODEL FOR LARGE-SCALE DATA-DRIVEN ASSORTMENT
OPTIMIZATION

B.1 Additional Details and Results for the Choice Model and Estimation Algo-

rithms

In this appendix, we provide additional details and computational results for the proposed

choice model and the estimation method.

B.1.1 On the size of equivalent fully-ranked choice models

We here elaborate on the number of fully-ranked preference sequences that may be required
to equivalently represent a partially-ranked preference sequence. Let o, = (P(0.), I(0.)) be a
partially-ranked preference sequence with corresponding probability A.. In the following, we
will elaborate on lower and upper bounds for the number of fully-ranked preference sequences
required to represent the same choice probabilities as given by A.. Let us assume, without
loss of generality, that P(o.) U I(c.) = N U {0} and define F' as the number of elements in
the indifference set, thus F' = |I(c0.)|.

Lower bounds. A trivial lower bound on the minimum number of fully ranked behaviors
required to represent o, is given by F'. To illustrate this, let us assume the contrary, i.e., we
would only require F' — 1 fully ranked columns. This means that there exists an option j €
I(0.) which is never ranked first among the options in the indifference set in the corresponding
fully ranked representation. Thus, if we offer an assortment S = I(o.) we have P(j]S) =0

instead of %, as it should be. We therefore require at least F' fully-ranked sequences.

Exact computation.  The previous lower bound might be weak. We therefore empirically
investigated how the size of an equivalent fully-ranked choice model may vary as a function
of . We used MIP (B.1), which minimizes the number of fully-ranked sequences required
to obtain the same choice probabilities as given by a partially-ranked sequence .. This MIP
enumerates, for a given F' = |I(0.)|, all F! possible fully-ranked preference sequences and
aims at finding a probability mass function A such that the choice probabilities between the

two models are equivalent in each of the 2 possible assortments.
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rg’i)‘n 11y (B.1a)

st AN = ac), (B.1b)
N <y Vie{l,..,F!} (B.1c)
1A =), (B.1d)
A>0 (B.1e)
y € {0, 1}

To be precise, given the partially ranked behavior o., we compute the column vector a, as
described in Equation (5.2). We further build the binary matrix A as proposed by [74] for all
the F! fully-ranked behaviors obtained permuting the elements in the indifference set. We
further define binary variables y; to take value 1 if the fully-ranked sequence j is selected,
and 0 otherwise. Problem (B.1) then aims at minimizing the number of selected fully-ranked
sequences, such that the choice probabilities given by such behaviors and those given by
the partially-ranked behavior are the same (constraints (B.1b)). Note that a fully-ranked
column j can have non-zero probability A; only if the corresponding y; variable is selected

(constraints (B.1c)), and all the corresponding probabilities needs to sum to A. (constraint
(B.1d)).

Given the exponential number of assortments to consider, the MIP could be solved only for
small values of F'. Table B.1 reports the results for F' up to 6, showing that the minimum
number of columns quickly increases when F' grows. However, we can also see that signifi-
cantly less than F'! fully ranked behaviors (“column UB F!” may be required to represent a
given partially-ranked behavior. In fact, column “UB L” provides an upper bound discussed

further below, which is much tighter.

Table B.1 Results on the minimum number of fully-ranked columns required to represent the
choices determined by a partially-ranked behavior for any possible assortment

LB opt. obj. of UB UB
F MIP (B.1) F! L

3 6 6 12
4 1224 32
5 40 120 80
6 60 720 192
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Upper bound. Let us consider the feasibility problem obtained from the previously
presented MIP (B.1) by removing variables y and constraints (B.1c), and by using a constant
objective function. Let also P be the power set of {1, ..., F'}. The resulting coefficients matrix
would have L = Y gcp |S| rows, and F! columns. Any basis solution of the feasibility problem
will have at most L linearly independent columns, which is therefore an upper bound on the
number of different solutions that may exist. We do not have a closed form solution for L,
but we can bound it via L < 2. F < F!, if F is sufficiently large. We can therefore conclude
that, in general, we need less than F! columns to represent a partially-ranked behavior using

only fully-ranked ones. The values of L for F' up to 6 can be found in Table B.1.

B.1.2 CG-LS: Tuning with different neighborhoods

We here report on the computational results for different implementations of the local-search
based column generation algorithm (CG-LS) proposed by [74]. The experiments reported in
Table 5.1 show that CG-GPT and CG-LS generally need a similar number of behaviors K
to reach convergence. However, the time required by CG-LS to find each of these behaviors
becomes prohibitive when the number of products N increases. This is due to the fact that
the local search, as proposed by [74], swaps the rank of any two elements in a preference
list. Thus, for any permutation, w € O(N?) swaps have to be performed. One may
wonder whether a faster implementation of this local search might improve the scalability of

the approach. We therefore tested the following local-search variants for the CG-LS:

e Small neighborhood: swap only the rank of consecutive products, i.e., of products with
ranks r and r + 1. This is done up to a fixed number of swaps (we use 10 swaps for

each permutation).

e O(N?) neighborhood: we optimize the original local search using the same k-deletion
principle of [33]. In particular, given a collection of assortments M, at most n =
maxgepm N — | S| products are missing. This means that, in order to determine a choice
in any of the assortments in M, only n + 1 products need to be ranked. We can thus

avoid swapping elements (i, 7) if 0(i) >n+ 1 and o(j) > n + 1.

e O(N) neighborhood: this neighborhood is inspired by the number of neighbors explored
by CG-GPT at every iteration. In fact, CG-GPT samples v behaviors and then explores
|I(0.)| sub-behaviors for each of them, resulting in a total of O(NN) neighbors. We
adapt the CG-LS local search to sample O(NV) different couples of products whose rank

is swapped.
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The variants above have been tested both with an initialization consisting of one random
preference list (as done for Table 5.1) and with the Independent Demand initialization tech-
nique (see [81]), which initializes the algorithm with one singleton preference list for each

product (singleton lists are preference lists where the no-purchase option 0 is ranked second).

Table B.2 Comparison of choice models obtained with variants of CG-LS

Small neighborhood
Independent demand init single list init
Train Test # time # inst. | Train Test # time # inst.
N | error error iter (min) K unsolved | error error iter (min) K unsolved
30| 0.39 4.03 1,155.1 1.0 233.4 0| 0.38 4.00 1,127.3 1.1 235.8 0
50| 0.40 4.31 2,434.1 4.5 4288 0| 0.39 4.30 2,395.3 3.9 4274 0
100 0.40 4.64 5,252.9 29.8 878.4 0| 0.40 4.67 5,115.9 30.9 872.9 0
250| 0.40 4.57 8,965.0 519.0 2,193.0 8| 0.40 4.59 9,001.5 654.3 2,190.5 8
all (avg)| 0.40 4.39 4,451.8 138.6 933.4 28| 0.39 4.39 4,410.0 172.5 931.7 28
O(N?)neighborhood
Independent demand init single list init
Train Test # time # inst. | Train Test # time # inst.
N | error error iter (min) K unsolved | error error iter (min) K unsolved
301 039 3.93 393.0 0.7 1919 0] 040 3.90 3659 0.7 193.3 0
50| 0.40 4.36 741.2 4.0 360.4 0| 040 4.31 665.2 3.2 343.1 0
100 0.40 4.40 1,361.4 30.3 719.7 0| 040 4.49 1,274.0 30.8 697.1 0
250| 0.40 4.43 2,557.0 432.3 1,686.4 3] 0.40 4.49 2,310.5 428.4 1,693.2 4
all (avg)| 0.40 4.28 1,263.2 116.8 739.6 23| 0.40 4.30 1,153.9 115.8 731.7 24
O(N)neighborhood
Independent demand init single list init
Train Test # time # inst. | Train Test # time # inst.
N| error error iter (min) K unsolved | error error iter (min) K unsolved
300 0.37 3.92 2837 0.7 196.1 0 0.39 3.82 2594 0.7 1929 0
50| 0.39 4.28 582.6 4.3 354.0 0| 040 4.26 555.6 3.7 353.6 0
100 0.39 4.55 1,160.9 34.0 727.0 0| 0.40 4.53 1,076.0 28.9 703.4 0
250| 0.40 4.57 2,461.7 405.1 1,763.7 41 0.40 4.33 2,188.8 310.6 1,703.2 5
all (avg)| 0.39 4.33 1,122.2 111.0 760.2 24| 040 4.23 1,020.0 86.0 738.3 25

The results presented in Table B.2 show that none of the above described variants is able to
deal with instances with more than 250 products (again, we omitted lines of N for which no
problem instance was trained). Further, the final numbers of behaviors tend to be slightly
larger than those obtained with the local search of [74] (see Table 5.1 and also Table B.7
further below).
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B.1.3 Comparison of k-deletion and CG-GPT for the exact case

The k-deletion technique has been proposed in [33] for dealing with cases where only k& — 1
products are missing from the assortment and k << N, which is the typical case for stores
with high service level and frequent stock-outs and replenishment. Even though such cases
may not be common in practice, we here compare the performance of the k-deletion and
CG-GPT for cases where k is small. Table B.3 reports training and test errors for both
approaches, the average time required to estimate the choice models and the average number
of customer behaviors obtained in each case. Given that sales data were generated according
to a MMNL model, which belongs to the RUM class of choice models, k-deletion can achieve
a 0 training error in all cases. This, however, seems to lead to overfitting, as shown by the
test errors, which are higher than those obtained by the CG-GPT (except for very small

instances with 10 products).

Table B.3 properties of choice models generated by CG-GPT (with ¢y = 0.01) and k-deletion
when the number of missing products k — 1 << N (M = 20)

CG-GPT k-deletion-exact
# prod. Train  Test  time Train  Test  time # inst.
missing N | error error (min) K | error error (min) K unsolved
2 10 0.33 0.71 <1 41.5 0.00 0.45 <1 112.0 0
2 20 | 0.28 0.79 <1 549 | 0.00 0.96 <1 318.5 0
2 30| 0.25 0.94 <l 61.7] 0.00 1.14 <1 519.3 0
2 50 | 0.21 0.52 <1 820/ 0.00 0.80 <1 909.2 0
2 70 | 0.26 0.54 <1l 928 | 0.00 0.71 <1 1,302.8 0
2 100 | 0.26 0.33 <1 109.2 | 0.00 0.51 24 1,894.7 0
2 250 | 0.14 0.10 <1 250.0 | 0.00 0.25 52.1 4,783.4 0
2 all (avg) | 0.25 0.56 <1l 989 | 0.00 0.69 7.9 1,405.7 0
3 10| 030 1.12 <1 50.5| 0.00 0.88 <1 110.2 0
3 20 | 0.30 0.88 <1 71.3| 0.00 1.01 <1 317.0 0
3 30| 033 1.15 <1 71.2] 0.00 1.46 1.8 514.6 0
3 50 | 0.23 0.76 <l 919]| 0.00 1.21 16.0 909.5 0
3 70 | 0.28 0.65 <l 992 | 0.00 1.09 638 1,301.3 4
3 100 | 0.26 0.42 <1l 119.2 - - - - 10
3 250 | 0.17 0.14 <1 251.9 - - - - 10
3 all (avg) | 0.27 0.73 <1 1079| 0.00 1.13 16.4 630.5 24

One may argue that the reason for overfitting is having trained the model to a 0 training
error. We therefore also implemented a “regularized” variant. Here, instead of minimizing
the ¢; error, we minimize a constant function adding the constraint that ||AX —v|| < ey-2M.
This allows us to accept any solution with the same accuracy threshold as used by the CG-

GPT. However, the results suggested that test errors obtained with this variant are generally
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worse. We therefore do not explicitly report on those experiments.

B.1.4 Varying the Ground Truth: Impact on performance and choice model

characteristics

From a managerial perspective one may be interested in a choice model that facilitates
insights into the market segmentation and preferences. In this regard, customer behaviors
with only few strictly ranked products may give direct insights on which products are the most
relevant ones to explain sales. In line with such observation, a practically desired property
is to generate strictly ranked preference lists that are as short as possible. We denote this
property as concision. One may suspect that either the number of products that have high
utilities for the customers, or the number of products in the assortment will have an impact
on the number of strictly ranked products in the final preference sequences. However, as will
be shown next, our computational results (see Tables B.4 and B.5 ) suggest that the number
of strictly ranked products remains rather small (and never exceeds 14 products), therefore

supporting Observations 1 and 2 in Section 5.3.

Impact of number of high-utility products in ground truth. Recall that in the
experiments above, the ground-truth model to generate the problem instances contains, for
each customer class, four products with high utilities. We now explore how the number of
products with high utilities in the underlying ground-truth model impacts the final choice
model. Table B.4 summarizes the results for ¢ = 0.01, based on ground-truth models that
assume that each customer class has exactly 1, 4, 10 and 20 products with high utilities. The
last two columns reveal information about the explanatory power of the indifference sets,

i.e., the percentage of sales that are explained by indifference sets. The empirical percentage

numlIndy
M

numlindy, is the number of (k,m) tuples in which at least one product from an indifference

(column “empir”) for a given choice model can be computed as > o Ak - , where
set has a value greater than 0. In words, it is the weighted ratio between the number of
assortments in which a product from the indifference set has been sold and the total number
of sales (which equals the total number of assortments M, if the selection of 0 is considered
a sale). On the other hand, column “theor” is linked to the theoretical approximation of
the indifference percentage in Observation 2. In this observation, the empirical percentage
is computed for an average assortment, explicitly using the different A\, values for each pref-
erence list k. Since we are not dealing with average assortments, taking all A\ into account
does not make the result more informative for our case of specific assortments. Column

T)angank:ed

“theor” therefore reports the value given by the simplified formula (1 — , where
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Table B.4 Properties of choice models generated by CG-GPT (average values over 10 random
instances) with different numbers of products with high utilities in ground-truth model (e =

0.01).
Train Test #  time # strictly % explained by  # inst.
N | error error iter (min) K ranked products indifference sets unsolved
avg max empir theor
nhu =1 30| 036 1.18 5.1 <1l 1242 2.08 4 26.38 23.79 0
50| 0.38 1.28 9.1 <1l 2109 2.11 4 2590 23.40 0
100 0.39 1.26 15.9 <1l 3909 1.95 4 34.60 25.98 0
250 | 0.40 1.16 39.1 3.4 9654 1.86 4 37.75 27.57 0
500 | 0.40 091 55.6 173 1,5643.7 1.73 3 44.24 30.28 0
1,000 | 0.39 0.68 58.0 77.3 2,055.1 1.44 3 46.67 37.60 0
avg/max all | 0.39 1.08 30.5 16.4 881.7 1.86 4 35.92 28.11 0
nhu =4 30 037 288 159 <1l 170.7 3.20 6 7.56 11.03 0
50| 0.38 290 31.1 <1 310.5 3.18 6 7.86 11.23 0
100 | 0.39 2.72 46.9 <1l 619.0 2.77 6 11.75 14.86 0
250 0.39 237 90.6 16.6 1,474.1 2.40 5 18.96 19.17 0
500 | 0.40 1.89 116.5 76.1 2,437.1 2.02 4 29.12 24.69 0
1,000 | 0.40 1.30 159.7 306.0 3,876.7 1.83 4 38.99 28.11 0
avg/max all | 039 2.34 76.8 66.6 1,481.4 2.57 6 19.04 18.18 0
nhu = 10 30| 0.38 4.30 22.7 <1l 176.1 3.42 7 4.01 9.49 0
50| 0.39 4.64 49.2 <1 3155 3.40 6 3.60 9.53 0
100 | 0.39 4.89 81.0 1.7 660.2 3.13 7 491 11.45 0
250 | 0.40 4.49 1545 38.6 1,731.9 2.79 6 895 14.52 0
500 | 0.40 3.47 211.3 274.7 3,255.6 2.39 5 16.64 19.07 0
1,000 ; ; : - - - - 10
avg/max all | 0.39 4.36 103.7 63.0 1,227.9 3.03 7 7.62 12.81 10
nhu = 20 30| 037 253 10.3 <l 176.3 244 4 17.40 18.53 0
50| 0.38 3.78 26.4 <l 298.8 2.95 5 7.92 13.14 0
100 | 0.39 486 67.7 1.0 572.8 3.08 5 4.34 11.85 0
250 | 0.40 5.09 1585 29.5 1,615.5 2.89 6 6.65 13.48 0
500 | 0.40 4.53 2324 241.5 3,199.2 2.55 5 11.33 17.09 0
1,000 ; ; - - - - - - 10
avg/max all | 0.39 4.16 99.1 54.4 1,172.5 2.78 6 7.56 14.82 10

avgRanked is the average value reported in column “# strictly ranked products avg” of the

same line (with » = 0.5).

As the number of products with high utilities (nhu) increases,

the algorithm requires more iterations to find a choice model that fits the transaction data

accurately. However, the number of preference lists with non-negative probabilities remains

similar in all cases. The number of strictly ranked products also remains surprisingly stable,

indicating that a final accurate choice model is not more complex, but only more difficult to

find. Finally, one observes that such more refined choice models also reduce the percentage

of sales transactions that are explained by the products in the indifference sets. Finally,
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it is notable that the theoretical estimation of this percentage is close to that practically

computed, which confirms our theoretical findings in Observation 2.

Table B.5 Properties of choice models generated by CG-GPT (average values over 10 random
instances) with different assortment densities r (¢y = 0.01).

Train.  Test #  time # strictly # inst.
r N | error error iter (min) K ranked products unsolved
avg max

0.1 30 0.28 4.65 6.4 <1 34.1 4.95 8 0
0.1 50 036 6.02 122 <1 63.3 6.16 13 0
0.1 100 037 562 249 <1 132.7 6.01 14 0
0.1 250 0.39 6.08 81.7 24 3725 6.57 13 0
0.1 500 0.40 4.68 171.6 21.5  751.7 5.92 13 0
0.1 1,000 0.40 4.51 380.5 300.6 1,552.1 b5.34 12 0
0.1 avg/max all 0.37 5.26 112.9 54.1 484.4 5.83 14 0
0.3 30 037 413 122 <1 110.1 4.36 8 0
0.3 50 0.39 5.07 278 <l 2044 4.42 9 0
0.3 100 0.39 4.64 479 <l 4431 3.98 8 0
0.3 250 0.39 4.03 1056 143 1,1179 3.63 7 0
0.3 500 0.40 3.18 150.3 785 2,073.6 3.09 7 0
0.3 1,000 0.40 224 2369 510.6 3,948.0 2.68 5 3
0.3 avg/max all 039 391 96.8 100.7 1,316.2 3.69 9 3
0.5 30 0.37 288 159 <1 170.7  3.20 6 0
0.5 50 038 290 31.1 <1 3105 3.18 6 0
0.5 100 0.39 272 46.9 <1l  619.0 2.77 6 0
0.5 250 039 237 906 16.6 1,474.1 2.40 5 0
0.5 500 0.40 1.89 116.5  76.1 2,437.1 2.02 4 0
0.5 1,000 0.40 1.30 159.7 306.0 3,876.7 1.83 4 0
0.5 avg/max all 039 234 768 66.6 14814 2.57 6 0

Impact of assortment density .  [67] and [33] note that when choosing from an offer set
of size N —7 (where 7 is the number of products that are not present in the assortment), only
the first @+ 1 ranks matter (while the remainder will not have any explanatory power at all).
While this a theoretical bound, in practice, we argue that the number of relevant ranks may
actually be much smaller. The numerical studies reported above indicate that for the CG-
GPT, one requires to strictly rank a rather small number of products, while the indifference
set can significantly contribute to explain sales. We conducted further experiments to explore
the properties of choice models generated by the CG-GPT for different assortment densities
r (defined in Observation 1 as the ratio between the number of products in the assortment
|S| and the total number of products N, ie., r = (N —7)/N). The results, summarized

in Table B.5, show that low assortment densities r result in slightly higher maximum and
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average numbers of strictly ranked products. However, they are always significantly smaller
than 7 + 1, given the explanatory power of the indifference sets. A look at the test errors
further suggests that prediction becomes harder for small densities r, most likely because the

number of historical observations for each of the products is smaller.

B.1.5 Varying the training accuracy threshold: Impact on performance and

choice model characteristics

We now explore how the training accuracy threshold €, impacts the prediction accuracy and
the produced choice models. Table B.6 shows several properties for the choice models gen-
erated by CG-GPT for different training accuracy values ¢y € {0.1,0.01,0.001} and problem
sizes N. The results are averaged over 10 random instances and include the average size
K of the choice models and the number of strictly ranked products (average and maximum

number).

The results indicate that, as the training is more accurate and ¢ is decreased, the number
of required GPT iterations and the size of the final choice model increase. The number of
strictly ranked items also slightly increases. However, it generally remains quite low and
never exceeds more than 7 strictly ranked products in any of the generated preference lists,
which is only a fraction of the total number of products (i.e., up to 1000). The proportion of
sales explained by products in the indifference set steadily decreases as the training accuracy
is increased (i.e., € is decreased). This illustrates the high explanatory power of the first
few ranked products if the choice model is well chosen. For example, with ¢y = 0.001 and
N = 250 products, all preference lists contain 6 or less strictly ranked products, which explain
86.88 % of the sales transactions, while only 13.12 % of the transactions are explained by
the remaining 244 products that are not strictly ranked. While classical approaches using
fully-ranked preference lists will always contain N strictly ranked products, the proposed
approach based on partially-ranked preference lists allows store managers to gain valuable
insights from a small list of products that have a fairly high explanatory power. As it has
been the case before, the theoretical estimation of this percentage is quite close to that
practically computed, confirming our theoretical findings in Observation 2. We finally also
point out a key difference to the k-deletion heuristic previously discussed. The k-deletion
heuristic, ranking exactly 3 products, obtained an average test error of 6.12 (see Table 5.2).
The CG-GPT also strictly ranks not more than 3 products (when using ¢y = 0.1), but obtains
a much lower average test error of 3.70. This illustrates the importance of the complementary

indifference set to improve predictive accuracy.

For the sake of completeness, we report in Table B.7 the results obtained for CG-LS with
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Table B.6 Properties of choice models generated by CG-GPT (average values over 10 random
instances) with different training error thresholds e.

Train  Test #  time # strictly % explained by # inst.

€0 N | error error iter  (min) K ranked products indifference sets unsolved
avg max empir theor

0.1 30| 315 4.90 1.6 <1 32.5 1.90 3 25.73 27.05 0
0.1 50 3.22 5.7 2.1 <1 48.2 1.79 3 26.50 29.30 0
0.1 100 | 3.35 4.67 1.5 <1 71.9 1.40 3 31.76 38.15 0
0.1 250 | 2.83 3.60 1.1 <1 171.1 1.13 2 40.20 45.87 0
0.1 500 | 1.98 241 1.0 <1 389.2 1.05 2 46.94 48.30 0
0.1 1,000 1.29 148 1.0 1.5 854.6 1.02 2 4997 49.28 0
0.1 avg/max all | 2.63 3.70 1.4 <1 261.3 1.38 3 36.85 39.66 0
0.01 30| 037 288 159 <1 170.7  3.20 6  7.56 11.03 0
0.01 50 | 0.38 290 31.1 <1 310.5 3.18 6 7.86 11.23 0
0.01 100 | 0.39 272 469 <1 619.0 2.77 6 11.75 14.86 0
0.01 250 | 0.39 237 90.6 16.6 1,474.1 2.40 5 18.96 19.17 0
0.01 500 0.40 1.89 116.5 76.1 2,437.1 2.02 4 29.12 24.69 0
0.01 1,000 | 0.40 1.30 159.7 306.0 3,876.7 1.83 4 38.99 28.11 0
0.01 avg/maxall | 039 234 768 666 1,481.4 2.57 6 19.04 18.18 0
0.001 30| 0.03 269 514 <1 263.8 3.78 7 349 7.43 0
0.001 50 | 0.04 277 784 <1 451.6 3.65 7 420 8.17 0
0.001 100 0.04 2.64 98.8 4.1 926.1 3.17 7 7.52 11.26 0
0.001 250 | 0.04 239 179.3 814 23232 273 6 13.12 15.17 0
0.001 500 | 0.04 1.87 261.2 660.8 4,566.3 2.28 5 21.92 20.57 4
0.001 1,000 - - - - - - - - - 10
0.001 avg/maxall | 0.04 262 102.0 1494 991.2 3.33 7 7.08 10.51 14

different training accuracy threshold. We have omitted lines for instance sizes where none of
the 10 problems have been solved by CG-LS. The results indicate that the CG-LS is able to
estimate larger problem instances when using a higher accuracy threshold of 0.1 (instead of

0.01). However, the test errors significantly increase, which is not a desirable trade-off.

B.1.6 General convex loss function: maximum likelihood estimator.

As discussed in Section 5.3.2, the CG-GPT method can be framed into the column-generation
approach proposed by [81]. Even though we have shown how to estimate the choice prob-
abilities minimizing the absolute ¢; error, our approach can be used minimizing any other
convex loss function (since strong duality still holds to prove optimality; see e.g., [92] The-
orem 14.37). We may therefore attempt to estimate the choice probabilities by maximizing
the likelihood probability as proposed by [81] or [86]. In line with those works, we have

implemented an objective function that minimizes the sum of Kullback divergences! between

1[86] actually propose to minimize a weighted sum of Kullback divergences, where the weight is the number
of customer exposed to a given assortment. For our generated data, however, we can assume that all the
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Table B.7 Learning choice models with CG-LS (averaged over 10 random instances) with
different training error thresholds €y(M = 20).

# Train Test time # inst.

€0 N iter K err  err (sec) unsolved
0.1 30 48.1 439 394 6.99 12.2 0
0.1 20 91.2 775 395 T7.24 65.8 0
0.1 100 186.2 164.7  3.94 7.53 550.9 0
0.1 250 | 4314 401.0 399 7.24 8,734.3 0
0.1 all (avg) 189.2 171.8 4.0 7.2 2340.8 20
0.01 30| 309.0 1775 0.39 3.74 88.7 0
0.01 20 619.0 337.3 040 4.22 501.1 0
0.01 100 | 1,183.1 667.7 040 4.41 4,579.5 0
0.01 all (avg) 703.7 394.2 04 41 1,723.1 30

the estimated choice probabilities p and observed probabilities v for all assortments:

N
Pim

i,m

loss(v,p) = — Y Vi log (B.2)

(i,m)
While [33] use the Frank-Wolfe algorithm to estimate the probabilities within the restricted
Master problem, we use an off-the-shelf Non-linear Programming (NLP) solver. Specifically,
we use the ECOS [131] NLP solver with python library cvxpy [132], stopping the training
when max; , [, — ﬁﬁ;}] is smaller or equal to 0.001 at two consecutive iterations k£ and

E+1.

In order to compare the performance when using the different objective functions and training
criteria, Table B.8 reports both the ¢; error and the root mean squared error* (RMSE) for
both training and test data in each of the experiments. We also report the average computing
times and the average number of behaviors of the final choice models for each problem size.
Optimizing the KL divergence seems to be a good trade-off both in terms of goodness of
fit and computing time when compared to the training with ¢;-norm objective function and
different accuracy thresholds. Moreover, despite being less sparse (i.e., having larger K) on
smaller instances, it converges with less columns on bigger instances, which is important
from an optimization point of view. It is worth noting, however, that the used NLP solver

encountered convergence problems on medium and large instances, for which additional care

assortments have been shown to the same number of customers.

o)
2The RMSE is defined as \/Z(i,m) (pém )

i in assortment S,,, where v; ., are the observed probabilities, while Q is the number of (i,m) observations.

where p; ,,, are the estimated purchase probabilities of object
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Table B.8 Learning using CG-GPT with different objective functions (averaged over 10 ran-
dom instances).

4y RMSE # #inst.
obj € N | Train  Test Train Test iter time K unsolved
erTor  error error error (min)

0y 0.1 30 3.15 490 0.0218 0.0308 1.6 <1 32.5 0
2 0.1 50 3.22 5.17  0.0155  0.0220 2.1 <1 48.2 0
12 0.1 100 3.35 4.67 0.0091 0.0122 1.5 <1 71.9 0
15 0.1 250 2.83 3.60 0.0042  0.0052 1.1 <1 171.1 0
12 0.1 500 1.98 2.41  0.0016  0.0020 1.0 <1 389.2 0
2 0.1 1,000 1.29  1.48 0.0006 0.0007 1.0 1.5 854.6 0
all (avg) 2.63 3.70 0.0088 0.0122 1.4 <1 261.3 0

12 0.01 30 0.37 2.88 0.0042 0.0194 15.9 <1 170.7 0
2 0.01 50 0.38 290 0.0029 0.0120 31.1 <1 310.5 0
12 0.01 100 0.39 2.72 0.0019 0.0074 46.9 <1 619.0 0
2 0.01 250 0.39 237 0.0008 0.0030 90.6 16.6  1,474.1 0
12 0.01 500 0.40 1.89 0.0004 0.0014 116.5 76.1  2,437.1 0
0y 0.01 1,000 0.40 1.30 0.0002 0.0005 159.7 306.6 3,876.7 0
all (avg) 0.39 234 0.0017 0.0073 76.8 66.7 1,481.4 0

KL - 30 0.38 2.97 0.0028 0.0193 24.8 <1 545.8 0
KL - 50 0.62 3.13 0.0030 0.0125 31.9 <1 707.6 0
KL - 100 0.85 2.93 0.0022 0.0077 27.5 2.5 668.6 0
KL - 250 1.64 2.85 0.0022 0.0040 13.6 1.2 524.1 1
KL - 500 1.35 1.89 0.0008 0.0014 6.6 2.4 618.0 1
KL - 1,000 0.90 1.19  0.0003  0.0005 5.8 16.4  1,094.2 )
all (avg) 0.96 2.49 0.0019 0.0076 18.4 3.9 693.1 7

should be taken of (e.g., by using another NLP solver or the Frank-Wolfe algorithm as
proposed by [86]).

B.1.7 Impact of reducing the size of the choice models on predictive accuracy

To assess the impact of reducing the size of the choice models, we performed further exper-
iments where we investigate the prediction accuracy when using smaller choice models, for
both the CG-GPT and the CG-LS. We trained the choice models with the two approaches
and a time limit of 12 hours. Then, no matter whether the training converged or not, we
have kept only the max K preference sequences with highest probabilities and then re-solved

the restricted Master Problem to re-estimate the new probabilities.

In Table B.9 we report the dimension K of the resulting choice models for maxr K = full,
where we keep the full (original) set of preferences sequences, maxr K = 0.5, where we keep

only half of them, as well as maxr K = 100 and max K = 10. As one may expect, training
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and test errors increase for both approaches when decreasing the size of the corresponding
choice models. However, the loss in predictive accuracy is much bigger for CG-LS. In fact,
even with only 100 preference sequences, the CG-GPT is able to achieve smaller average test
errors than the the CG-LS with the full set of behaviors.

Table B.9 Training and Test errors (averaged over 10 random instances) for the choice models
obtained by the CG-LS and the CG-GPT, keeping only the max K best columns

CG-GPT CG-LS
Train  Test # inst. Train  Test # inst.
N K err. err. unsolved K err. err. unsolved
max K = full 30 170.7 037 2.88 0 1775 039 3.74 0
50 3105  0.38 290 0 3373 040 4.22 0
100 619.0 0.39 2.72 0 667.7 040 4.41 0
250 | 1,474.1 0.39 2.37 0| 1,175.0 1.11  4.88 10
500 | 2,437.1  0.40 1.89 0| 413.7 6.00 9.06 10
1,000 | 3,876.7 0.40 1.30 0 150.8 27.68 28.27 10
all (avg) 993.1 0.39 234 0| 487.0 6.00 9.10 30
max K = 0.5 30 85.1  0.69 3.06 0 88.4 0.78 3.91 0
50 155.2  0.67 2.95 0 168.3  0.70 4.36 0
100 3079 0.64 276 0 333.6  0.79 4.65 0
250 736.9 0.62 2.45 0 587.2 1.83 537 10
500 | 1,218.3 0.62 1.93 0 206.6  9.25 11.69 10
1,000 | 1,938.1 0.8 1.32 0 75.0 31.87 32.13 10
all(avg) 740.3  0.64 2.41 0 196.8 7.54 10.35 30
max K = 100 30 96.3 0.54 2.99 0 99.2  0.60 3.87 0
50 92.2 132 3.40 0 98.7 1.78 4.87 0
100 90.2 2.60 4.26 0 98.0 5.18 7.47 0
250 90.4 427 5.87 0 99.3 11.93 12.89 10
500 89.5 530 7.74 0 100.0 15.87 17.18 10
1,000 86.8 6.75 9.93 0 100.0 30.40 30.77 10
all (avg) 909 346 5.70 0 99.2 10.96 12.84 30
max K =10 30 9.6 828 9.32 0 10.0 875 9.57 0
50 9.6 10.37 11.02 0 10.0 11.41 12.70 0
100 9.0 12.33 1197 0 10.0 16.08 17.13 0
250 8.3 13.59 14.20 0 10.0 20.87 21.42 10
500 8.8 12.74 13.56 0 10.0 25.95 26.43 10
1,000 9.0 10.91 14.91 0 10.0 36.45 36.49 10
all (avg) 9.1 11.37 12.50 0 10.0 19.92 20.62 30

B.2 Additional Results for the Assortment Optimization Algorithm

In this appendix, we provide additional computational results for the proposed assortment

optimization formulation.
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B.2.1 Assortment optimization: Comparison with Boosting Approach.

Even though we can add the indifference constraints (5.7) and (5.8) via branch-and-cut to
the assortment optimization MIP (5.4) to directly operate on a partially-ranked choice model
o = (P(0),1(0)), we may attempt to complete the strictly ranked products by imposing a
strict order on the products in the indifference set I (o). Creating several of those fully-ranked

preference lists at random is called boosting.

We define two parameters to control the total number of fully-ranked lists and to assure that
a preference list o, with high probability Ay yields more fully-ranked lists than a o} with low
probability A\p. We define n,,;, as the minimum number of lists generated for each of the
original preference lists. We also define 7 as a scale parameter to control the magnitude of
lists generated in proportion to the value of \,. For each partially-ranked preference list oy,
we generate n,,;, — 1 + 7\, lists in which the products in the indifference set are ordered at

random.

Table B.10 Assortment optimization approximation via boosting compared to AO-B&C al-
gorithm (averaged over 100 random instances with N = 100 and r = 0.5).

Expected revenu GT revenu
Gap % from Gap % from
time avg AO-B&C avg AO-B&C

K (min) rev avg std-dev rev avg std-dev

AO-B&C 615.0 2.6 | 86.25 - - | 86.77 - -
=10 1,845.1 5.9 | 86.90 1.03 0.78 | 86.22 0.74 1.02
7 =250 1,854.2 6.4 | 86.87 0.94 0.76 | 86.29 0.61 0.69
7 =100 1,872.9 6.7 | 86.69 0.80 0.66 | 86.27 0.66 0.74
7 =500 2,141.1 9.7 | 86.57 0.56 0.39 | 86.59 0.33 0.49
7=1,000 2,591.3 15.1 | 86.39 0.39 0.32 | 86.61 0.29 0.48
7 =5,000 6,546.9  98.0 | 86.29 0.21 0.18 | 86.74 0.14 0.24
T=10,000 | 11,541.4 318.5 | 86.26 0.17 0.14 | 86.75 0.16 0.33

Table B.10 compares the sizes K of the generated choice models and the average revenues of
the optimized assortments for the exact approach AO-B&C and the boosting approach AO-
Boost with different values for parameter 7 (with n,;, = 3). In AO-B&C, the indifference
constraints are added via user callbacks by adding the first 2,500 violated constraints at each
callback. Revenues are reported as average values of the expected revenue, which refers to
the objective function value of the optimization problem, and as the revenue as evaluated by
the ground-truth model. For both revenue types, the table reports the average deviation of
the revenue given by the boosting approach from the revenue given by the exact AO-B&C

approach, as well as the corresponding standard deviation.
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As 7 increases, both the expected and the GT revenues provided by AO-Boost get closer
to the exact revenues as given by AO-B&C. However, the number of fully-ranked preference
lists generated in the final choice model quickly grows (and, as a consequence, the computing
times as well). The resulting optimization models are therefore too difficult to solve and not
competitive with the exact branch-and-cut approach AO-B&C. This has been confirmed in
further experiments, comparing the two optimization approaches AO-B&C and AO-Boost
(with 7 = 100) for instances of different sizes N. Table B.11 reports, for each approach, the
average size K of the choice model, the average computing times to solve the optimization
model and the average revenue as computed by the ground-truth model. All reported values
are averages over the instances solved by each method. We also report in the column "#
inst unsolved" the number of instances that either ran out of memory or could not be solved
within the given time limit of 12 hours. For each instance size N, we also report the optimal
ground-truth revenue given the generating MMNL model [93]. The results are coherent with
the findings in Table B.10. They additionally show that the B&C approach is superior both
in terms of speed and assortment revenues. Further, while the B&C reports some unsolved
instances due to the given time limit, the boosting approach additionally encounters problems

hitting the memory limits, given the high number of generated columns on larger instances.

Table B.11 Comparison B&C vs. Boosting for Assortment optimization of choice models
generated with the CG-GPT.

CG-GPT - AO B&C CG-GPT - AO-Boost
opt GT time GT # inst. time GT # inst.
N revenue K (min) revenue unsolved K (min) revenue unsolved
30 78.73 170.7 <1 78.05 0 561.8 <1 77.93 0
50 84.18 310.5 <1 83.84 0 965.8 <1 82.93 0
100 88.51 619.0 3.6 88.24 01]1,884.4 6.8 87.91 0
250 91.61 | 1,474.1 81.5 91.39 01]4,445.0 456.3 90.84 0
500 93.51 | 2,3749 515.0 93.30 2 - - - 10
1,000 95.48 - - - 10 - - - 10
all (avg) 88.67 989.8 1179 86.96 12 11,964.3 1159 84.90 20

B.2.2 Assortment optimization based on choice models trained with different

loss functions

Table B.12 investigates the impact of the loss function used for estimating a partially-ranked
choice model on the assortment optimization task. We compared the K L divergence against
the ¢; error with different training accuracy thresholds (ey € {0.1,0.01}). The results show

that, besides being competitive in terms of revenue of the generated assortments, the model
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that minimizes the K L divergence is able to solve a number of instances similar to the model
that minimizes the ¢; error with ¢y = 0.1 (thanks to a relatively sparse choice model obtained
on large instances). Note that all unsolved instances are due to the fact that the underlying
choice models could not be estimated in the given time limit (often due to convergence issues
of the K L based approach). Further, as mentioned in the discussion of Table B.8, additional
care should be taken of when minimizing the KL loss function to guarantee convergence of

the estimation algorithm on large instances.

Table B.12 Assortment optimization on choice models generated by the CG-GPT with differ-
ent objective functions and training accuracy thresholds (averaged over 10 random instances,
M = 20).

CG-GDT - AO B&C CG-GDT - AO B&C CG-GDT - AO B&C
KL fl, €y = 0.01 él, €0 = 0.1
N opt GT time GT # inst. time GT # inst. time GT # inst.
revenue K (min) revenue unsolved K (min) revenue unsolved| K (min) revenue unsolved
30 78.73| 5458 <1 78.16 0/ 170.7 <1 78.05 0] 3256 <1 7783 0

50 84.18| 7076 1.1 83.77 0] 3105 <1 83.84 0] 482 <1 8347
100 88.51| 668.6 7.5 88.19 0| 619.0 3.6 88.24 0 719 <1 8793
250 91.61| 524.1 28.6 91.43 1{1,474.1 81.5 91.39 01711 24 9141
500 93.51| 618.0 164.5 93.39 112,374.9 515.0 93.30 21389.2 143 93.40

1,000 95.48|1,094.2 728.9 92.73 ) 0/854.8 394.6  95.40

7 2

all (avg) 88.7| 693.1 155.2  87.95 261.3 68.6 88.24

gt o O OO

989.8 1179  86.96

B.2.3 Impact of reducing the size of the choice models on assortment quality

As discussed in Section 5.3.1 and Appendix B.1.7, partially-ranked choice models may achieve
better generalization with sparser models than fully-ranked choice models. Furthermore,
using a smaller set of preference sequences directly facilitates the solution of the assortment

optimization problem.

In Table B.13 we study the impact of the reduced number of preference sequences on the
quality of the optimized assortments. This has been done by retaining only the “max K”
preference sequences with highest probabilities A. Then, the reduced choice model has been
re-solved to estimate the new probabilities. For each set of experiments, we report the
average size K of the choice models used as an input, the average computing times of the
assortment optimization, the average of the corresponding ground-truth revenues and the
average optimality gaps reached after the time limit of 12 hours. The results suggest that
it may be advantageous to limit the number of preference sequences generated by the CG-
GPT to a reasonable number, given that predictive accuracy remains strong, and the final

choice models are easier to optimize on. In particular, the best results are obtained with
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Table B.13 Assortment optimization results (averaged over 10 random instances), using the

CG-LS and the CG-GPT, keeping only the max K best columns .

CG-GDT - AO B&C

CG-LS-AO-Compl

time opt time opt

N K (min) GTrev gap % K (min) GTrev gap %

max K = full 30 170.7 3.7 78.05 0.00 | 177.5 <1 76.37 0.00
50 310.5 18.8 83.84 0.00 | 337.3 <1 81.76 0.00

100 619.0 216.0 88.24 0.00 | 667.7 <1 87.31 0.00

250 | 1,474.1 4890.2 91.39 0.00 | 1175 16.4 90.65 0.00

500 | 2,437.1  557.5 93.38 0.30 | 413.7 13.7 90.92 0.00

1,000 | 3,876.7  720.2 93.00 5.04 | 150.8 10.2 92.75 0.00

all (avg) 993.1 1067.7 86.94 0.90 | 394.2 <1 86.63 0.00

max K =0.5 30 85.1 <1 78.18 0.00 | 874 <1 76.90 0.00
50 155.2 <1 83.87 0.00 | 166.7 <1 81.71 0.00

100 307.9 <1 88.25 0.00 | 331.1 <1 87.02 0.00

250 736.9 23.9 91.39 0.00 | 583.3 5.3 90.54 0.00

500 | 1,218.3  238.9 93.40 0.00 | 206.6 6.8 90.13 0.00

1,000 | 1,928.6  745.0 93.33 3.70 75 4.6 90.45 0.00

all(avg) 500.7  168.1 87.02 0.62 | 196.8 2.9 86.12 0.00

max K = 100 30 96.3 <1 78.05 0.00 | 99.2 <1 77.09 0.00
50 92.2 <1 83.85 0.00 | 98.7 <1 80.76 0.00

100 90.2 <1 88.30 0.00 98 <1 86.14 0.00

250 90.4 <1 91.39 0.00 | 99.3 <1 88.46 0.00

500 89.5 14 93.40 0.00 100 2.2 87.84 0.00

1,000 86.8 4.2 95.42 0.00 100 5.5 91.56 0.00

all (avg) 90.9 1.1 88.40 0.00 | 99.2 1.4 85.31 0.00

max K =10 30 9.6 <1 76.80 0.00 10 <1 73.47 0.00
50 9.6 <1 83.42 0.00 10 <1 72.81 0.00

100 9.0 <1 88.18 0.00 10 <1 78.86 0.00

250 8.3 <1 91.39 0.00 10 <1 76.02 0.00

500 8.8 <1 93.40 0.00 10 <1 79.04 0.00

1,000 9.0 <1 95.42 0.00 10 <1 84.48 0.00

all (avg) 9.1 <1 88.10 0.00 10 <1 77.45 0.00
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max K = 100. In contrast, any attempts to reduce the number of preference sequences for
the CG-LS based choice models results in a loss of predictive accuracy, which then translates

into worse assortments revenues.

B.2.4 Hardness of assortment optimization

Even though the principal contribution of this paper lies in the proposal of the partially-
ranked choice model along with an efficient estimation procedure, the final assortment op-
timization relies on an adaptation of MIP (5.4). Throughout all of our experiments, the
generated choice models have been well handled by our assortment optimization algorithm.
In theory, however, the difficulty of solving MIP (5.4) strongly depends on the structure of
the choice model used. In this regard, [88] use a reduction from the Maximum Independent
Set problem to prove the difficulty of assortment optimization over preference lists. Using
such reduction, the authors are able to identify choice model structures that make the solu-
tion particularly difficult. Even though our proposed estimation procedure has not, and is
unlikely to produce choice models of such structure, we here numerically explore how such

choice model structures could impact the scalability of the resulting optimization problem.

In particular, following the work of [88], we investigate the impact of different structural
assumptions about the preference sequences. Given N products, we generate N customer

types using one of the following strategies:

e constant-degree followed by 0: each customer type consists of 4 ranked items followed
by the no-purchase option 0. These instances correspond to a constant-degree graph
and should be easy to optimize on. It is worth noting that this is different from the
way we generate the preference sequences in our estimation method, given that in our
case non-favorite items in the ground-truth model can still be sold with non-negative

probability.

e constant-degree followed by random permutation: each customer type has 4 favourite
items. In the corresponding preference sequence, such items are followed by a random
permutation of the remaining options. This way of generating preference sequences is
more similar to those generated by the CG-GPT, since a customer is allowed to buy a

non-favorite product with non-negative probability.

e random permutations: we do not make any assumptions or integrate any prior knowl-

edge about/into the structure of the preference sequences.
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e neighborhood-based: based on the DIMACS Maximum Independent Set instances ® the
0-option is added to the list of vertices; we then generate preference sequences that are

based on the concept of product neighborhoods in the corresponding graph (see [88]).

Table B.14 AO-Compl computation times to solve MIP (5.4) to optimality, when choice
models have different structures. (Time limit of 12 hours)

computing time

Preference structure N = K (min)
constant degree 451 2.7
596 6.5

761 11.7

946 24.6

constant degree + 451 21.1
random permutation 596 35.2
761 116.0

946 361.5

random permutation 451 20.8
596 40.2

761 175.0

946 433.9

neighborhood-based 451 34.5
596 298.2

761 653.1

946 720

For each of the four cases, a revenue i was assigned to each of the products i € {1,..., N},
while the customer arrival probabilities have been randomly drawn from the unit simplex.
A total of 10 random instances has been generated for different instance sizes N = K. The
optimization for each instance has been limited to a total of 12 hours computing time. Table
B.14 reports the average computing times required to solve the optimization models based on
the corresponding type of instances. As one may expect, constant-degree instances are the
easiest to solve. In line with the conclusions of [88], neighborhood-based instances seem to
be the most difficult to solve, hitting the given time limit on large instances. Finally, we note
that the computing times that seem to be the closest to those observed in the experiments
for our method (see Table 5.3) are those that are randomly generated. This suggests that
the choice models generated by our estimation procedure do not hold the same structural

properties of the neighborhood-based choice models, which are more difficult to optimize on.

3 Available at http://sites.nlsde.buaa.edu.cn/kexu/benchmarks/graph-benchmarks.htm



143

The instances used in the experiments above can be found online at:

https://cerc-datascience.polymtl.ca
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APPENDIX C ON THE ESTIMATION OF DISCRETE CHOICE MODELS
TO CAPTURE IRRATIONAL CUSTOMER BEHAVIORS

C.1 “The Economist” Choice Experiment from [102]

Example C.1.1 In this experiment, students where asked to choose among different sub-
scription plans for the magazine “The Economist” In particular, the following three options
were used : (1) Only version only, priced 508, (1) Printed version only, with a price of 1253,
and (3) Printed and Online subscription, at a price of 125%. Table C.1 reports the market
share of the various options in choice scenarios Sy, where only options {1,3} were offered to
students, and Sy, where students where able to choose among the three options {1,2,3}. This
experiment exhibits a violation of the reqularity assumption, since the probability of choosing
option (3) increases from 32% to 84% when option (2) is added to the offer set. Hence, no
model belonging to the RUM class can perfectly fit this dataset.

Table C.1 Predicted shares of three camera models in choice scenarios S, where respondents
must choose between alternatives {1,2}, and Sy, where option (3) is added to the offer set

Market Share

Versions Price (3) Sh Sy
(1) Online 59 .68 .16
(2) Printed 125 - 0
(3) Printed & Online 125 32 .84

The choice phenomena reported in Table C.1 is an example of the so-called decoy effect.
In fact, option (2) is clearly “dominated” by option (3) in terms of attractiveness, which
allows, for the same price, to obtain both the Printed and Online versions of the magazine.
Options perceived inferior in terms of quality and/or price, i.e., decoy options, are often used

in Marketing to increase the perceived attractiveness of other products.

In Table C.2 we report a GSP choice model perfectly fitting the choice outcome of the
experiment in Example C.1.1. Specifically, we report the only three behaviors Cy(oy, i),
with k£ = 1,2, 3, with non-zero probability, and how choice are determined in the two choice
scenarios. Finally, Table C.3 reports the choice probabilities predicted by the model, which

match the observed ones from Table C.1.
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Table C.2 GSP model from [2] explaining the choice outcomes of Example C.1.1. For each
0k,s, we highlight in bold the chosen item j : oy s(j) = .

Customer Type Probability S1=41,3} Sy=1{1,2,3}

k o ik A Ok, Ok 8o

1 (3,1,2) 1 0.16 3,1) (3,1,2)
2 (2,1,3) 2 0.16 (1,3) (2,1,3)
3 (2,3,1) 2 0.68 (3,1) (2,3,1)

Table C.3 Predicted shares of three camera models in choice scenarios S, where respondents
must choose between alternatives {1,2}, and Sy, where option (3) is added to the offer set

Predicted Share

Versions Price ($) Si So
(1) Online 59 A3 = .68 Ay = .16
(2) Printed 125 - 0
(3) Printed & Online 125 A+ Ay = .32 AN+ A3 =84

C.2 Regularity violation of the no-purchase option

The Generalized Stochastic Preference choice model as defined by [2] does not account for
violations of the regularity assumption for the no-purchase option [see 2, Lemma 1]. Given
two offer sets S C S’ C N, in particular, the authors show that every customer choosing
the no-purchase option from S’, by definition, must choose the no-purchase option from S
as well. However, we can circumvent such limitation by allowing a customer type Cy (o, ix)
to rank the no-purchase option in o. Consider, for example, two offer sets S = {0,1,2} and
S" ={0,1,2,3}, where S C §’, and a customer type C’l((?) 012), 1). Her choice behavior
is reported in Table C.4. It is easy to see that, by introducing the option 3 in the offer set,
we can increase the probability of option 0 being chosen and, thus, of the customer leaving

without any purchase.

Table C.4 Choice behavior of customer C' ((3 012), 1) faced with two different offer sets.

S o1,8 Choice
{0,1,2} (012) 1
{0,1,2,3} (3012) 0
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C.3 Details on the implementation of PCMC

In this section, we elaborate on the implementation details of the PCMC choice model.
The model is trained by Maximum Likelihood Estimation, and a Sequential Least SQuares
Programming (SLSQP) solver [133] is used to optimize the corresponding objective function,
which is concave in general. The authors suggest to use additive-smoothing to avoid some
numerical issues involved in the training of the model. In particular, given an offer set of
size |S| and an additive smoothing parameter «, the probability of choosing alternative j is

computed at training time as

T‘S +
P@|S) = —"—,
U18) = 75+ als
where Ty is the number of training samples showing offer set S, and Tg the number of
times alternative j is chosen from the offer set S. In Table C.5, we investigate the change in
performance due to different stopping criteria and values of parameter a. In particular, we

implemented stopping criteria based on

1. The maximum number of iterations to be performed by the solver: this is set to 25,
which is the default value in the code provided by the authors. The corresponding

results are reported in column “PCMC-25"

2. The absolute change in the objective function between two consecutive iterations: the
algorithm is stopped when this change is smaller than 1075 and the corresponding

results are reported in column “PCMC-o00”.

Moreover, for each stopping criterion, we compared the performance obtained by using dif-
ferent amounts of additive-smoothing in the training set. Specifically, column “Crossval”
reports the average generalization error obtained using 5-folds crossvalidation to select the
best a € {0,0.01,0.1,1,5,10}. Column “None” corresponds to a = 0, for which no additive

smoothing was used.
The average L, test error has been reported over instances grouped by ground-truth models

and number of customers types, indicated in parenthesis in the first column. The value of
column “% irrat” further divides each group based on the characteristics of the ground-truth
model generating the corresponding set of instances. For Halo-MNL instances, this column
indicates the amount of pairwise interactions among products, while, for GSP instances,
it indicates the percentage of irrational behaviors. We observe that limiting the number of
iterations seems to be having a major impact on the predictive accuracy of the resulting choice

model. Our intuition is that allowing the solver to proceed until convergence is reached may
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Table C.5 Average L, test errors for different PCMC implementations under various ground
truth models. Each line averages over instances generated with different number of training
offer sets (10,20 and 50) and transactions (3,000 and 50,000).

Irrational instances PCMC -25 PCMC - oo
% irrat Crossval None Crossval  None
Halo—MNL(l) 10 0.2595 0.2610 0.2897 0.2941

25  0.3756  0.3804  0.3933  0.3937
avg (all)  0.3175  0.3207  0.3415  0.3439

Halo-MNL(10) 10 0.1997 0.2195 0.2348  0.2545
25 0.2430 0.2518 0.2873  0.3010
avg (all) 0.2214 0.2356 0.2610  0.2778

GSP(10) 10 04293 0.4273  0.4615  0.4625
20  0.4622 04625 04927 0.4918

50  0.5283  0.5312 05668 0.5711

avg (all)  0.4733 04737 05070  0.5084

GSP(100) 10 0.2790 02890  0.3223  0.3386
20 0.2880  0.3009  0.3354 0.3478

50  0.3283  0.3394  0.3868 0.3976

avg (all)  0.2984  0.3098  0.3481 0.3613

avg (all) 0.3500 0.3568 0.3887  0.3967
Rational instances

MNL - 0.1351 0.1404 0.1930 0.2012

MMNL - 0.1381 0.1529 0.1970 0.2136

RB(10) - 0.3840 0.3841 0.4028  0.4065

RB(100) - 0.2741 0.2793 0.3167  0.3292

avg (all) 0.2328 0.2392 0.2774  0.2876

end up in overfitting the training set. We also notice that the gain in performance obtained by
using additive-smoothing is not significant in general. To confirm whether the deterioration
in performance of PCMC-o0o is actually due to overfitting, in Table C.6 we further compare
the two variants on a set of instances where 50, 000 training samples have been generated, and
we investigate the impact of the number of training offer sets on the resulting choice model.
Confirming our previous hypothesis, we notice that when significant amount of training data
is available, both in terms of number of training samples and number of training offer sets
M, the risk of overfitting decreases and a better fit at training time translates in a significant
improvement in generalization error. Nevertheless, also for this set of instances, i.e., with
M = 50 offer sets and 50,000 samples are available at training time, the performance of the
best PCMC variant is worse than the one of the GPT-based approaches. At this point, one
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Table C.6 Average L, test errors for different PCMC implementations under various ground
truth models, on instances with 50,000 choice samples available for training. Instances are
further divided based on the number of offer sets M observed during training.

Irrational PCMC - 25 PCMC -

M  Crossval None Crossval None

Halo-MNL 10 0.3091 0.3097 0.3341 0.3332
20 0.2824  0.2801 0.2827 0.2826
50 0.2340 0.2329 0.1546 0.1570

GSP 10 0.4859 0.4873 0.5347 0.5340
20 0.4052 0.4069 0.4300 0.4322
50 0.3355 0.3383 0.2817 0.2827

avg (all) 0.3677  0.3688  0.3667  0.3675

Rational

(M)MNL 10  0.1212  0.1216  0.1518  0.1497
20  0.0921  0.0924  0.1231  0.1294
50  0.0733  0.0704  0.0659  0.0662

RB 10 0.4187 0.4291 0.4897 0.4997
20 0.3530  0.3429 0.3794 0.3893
50 0.3072 0.2961 0.2099 0.2086

all (avg) 0.3490 0.3497 0.3494 0.3506

may wonder whether more adaptive stopping criteria may be used instead of fixing ahead
the maximum number of iterations. However, further experiments revealed that fixing the

number of iterations to 25 worked better on average than other stopping criteria based on

e The relative change in the objective function between consecutive iterations (< 1%),

e The maximum absolute change in the predicted probabilities over all training offer sets

(< 0.001),

e The maximum absolute change in the value of the parameters of the PCMC choice

model,

e The maximum number of iterations set to 100.

We thus avoid reporting the set of results corresponding to such stopping criteria, and use the
PCMC-25 variant with no additive smoothing in the rest of our experiments. In particular,
this is also the PCMC implementation used for the experiments reported in Section 6.5.1
and Section 6.5.2.
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C.4 Additional Numerical Results

C.4.1 Learning statistics

Table C.7 Statistics describing choice models learned by GPT-based approaches.

Instances Max ranked Max irrat level Prob. Irrat. Customer
%irrat GPT-R GPT-I GPT-IC GPT-R GPT-I GPT-IC GPT-R GPT-I GPT-IC
MNL 0 2.8 2.9 2.1 0 1.7 1.1 0 0.45 0.39
Halo—MNL(l) 10 4.3 4.4 2.7 0 2.9 1.7 0 0.51 0.40
Halo-MNL(1) 25 4.8 5.8 3.3 0 3.7 2.1 0 0.61 0.49
MMNL 0 2.3 2.4 2.0 0 1.3 1.0 0 0.43 0.40
Halo-MNL(10) 10 2.9 2.8 2.0 0 1.7 1.0 0 0.51 0.43
Halo-MNL(10) 25 3.5 3.4 2.4 0 2.2 1.4 0 0.56 0.47
RB(10) 0 4.8 5.5 3.7 0 3.7 2.2 0 0.34 0.30
GSP(10) 10 4.9 5.6 3.7 0 3.8 2.3 0 0.40 0.35
GSP(10) 20 4.9 6.1 3.9 0 4.2 2.5 0 0.45 0.38
GSP(10) 50 5.0 6.9 4.1 0 4.9 2.8 0 0.56 0.45
RB(100) 0 3.3 3.4 2.4 0 2.1 1.4 0 0.49 0.40
GSP(100) 10 3.3 3.5 2.4 0 2.3 1.4 0 0.52 0.44
GSP(100) 20 3.5 3.7 2.5 0 2.5 14 0 0.56 0.47
GSP(100) 50 3.8 4.4 2.6 0 3.1 1.5 0 0.62 0.50
(All) Mean - 4.0 4.6 2.9 0 3.1 1.8 0 0.51 0.43
(All) Median - 4 4 3 0 3 2 0 0.51 0.43
(All) Max - 9 10 9 0 9 8 0 0.96 0.96

We now elaborate on the impact of the irrationality level of an instance on the choice mod-
els learned by GPT-based approaches. In particular, Table C.7 groups instances based on
ground-truth models and number of customer types used to generate the data. For each
group, we sort Halo-MNL and GSP instances by increasing levels of irrational interactions
and behaviors, respectively, in the ground-truth model. We then report, for each approach,
its maximum number of strictly ranked products, the maximum irrationality level of its cus-
tomer types, and the total probability of a customer being irrational. This, in particular,
corresponds to the sum of the probabilities of irrational customer types in the learned choice

model.

Confirming the results from [73], all approaches strictly rank only a relatively small number of
products on average, but are able to capture high order interactions when needed, by strictly
ranking up to 10 products in specific cases. Also, for the irrational approaches, i.e., GPT-I
and GPT-IC, both the maximum level of irrationality and the probability of a customer being
irrational seem to generally increase with the level of irrationality of the ground-truth model.
However, we note that on rational instances, GPT-I and GPT-IC still predict a customer

being irrational with a relatively high probability. While, as observed in Section 6.5.1.2,
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high number of irrational customer classes may still result in close-to-rational behavior at

the population level, this may justify the superior performance of GPT-R on such instances.

GPT-R 1.16

GPT-IC .- 123
GPT IIIIII- 151

Halo-MNL

2579

120.92

3
A

PCMC 7.46

dI

10 100
Computing time (s)

Figure C.1 Average Computing times (seconds) for the various approaches over all synthetic
instances.

We conclude this set of analysis by diving into the computational aspect of the GPT-
estimation procedure. In particular, as argued in Section 6.4.3, the computational cost one
has to pay for extending the algorithm from [73] to include irrational behaviors, stems from
the fact that splitting each node (i.e., behavior) of the search-tree results in |I(o)|- |P(0)| €
O(N?) new sub-behaviors, compared to the |I(o)| € O(N) ones of the rational case. How-
ever, as observed from Table C.7, the GPT procedure tends to discover customer types whose
number of strictly ranked products |P(c)| is rather small. In practice, this makes the discov-
ery of irrational behaviors computationally efficient. In this regard, we report in Figure C.1
the computing times of various approaches averaged over all synthetic instances, confirming

the computational effectiveness of GPT-based approaches.

C.4.2 Impact of the amount of available data on the Loss of Rationality

In this section we show that the Loss of rationality (LoR) can be influenced by factors other
than the presence of irrational consumer behaviors. In particular, Figure C.2 shows that
lower number of transactions available for training tend to lead to higher loss of rationality.
Indeed, many interactions that may appear as irrational for small number of transactions,
may be due to sampling noise and thus tend to disappear when more transactions become

available.

Another source of increase in the LoR of an instance stems from the number of unique
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Figure C.2 Impact of the number of transactions T (Left) and unique assortments M (Right)
available for training on the Loss of Rationality of instances.

assortments available for training. Indeed, consider the extreme case in which transactions
are available for only one assortment. Such data, clearly, can be perfectly fit by any choice
(or independent demand) model, since no substitution nor halo effects can be observed in
this case. Hence, its LoR will be zero. As the number of assortments increases, more patterns
of interactions among products become available, thus resulting in possibly complex choice
probability distributions that may contain irrational interactions as well. Datasets with many

training assortments are thus more likely to be associated with high LoR.

The two observations above shed light on the limitation of the LoR metric as a tool for model
selection, since no a priori consideration can be made about an “acceptable” level of LoR

beyond which one may consider to go beyond RUM.

C.4.3 Impact of the irrationality level of GSP customer types.

As observed in Section 6.4.3, generalized stochastic preferences with different irrationality
levels imply different types of interaction among products. We are thus interested in under-
standing how well each of the approach we implemented generalizes under different levels of
customer irrationality ¢,,,.. To this end, in Table C.8 we group GSP instances by the number
of customer types (in parenthesis) and maximum irrationality level i,,,, in the ground-truth
model. While particularly high levels of irrationality may not be very common in practice,
they allow us to analyze possible limitations of approaches, given the limited irrationality

assumption intrinsic to the GPT-procedure.

We start by noticing that, on average, both Halo-MNL and PCMC are outperformed by rank-
based approaches on this set of experiments. Also, as observed in Section 6.5.1.3, GPT-IC
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Table C.8 Test errors comparison on GSP instances grouped based on the irrationality level
of customer types in the ground-truth model. The metric reported is the average L1 error
per offer set

Instances tmaz LoR RB-R GPT-R GPT-I GPT-IC PCMC Halo-MNL
GSP(10) 1 0.0332 0.3131 0.2963 0.2601 0.2819 0.4824 0.6923
GSP(10) 5 0.0438 0.3414 0.3261 0.3145 0.3297 0.5208 0.7659
GSP(10) 9 0.0260 0.2436 0.2261 0.2351 0.2458  0.4177 0.6645

All (Mean) 0.0343 0.2994  0.2828 0.2699 0.2858 0.4736 0.7075
GSP(100) 1 0.0043 0.1903 0.1654 0.1630 0.1606 0.3052 0.2748
GSP(100) 5 0.0057 0.1939 0.1773 0.1808 0.1806  0.3307 0.3006
GSP(100) 9 0.0060 0.1798 0.1598 0.1665 0.1642  0.2933 0.2840

All (Mean) 0.0053 0.1830 0.1675 0.1701 0.1685  0.3098 0.2865
All (Mean) 0.0198 0.2437 0.2252 0.2200 0.2272  0.3917 0.4970
All (Median) 0.0057 0.2142 0.1898 0.1862 0.1918 0.3634 0.3796
All (Max) 0.2343 0.9454 0.7877 0.8087 0.7835 1.0035 1.5872

tends to dominate GPT-I on instances with several customer behaviors, while the opposite is
true for instances with less number of customer behaviors. On such instances, GPT-IC still
outperforms GPT-R for ,,,, of 1, confirming the fact that GPT-IC is more suited to capture

low-order interactions.

It is also interesting to note a decrease in the Loss of Rationality of instances generated
for i,mqe = 9 and, coherently, an improvement in the predictive accuracy of rational rank-
based methods on the same set of instances. Indeed, given an offer set S and a generalized
stochastic preference C(0%,9), it is often the case that |og | < i. We recall from Section
6.3 that, in such cases, the considered customer type leaves with no purchase. Intuitively,
such a behavior can be more easily approximated by a rational choice model imposing a high
probability mass on the no-purchase option. This also translates into predictions that are

more accurate on average than those obtained for smaller levels of irrationality ,,4:-

C.4.4 Impact of the type of positive interaction

We now investigate the difference in performance of the various approaches on Halo-MNL
instances with symmetric versus asymmetric product interactions. The former scenario aims
to represent the case of complementarity effects, where two products increase each other
attractiveness when present in the offer set. This is the case, for example, of pasta and
tomato sauce, or pancake mix and maple syrup. The latter aims to represent the decoy effect

(see Appendix C.1), where an item is included in the offer set for the purpose of making
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another item, perceived as much better, more attractive to the customer.

In Table C.9 we reports the test errors of the each approach on classes of instances grouped
by ground-truth model, number of customer types (in parenthesis), and the “Type” of inter-
action between items, i.e., Symmetric or Asymmetric ones. On average, GPT-IC is the best
performing approach among the implemented ones. In fact, as observed in Section 6.5.1.3,
the Halo-MNL choice model tends to need significant amount of data to well approximate
the data-generating model. We note that, even in the case of Halo-MNL instances with
one customer type, Halo-MNL seems to struggle for Asymmetric interactions in particular.
This is probably due to the fact that, given its N? parameters, Halo-MNL tends to recover
less sparse matrices of pairwise interactions, especially when only limited amount of data is

available.

Table C.9 Test errors comparison on GSP instances grouped based on the irrationality level
of customer types in the ground-truth model. The metric reported is the average L1 error
per offer set

Instances Type LoR  RB-R GPT-R GPT-I GPT-IC PCMC Halo-MNL
Halo-MNL(1)  Asymm. 0.0117 0.2293 0.2378 0.1851 0.1806 0.2533 0.2060
Halo-MNL(1)  Symm. 0.0229 0.3112  0.3207 0.2685 0.2643  0.3878 0.2337

All (Mean) 0.0173 0.2703  0.2792 0.2268 0.2224  0.3205 0.2199
Halo-MNL(10) Asymm. 0.0037 0.1508 0.1255 0.1125 0.1095 0.2145 0.1927
Halo-MNL(10) Symm. 0.0042 0.1643  0.1447 0.1291 0.1263 0.2568 0.2028

All (Mean) 0.0040 0.1575 0.1351 0.1208 0.1179 0.2357 0.1977
(All) Mean 0.0106 0.2139  0.2072 0.1738 0.1702 0.2781 0.2088
(All) Median 0.0031 0.1954  0.1839 0.1495 0.1432 0.2576 0.1943
(All) Max 0.1030 0.4963  0.5055 0.4790 0.4436 0.7093 0.9779

C.5 Proof of Observation 1

Observation 1 states the number of spurious positive interactions of an irrational partially-
|P(o)]-1
ranked preference sequence C(P(0),I(0),4). can be as high as Y (131)
j=ie1
For illustrative purpose, note here that the strictly ranked preference list of C'(P(0), (o), 1)
is a sequence (o71(1),07%2),...,07Y(|P(0)])), where o=!(r) denotes the item ranked at

position 7 in P(o).

Depending on the offer set, any item in P(o) (except for the i — 1 first items, which will never
be chosen due to irrationality level ) may be positively influenced by items ranked higher in

P(o). Summing over all items in P(¢) that may be subject to spurious positive interactions,
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|P(o)]
we have a total of > SI, possible spurious positive interactions in C(P(c), I(0),%), where

ST, is the number of_possible spurious interactions for item o~!(r), ranked at position r.

Further, an item o~!(r), ranked at position r can be positively influenced by degree i in a
given offer set S only when exactly i — 1 of all items that have ranks smaller than r (i.e.,
(c71(1),071(2),...,07(r—1))) are present in offer set S. Among those r—1 items, there are

exactly (’;:%) combinations how to select  — 1 items. We therefore can compute ST, = (::11)
|P()

The result follows as the total number of possible spurious positive interactions is Y (::11)
r=t

O
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APPENDIX D FURTHER DISCUSSIONS

D.1 Example of fully-ranked representation for a partially-ranked behavior.

Expanding on our discussion in Appendix B.1.1, we provide in Table D.1 an example reporting
the twelve fully-ranked preferences needed to represent the partially-ranked preference o, =
((1, 2,3),{4,5,6, 7}), with four items in the indifference set.

Table D.1 Fully-ranked representation of a partially-ranked preference with four items in the
indifference set.

O Fully-ranked representation

1 1 1 1 1 1 1 1 1 1 1 1 1

P(o,.) 2 2 2 2 2 2 2 2 2 2 2 2 2
3 3 3 3 3 3 3 3 3 3 3 3 3

4 4 4 5 5 5 6 6 6 7 7 7

5 6 7 4 6 7 4 5 7 4 5 6

oe) {45.6,7} 6 5 5 7 4 4 7 7 4 6 6 5
7 7 6 6 7 6 5 4 5 5 4 4

A 1 0.083 0.083 0.083 0.083 0.083 0.083 0.083 0.083 0.083 0.083 0.083 0.083
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