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Abstract

Cardiac implantable electronic devices (CIED) are vulnerable to radio frequency (RF) cyber-attacks. Besides, CIED commu-
nicate with medical equipment whose telemetry capabilities and IP connectivity are creating new entry points that may be
used by attackers. Therefore, it remains crucial to perform a cybersecurity risk assessment of CIED and the systems they rely
on to determine the gravity of threats, address the riskiest ones on a priority basis, and develop effective risk management
plans. In this study, we carry out such risk assessment according to the ISO/IEC 27005 standard and the NIST SP 800-30
guide. We employed a threat-oriented analytical approach and divided the analysis into three parts, an actor-based analysis
to determine the impact of the attacks, a scenario-based analysis to measure the probability of occurrence of threats, and a
combined analysis to identify the riskiest attack outcomes. The results show that vulnerabilities on the RF interface of CIED
represent an acceptable risk, whereas the network and Internet connectivity of the systems they rely on represent an important
potential risk. Further analysis reveals that the damages of these cyber-attacks could spread further to affect manufacturers
through intellectual property theft or physicians by affecting their reputation.

Keywords Cardiac implantable electronic device · CIED · Cybersecurity · Cyber-attack · Attack vector · Attack scenario ·

Threat-oriented analysis · Risk assessment

1 Introduction

Cardiac implantable electronic devices (CIED) have evolved
from single-chamber pacing devices to resynchronization
and defibrillation within the same device [1]. Modern CIED
now include numerous functionalities being integrated into
a single device, which has contributed to an increase in
the number of implanted devices [2,3]. Besides, the use of
telemetry-enabled CIED is increasing at the detriment of
older models with no wireless communication capabilities
[4,5], due to the significant advantages it brings to patient
care [6,7]. For the remainder of this article, the acronym
CIED will refer only to telemetry-enabled CIED.

CIED depend on a set of external systems to diagnose,
monitor, and adjust patient therapy. These systems are: the
External programmer used in the hospital, the Home monitor

B Mikaëla Ngamboé
mikaela-stephanie-2.ngamboe-mvogo@polymtl.ca

1 École Polytechnique de Montréal, Montréal, QC, Canada

2 Montréal Heart Institute, Université de Montréal, Montréal,
QC, Canada

present at the patient’s home, Databases housed either in the
cloud or in servers located in the CIED manufacturer’s net-
work, and medical Web applications. Health professionals
rely on the external programmer to obtain the programmed
parameters of the patient, to adjust the desired therapies
or to check the correct operation of the CIED [4,5]. The
home monitor is used to periodically collect the data stored
in the CIED and send them to a database. Thus, medi-
cal staff can access a patient’s health information through
a medical Web application, operated either by the CIED
manufacturer or by a separate cloud service provider [6–
8]. CIED communicate with the external programmer and
the home-monitoring device via radio frequency (RF) sig-
nals transmitted in the Medical Implants Communication
Services band (MICS 402-405 Mhz) [2,9–12], whereas they
interact with the databases and the Web applications through
the home-monitoring device and Internet protocol (IP) con-
nectivity [6–8].

As evidenced by previous work, CIED are vulnerable to
cyber-attacks that use their RF interfaces to communicate
with the devices [13,14]. This is also true for non-telemetry-
enabled CIED, but telemetry introduces additional vectors
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of cyber-attacks that can include manipulation of the home
monitor, interception of transmissions from the home moni-
tor to the cloud and the physician’s station, and manipulation
of the database [15,16]. Proof of the increased concern of
cyber-attacks on CIED was given by the recall of almost half
a million CIED by the Food and Drug Administration (FDA)
in August 2017. According to the FDA, the aforementioned
devices were vulnerable to unauthorized access, allowing
a malicious person to reprogram them using commercially
available equipment [17]. However, no such attacks have
been reported. While we know it would be technically possi-
ble to conduct such an attack in the controlled environment
of a research laboratory [13–15], it remains to be determined
how viable such an attack would be on an actual target in
the real world. This is precisely our research question: What
are the real-life risks of cyber-attack onto telemetry-enabled
CIED and the systems they depend on?

In this study, we carry out a realistic risk assessment of
such attacks, with regards to actual impact these problems
pose in terms of health, economy, quality of life, and pri-
vacy of the affected parties. The scope of our assessment is
limited to the CIED and the systems on which they depend,
i.e., the external programmer, the home monitor, the storage
database to which the home monitor sends the data trans-
mitted by the CIED, and the medical Web application that
accesses this database. The risk is assessed under the guide-
lines of the ISO/IEC 27005 standard jointly developed by
the International Organization for Standardization (ISO) and
the International Electrotechnical Commission (IEC) [18].
ISO/IEC 27005 defines the guidelines to be followed when
managing the risks related to the security of information.
Indeed, we start by identifying threats, then analyze, and
finally assess them. We identify the threats through a liter-
ature review of potential cyber-threat sources (i.e., actors)
and vulnerabilities affecting the systems under study. Risk
is analyzed by performing the task on the National Insti-
tute of Standards and Technology (NIST) Special Publication
800-30 [19], a guide for conducting risk analysis. We used
a threat-oriented analytical approach and divided our analy-
sis into three parts: first, an actor-based analysis to determine
the impact of the attacks; second, a scenario-based analysis to
measure the probability of the threats; and third, a combined
risk analysis to calculate the risk value associated with each
threat. For the risk assessment, we classify the risk according
to four levels of severity (unacceptable, undesirable, accept-
able, and negligible) and then propose a risk management
strategy (refuse, manage, and accept) for each level.

Our motivation to conduct this research is based on the
need to understand the real scope of the problem. After the
FDA statement was released, patients began to massively call
their cardiologists to get an explanation about these poten-
tial failures and to what extent they were in danger. It is at
times difficult for physicians to answer them, since cyber-

security is not their field of expertise and because there is
little information about the clinical impact of the exploita-
tion of the vulnerabilities found. This is why we believe that
such a “reality check” is necessary, as the real scope of the
problem is not clear at all. By determining the scope of the
problem, we contribute to (1) extend the knowledge of the
threats affecting CIED, (2) provide guidance on which threats
should be addressed in priority, and consequently (3) provide
to the organizations potentially interested in this kind of risk
assessment a basis from where to start, e.g., health regulation
agencies, device manufacturer, health practitioners, etc.

2 Methodology

2.1 Aim of the risk assessment methodology

The number of implantable medical devices (IMD) that rely
on Information and Communications Technology (ICT) to
ensure patients therapy, diagnosis, or follow-up is increas-
ing. However, unlike traditional ICT systems (computers,
servers, networks, etc.), relatively little attention has been
given to practical risk assessment studies on IMD. Indeed,
even though the first vulnerabilities in IMD were found in
2008, it is only in 2015 that the first IMD cybersecurity risk
assessments [20] appear in the literature. Since then, few
cybersecurity risk assessment methodologies tailored specif-
ically for IMD have been proposed and, as we will discuss
in Sect. 6, continue to present important limitations in terms
of assessment of real-world impact and threats.

In this work, we propose a method for assessing the cyber-
security risk incurred by CIED, a subcategory of IMD. Our
method can be used to guide organizations interested in con-
ducting risk assessments of CIED and can be extended to
other IMD.

2.2 Definitions

We define here the cybersecurity and risk assessment terms
used in this article.
Actor A person or organization that violates the integrity,
privacy, or confidentiality of a computer system’s data to
obtain a benefit.
Impact Quantification of an attack’s effect or consequence
on the target or victim.
Victim A person or organization that is the subject of a com-
puter attack.
Attack goal Final effect desired by the actor, resulting in a
negative impact on the target system or victim.
Scenario Set of actions carried out by the actor to achieve his
attack goal.
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Fig. 1 NIST Special Publication 800-30 tasks to conduct risk analysis

Fig. 2 Methodology

Threat A combination of a person with deliberate intent
(actor) committing acts in particular fashion (scenario),
resulting in a negative consequence (impact).
Vulnerability A design, manufacturing, or programming flaw
in a system that may offer the opportunity to conduct an attack
on it.
Attack vector Subset of vulnerabilities for which there is a
demonstrated attack method by which the vulnerability is
employed (exploited) by the actor to reach its final goal or
an intermediate goal toward it (e.g., gaining access).
Exploit Subset of attack vectors related to software vulnera-
bilities.
Probability Likelihood that a particular threat (a given actor
successfully reaching an attack goal through a given sce-
nario) be materialized during a given period of time.
Risk Quantification of a threat (Risk = Impact∗Probability).

2.3 Risk assessment methodology

The risk assessment has been performed according to the
ISO/IEC 27005 standard for information security risk man-
agement. Indeed, potential threats (actors and scenarios) are
identified, then their impact and probability of occurrence are
analyzed, and finally, the risk is assessed based on a severity
rating. Our analytical method is threat-oriented which means

that it “starts with the identification of threat sources and
threat events, and focuses on the development of threat sce-
narios; vulnerabilities are identified in the context of threats,
and for adversarial threats, impacts are identified based on
adversary intent” [19]. We have chosen this approach because
it meets our objective of determining the severity of threats,
i.e., actor–scenario pairs. Furthermore, the ISO/IEC 27005
standard gives guidelines but does not specify the exact way
to conduct a risk analysis. For this purpose, we employed the
Special Publication 800-30, a guide developed by the NIST
for conducting risk analysis. This guide contains the tasks to
be performed when conducting a risk analysis (Fig. 1), we
have adapted these tasks to our needs and divided the analysis
into three steps (Fig. 2):

Step 1. Actor-based risk analysis In this phase, we aim
to determine and quantify the impact of attacks on the
CIED ecosystem. To do this, we first identify potential
actors that would be interested in attacking the CIED
ecosystem. Then, we determine their likely attack goals
and from there we quantify the impact on the victim of
the successful accomplishment of such attack goals. We
do this separately according to four different categories
of impact: health, monetary, quality of life, and privacy.
We measure the impact on health by applying the Hayes
classification approach [21] that was introduced to clas-
sify the impact of different levels of clinically significant
electromagnetic interference with pacemakers. The mon-
etary, quality of life, and privacy impacts are measured
using the Fair Information Practice Principles 199 (FIPPS
199) [22] from NIST. The FIPPS 199 is a standard for
assessing the security of information systems. The impact
is quantified according to a four-level scale described in
Table 1 and discussed in more detail in Sect. 3.3.
Step 2. Scenario-based risk analysis Here, we estimate
the probability of occurrence of various threats. We start
by identifying attack vectors, i.e., exploitable vulnera-
bilities, associated with CIED. We found those attacks
vectors on the literature [13–15,23], the ICS-CERT
advisories [24–26], the National Vulnerability Database
(NVD) maintained by the NIST, and the Common Vul-
nerabilities and Exposure (CVE) database maintained by
the Mitre Corporation [27–34] . Next, we describe how
these attack vectors can be strung together into a series
of actions, i.e., attack scenarios, that lead to the achieve-
ment of the attack goals (determined in Step 1). Once
this is done, we calculate for each threat, i.e., each (actor,
scenario) pair, its probability of occurrence according to
the formula

P = c ∗ o ∗ m (1)
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where c, o, and m represent, respectively, an assessment
of the actor’s capacity, opportunity, and motivation to
conduct the attack scenario described. More precisely,
capacity takes into consideration the technical complex-
ity of the attack scenario and the technical and material
resources available to the actors to carry it out. The oppor-
tunity represents the actor’s chances of having physical
or network access to the target and being there at the
right time to exploit an attack vector and conduct subse-
quent scenario actions. Finally, motivation captures the
inherent likelihood that the actor will put the resources
in place and attempt to conduct the attack scenario given
what he stands to gain from successful accomplishment
of the attack goal.
Step 3. Combined risk assessment In this last step, we
calculate the overall risk associated with each attack sce-
nario based on the most likely actor.

R = I ∗ PMAX (2)

where I is the impact calculated from Step 1 and PMAX is
the maximum actor probability for each attack scenario,
as determined in Step 2.

3 Actor-based analysis

3.1 Potential actors

To our knowledge, apart from some laboratory experiments
and proofs of concept, no real attacks have taken place against
CIED or the devices they depend on. Therefore, the groups
of actors (i.e., attackers) who could exploit these devices
for malicious purposes have not yet been fully identified.
Aware that CIED are cyber-physical systems involving IT
and physical aspects, both aspects should be considered
when discerning who the actors could be. Until now, cyber-
attackers have exploited IT systems to make money, obtain
information, conduct sabotage activities, or create disinfor-
mation and degrade confidence in governments and other
kinds of subversive political actions. However, in the case
of cyber-physical systems in general, and IMD in particu-
lar (including CIED), we should consider another type of
motivation, namely the possibility of physically harming
individuals by leveraging the hardware component of the
devices. In this line of thought, we can distinguish two cate-
gories of actors. On the one hand, we consider the traditional
cyber threat actors defined by the ICS-CERT, for which the
targets are the IT systems. On the other hand, we have those
hackers that may have been hired by assassins or directly by
those having a motivation to inflict harm or even a particular
victim; we refer to this (combined) threat actor as assassins

for hire.

Concerning threats on traditional IT infrastructure, experts
in cybersecurity have developed a good understanding of
threat actors, including their typical behavior and attack
methods. This has led to some capacity in predicting and
thwarting some of their actions. The study, analysis, and
reproduction of the various modalities of computer attacks
that have been perpetrated in the past and are still being perpe-
trated today have contributed to this situation. However, this
is not the case of assassins for hire in the context of CIED,
which to this date remains a possibility that has not yet been
materialized. Consequently, there have been few attempts to
evaluate the risk that this possibility represents given the lack
of evidence of real attacks. Nonetheless, the proliferation of
cyber-physical systems and particularly those used for ther-
apeutic purposes makes it necessary to conduct such studies.

The ICS-CERT has characterized a cyber threat source

as “persons who attempt unauthorized access to a control
system device and/or network using a data communications
pathway” [35]. It further classifies this threat source into four
groups (A1 through A4):

A1. Cybercriminals groups This includes traditional cyber-
criminals groups that use compromised computer sys-
tems to commit identity theft and online fraud of
various kinds, mostly for monetary gain.

A2. Industrial spies Organizations that use computer tools
to illegally acquire intellectual property, know-how,
trade, and commercial secrets, or other kinds of corpo-
rate confidential information. This kind of espionage
occurs between competing corporations, for economic
reasons.

A3. Foreign Intelligence Agencies Foreign state-based orga-
nizations that use computer tools to acquire sensitive
information on opposing states, corporations, or indi-
viduals, or otherwise influence their actions.

A4. Terrorist groups Organizations seeking to create public
disorder or sow national terror, by committing destruc-
tive violent acts.

While this taxonomy of cyber threat sources was introduced
for traditional threats to purely IT infrastructure, we nonethe-
less proposed to use it in the context of cyber threats against
the CIED ecosystem as well, since this ecosystem is com-
posed of both IT elements and of cyber physical systems that
have an IT component.

Nonetheless, this taxonomy is not complete in the context
of threats against IMD. As we discussed above, the possibility
of inducing harm or even death motivates the addition of
a new threat group, i.e., assassins for hire. In coming up
with a profile for these assassins for hire, it is necessary to
analyze simultaneously those who execute the attack (the
assassin and the hacker, which might be the same person)
and those who hire their services (the client). We will start
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Table 1 Impact levels

Type Level Description of the impact Victim

Health 1 Minor harm Patient

2 Significant harm not involving life-threatening injuries

3 Severe harm that involve life-threatening injuries

4 Catastrophic harm that involve loss of life

Monetary 1 Minor monetary loss Manufacturer

2 Significant monetary loss Health center

3 Severe monetary loss

4 Catastrophic monetary loss

Quality of life 1 Minor damage on quality of life Patient

2 Significant damage on quality of life

3 Severe damage on quality of life

4 Catastrophic damage on quality of life

Privacy 1 Minor damage on privacy if information disclosure Patient

2 Significant damage on privacy if information disclosure Manufacturer

3 Severe damage on privacy if information disclosure Health center

4 Catastrophic damage on privacy if information disclosure

with the client. We suppose that he is a person with elevated
economic means and high motives to hire an assassin. His
motives can be varied: passional, ideological, economic, etc.
As far as the hacker is concerned, we suppose that he is an
experienced person, highly competent and that he enjoys a
certain prestige in his sector. He executes the crime for purely
economic reasons and accepts those contracts he knows he
can carry out successfully since success is what makes his
prestige.

A5. Assassin for hire a assassin/hacker hired by a third
party to harm the life of an individual. He maliciously
exploits cyber physical systems for economic reward.

Considering the likely objectives [36] and motivations
[35] of these actors, we maintained the five kinds of attack
goals (G1 through G5) described herein.

3.2 Attack goals

3.2.1 G1: Access patient’s sensitive data

CIED ecosystem devices are an attractive target because
they constitute a rich source of information for several types
of actors. Beyond medical data, they store other types of
information such as email addresses, residence addresses,
telephone numbers, and social security numbers. On the one
hand, intelligence services (A3) and terrorist groups (A4)
would be interested in having this information because it
would allow them to attain their ultimate goal (surveillance,
assassination, etc.). On the other hand, cybercriminal groups

(A1) would be interested to leverage this information to
obtain monetary gain since the medical data of individuals
are highly valued in the black market [37–40]. Their clients
could be, for example, insurance companies (medical or auto-
motive) that may use this information to assess the cost of
insurance premiums or simply refuse coverage.

3.2.2 G2: Gain knowledge of device operation and software

There is significant competition between medical device
manufacturers because of its high profit margins and high
barriers to entry in the market [41,42]. Accordingly, CIED
ecosystem devices could be a target for industrial spies (A2)
aiming to obtain intellectual property on device design, soft-
ware, and other kinds of engineering details. Subsequently,
such information could be sold to competing medical device
manufacturers or possibly to counterfeit medical device
manufacturers in less regulated countries (similarly to the
production of counterfeit or generic pharmaceutical prod-
ucts). Furthermore, this information is also valuable for
criminal groups (A1), intelligence services (A3), and terrorist
groups (A4) because it allows them to undertake attacks by
maliciously exploiting the device characteristics or operating
mode.

3.2.3 G3: Induce medical staff to make errors

Health is one of the main factors of concern for individuals.
Hospitals and their personnel are highly valued in society
because individuals trust them [43–46]. Some attackers may
be interested in damaging the reputation of health centers or
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professionals to sow distrust and fear in the society. These
could include foreign intelligence services (A3), terrorist
groups (A4), or even cybercriminal groups (A1). Besides,
foreign intelligence services (A3), terrorist groups (A4), and
assassins for hire (A5) could be interested in harming a par-
ticular, targeted person. Thus, inducing medical staff to make
errors not only would they be achieving their goal, but they
would also be evading the responsibilities of their actions by
making their interference less detectable

3.2.4 G4: Alter device behavior to endanger patient

This constitutes the most potentially worrisome outcome of
the cyber-attack against the CIED ecosystem. Indeed, by
changing the device settings so that it has an unexpected
or dangerous behavior, actors could seriously endanger a
patient’s life. It is conceivable that foreign intelligence ser-
vices (A3), terrorist groups (A4), and assassins for hire (A5)
targeting particular high-value or highly visible individuals
might be motivated to use this kind of attack for assassina-
tions or as a form of extortion or ransom.

3.2.5 G5: Alter device behavior to decrease quality of life

For the same reasons described above, intelligence services
(A3) and terrorist groups (A4) could be motivated to use sim-
ilar methods to accomplish non-lethal disruptive effects on
patients by forcing them to repeatedly visit the clinic due
to device malfunction, generate false alarms, or otherwise
tampering with device configuration. Beyond serious harm,
such disruptions could be used to undermine the confidence
of the population on health providers, device manufacturers,
or create panic and terror (A3 and A4). The possibility should
also be considered that cybercriminals (A1) migrate from tra-
ditional forms of IT-based extortion, such as file-encrypting
ransomware, to medical device-based extortion, e.g., by lock-
ing out access by health practitioners to a patient’s CIED and
demanding a ransom to restore it.

In summary, the vulnerability of the CIED ecosystem to
cyber-attacks is a matter of concern not only for patients but
also for other groups such as health practitioners, medical
device manufacturers, and government in general.

3.3 Impact of attack goals

Independently of the various actors’ goals and motivations,
these attacks will have an impact on the victim, whether the
patients themselves or those other groups affected. In order
to account for the various types of consequences that these
attacks could have on them, we measure impact according
to four separate aspects: health (H), monetary (M), privacy
(P), and quality of life (QL). We chose these four factors
because affecting them negatively aligns precisely with the

attack goals we have previously discussed in Sect. 3.2. Fur-
thermore, by separating our analysis for these factors, we aim
to support different agendas and objectives of those organi-
zations potentially interested in this kind of risk assessment,
e.g., health regulation agencies, device manufacturers, health
practitioners, etc. The impact scale ranges from 1 to 4, with 4
being the highest impact level (most severe). The description
of the impact levels is given in Table 1, and the summary of
the analysis is presented in Table 2. The explanation of the
impact analysis by attack goal follows.

G1 (P) While confidential, the information disclosed would
not have severe consequences (except maybe in terms
of insurability) and is likely to exist in other or be other-
wise available to actors through other sources or other
more traditional forms of cyber-attacks no related to
CIED. (M) The disclosure of this information may be
grounds for legal action against the hospital and the
manufacturer.

G2 (M) The medical device industry is very profitable, and
competition between manufacturers is fierce. Losses
due to intellectual property theft could reach tens of
millions of dollars.

G3 (H) We consider the worst-case scenario: the dependent
patient (i.e., one that cannot survive without the device)
for whom the doctor does not make the appropriate
diagnosis potentially leading to loss of life. (M) The
doctor and hospital could face severe penalties. (QL)
The patient’s quality of life would be affected if G3 is
achieved.

G4 (H) Worst-case scenario, death of dependent patients.
(M) In the event of a legal action, the company
could face significant economic penalties. Moreover,
the manufacturer could lose market share or have its
devices removed from the market by regulators.

G5 (M) The equipment could be removed from the market,
causing economic losses to the company. (QL) The
patient would feel a temporary discomfort.

4 Scenario-based risk analysis

4.1 Vulnerabilities

We now inventory the vulnerabilities (Vi ) affecting the CIED
ecosystem. We have harvested this information from several
sources, including ICS-CERT advisories, the NVD main-
tained by the NIST, the CVE database maintained by the
Mitre Corporation and previous research in this area [13–
15,23]. We separated the vulnerabilities in three groups,
depending on what devices they affect, with some of them
applicable to more than one type of device (i.e., V9, V10). We
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Table 2 Impact results by
attack goal

Attacks goal H M QL P

G1 Access patient’s sensitive data – 1 – 2

G2 Gain knowledge of device operation and software – 4 – –

G3 Induce medical staff to make errors 4 3 1 –

G4 Alter device behavior to endanger patient 4 3 – –

G5 Alter device behavior to decrease quality of life – 2 2 –

have inventoried 15 vulnerabilities, enumerated in Table 3; a
more detailed explanation of the vulnerabilities can be found
in “Appendix B.”

4.2 Attack scenarios

Once we have identified who the actors are and what they
are trying to achieve (attack goals), we are now interested
in the strategy that it is going to be used by them, i.e., how
will they exploit the vulnerabilities of the CIED ecosystem to
achieve their goals? Thus, as illustrated in Table 4, an attack
goal can be achieved through different scenarios. As defined
in Sect. 2.2, an attack scenario is the sequence of events that
must occur for the attack to take place.

It can be noticed that the same scenario can serve to
achieve different attack goals. Since a threat is a pair (actor,
scenario) and the actors can vary from one attack goal to the
next, we carried out the scenario-based risk analysis by attack
goals. The explanation of the scenarios of each attack goal
follows. For a more extensive description of the sequence
of events leading to the achievement of the attack scenarios,
refer to C.

4.2.1 G1: Access patient’s sensitive data

There are at least three ways to acquire patient’s medical
data: performing a radio attack (S1, S2) on the incoming RF
communication between the CIED and the external devices
(monitor, programmer), getting unauthorized physical access
to the monitor contents (S3) or performing a network attack
on the monitor (S4).

Executing the radio attacks described in Scenarios S1 and
S2 requires the actor to have specialized materials and soft-
ware, namely an software-defined radio (SDR), an antenna,
and a radio signal processing software (e.g., GNURadio,
HackRF, etc.). Once this requirement has been met, the actor
must go either to the patient’s home (S1) or to the hospi-
tal (S2), place himself at a distance relatively close to the
CIED, configure its antenna in reception mode, tune it to the
transmission frequency of the CIED then, record the signals
emitted by the latter, and read the patient’s medical data by
exploiting the CIED unencrypted data storage and transmis-
sion vulnerability (V3).

The physical attack of Scenario S3 also requires the actor
to have specialized equipment. An in-debugger-circuit, a
debugger IDLE, and a pirate bus (or an F to F jumper wire)
are needed. Since the monitor is the targeted device, the actor
must go to the patient home and then connect to the device’s
debugging interfaces employing the pirate bus (or the F to
F jumper wire). After that, he must use the in-debugger-
circuit along with the debugger IDLE to access the monitor’s
memory content. Consequently, the actor must exploit the
following three vulnerabilities of the monitor: exploiting
debugging interfaces (V10), server hardcoded authentication
credentials (V13), and hardcoded server parameters (V14).

The monitor is once again the target device in Scenario
S4. Here, the network attack proposed relies on installing a
backdoor on the device. In this case, the actor must know
beforehand the day when an update will take place. Once
done, he must approach the patient’s home then, access the
patient’s private network, and achieve a man-in-the-middle
attack exploiting the monitor’s remote firmware update ses-
sion (V15). At that point, the actor must swap the updated
firmware for a backdoor. Thus, he will be able to access the
target at any later time employing the backdoor.

4.2.2 G2: Gain knowledge of device operation and software

G2 can be achieved by performing network attacks on the
external devices (S4, S6, S7, or S8), launching a Web attack on
the programmer software deployment network server (S5), or
getting unauthorized physical access to the external devices
(S9, S10). In the last case, we will talk about a physical attack
on the external devices.

For the network attacks of Scenarios S4, S6, S7, and S8,
the actor must either go to the patient’s home (S4, S7) or the
hospital (S6, S8). Note that for Scenarios S4 and S7, this must
occur the day of an update of the monitor and the program-
mer, respectively. Once on the crime scene, the actor should
access either the targeted device network (S7, S8) or the com-
munication channel established between the communicating
parties (S4, S6). In the last case, the communicating parties
are the external device and the Web server of the entity in
charge of the updates. Thus, once in the external device net-
work the actor should either connect himself to the USB port
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Table 3 List of vulnerabilities

Vulnerability description

CIED

V1 Weak authentication algorithms

V2 Boundless telemetry session duration

V3 Unencrypted data storage and transmission

V4 Lack of command whitelisting techniques

Programmer

V5 Unencrypted hardcoded authentication credentials

V6 Software directory path traversal

V7 Improper restriction of communication channel

V8 Unprotected removable media/hard drives

V9 Unprotected USB serial port connections

V10 Exploiting embedded debugging interfaces (Joint Test Action Group (JTAG) and Universal Asynchronous Receiver–Transmitter (UART))

Monitor

V9 Unprotected USB serial port connections

V10 Exploiting embedded debugging interfaces (JTAG and UART)

V11 OS hardcoded authentication credentials

V12 Exposed dangerous methods or functions

V13 Server hardcoded authentication credentials

V14 Hardcoded server parameters

V15 Exploiting remote firmware update

1
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Table 4 Attack scenarios

Attack goal Scenario Scenario description Method

G1 S1 CIED-Monitor communication
interception

Intercepting RF signals with an SDR

S2 CIED-Programmer communication
interception

Intercepting RF signals with an SDR

S3 Extraction of health data stored into the
monitor

Connecting to the debugging ports

S4 Insertion of a backdoor (malware) into the
monitor

Performing MITM attack during a
firmware update session

G2 S4 Insertion of a backdoor (malware) into the
monitor

Performing a MITM attack during a
firmware update session

S5 Extraction of the programmer’s system
data from the device’s SW deployment
network server

Sending a malicious http request to the
server

S6 Extraction of the programmer’s system
data

Accessing the device through an update
session communication channel

S7 Reading/extraction of the monitor file
system

Accessing the device USB port

S8 Reading/extraction of the programmer file
system

Accessing the device USB port

S9 Reading/extraction of the programmer
system data

Removing the media device hard drive

S10 Reading/extraction of the monitor OS
information

Connecting to the debugging ports

G3 S11 Insertion of a malware that produces
programmer reading errors

Performing a MITM attack during an
update session

S12 Introduction of calibration errors into the
CIED microprocessor (through malware
insertion or sending inappropriate
commands)

Sending RF commands with an SDR

S13 Insertion of a malware that produces
programmer reading errors

Using the device USB port

G4 S11 Insertion of a malware that ignores
programmer therapy settings

Performing a MITM attack during an
update session

S11 Insertion of a malware that makes
programmer apply a predefined
dangerous treatment

Performing a MITM attack during update
session

S11 Insertion of a backdoor (malware) into the
programmer

Performing a MITM attack during a
session update

S12 Modification of the CIED section of RAM
containing the therapy code to be
applied to the patient

Sending RF unauthorized commands with
an SDR

G5 S10 Disable the periodic data transmission
from the monitor

Connecting to the debugging ports

S11 Insertion of a malware that produces
programmer’s reading errors

Performing a MITM attack during an
update session

S14 Maintain a CIED’s telemetry session
indefinitely open

Sending RF commands with an SDR
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and acquire the file system (S7, S8) or have direct access to
the devices and therefore to the data (S4, S6).

In Scenario S5, the actor must find the URL from which
the programmer update application retrieves files from the
server of the software deployment network. Once this is done,
he modifies the URL with commands and Web server escape
code. After that, he sends this URL to the Web server through
a Web request. Thus, if the attack is successful, the actor will
be able to extract the desired files.

We can thus observe that the attacks set up in the above-
mentioned scenarios fall into the category of cyber steal
attacks as defined in the taxonomy AICan (Availability
Integrity Confidentiality anomalies) [47].

Getting unauthorized physical access to the external
devices (S9 and S10) is another means to achieve G2. On
Scenario S9, the extraction of the programmer hard drive is
required. Thus, the actor should go to the hospital and remove
it. As far as Scenario S10 is concerned, the attack is on the
monitor, that is to say that the crime scene is the patient’s
home. The sequence of events of this scenario is that of S3

except that two events are added, namely (1) connect to the
debug port of the operating system and then (2) authenticate
using the credentials that will have been previously acquired
by performing the same actions as in S3.

4.2.3 G3: Induce medical staff to make diagnostic errors

G3 can be achieved by three kinds of attacks: a network attack
on the programmer (S11), a radio attack on the CIED (S12),
or physical attacks on the programmer (S13). The sequence
of events for Scenario S11 is practically the same as that
for Scenario S4. What differentiates both scenarios is the
target device. In S4, it is the monitor, while in S11, it is the
programmer. Thus, the only difference between S11 and S4

stems from the first event, that in the case of S11 is happening
in the patient’s home.

Scenario S12 is completely similar to Scenarios S1 and S2.
The only change is the actor’s behavior. Indeed, in Scenarios
S1 and S2 he intercepts data; he is a passive actor. In Scenario
S12, however, he transmits data; thus, he is an active actor.
The events in Scenario S12 are otherwise practically the same
as in S1 and S2. We say practically because first, a new event
is added. That is the transmission of data. Second, one of the
events of S1 and S2 is modified. We saw for the G1 scenario
the actor would have to configure his antenna in reception
mode to intercept the data, while in S12 it will have to put in
transmission mode.

In Scenario S13, a network attack is performed on the
programmer. The actor’s purpose here is to introduce a cal-
ibration error on the device, by inserting a malware through
the device’s USB port connection. To do so, he goes to the
patient’s home, accesses the patient’s network, scans the
network ports to find the one that corresponds to the USB

connection, and then sends the malware through the afore-
mentioned port. As can be noticed, the sequence of events
for Scenario S13 is quite similar to that of Scenario S8. The
difference between both is the last event which in Scenario
S8 is accessing the device file system, while in Scenario S13

it is sending the malware.

4.2.4 G4: Alter device behavior to endanger patient

G4 is achievable by perpetrating network attacks on the
programmer (S11). These attacks can take several forms as
detailed in Table 4. Indeed, the actor can implement these
scenarios to send malicious code that ignores the therapy set-
tings set by the practitioners, or introduces a calibration error
into the device, or allows him to access the device through a
backdoor. Performing a radio attack against the CIED (S12) is
another way to accomplish the Goal G4. The actor’s purpose
here will be to modify the device’s RAM section containing
the therapy code to be applied to the patient. As those sce-
narios have already been appearing in the attack goal G3, the
event sequence will be the same.

4.2.5 G5: Alter device behavior to decrease quality of life

Three kinds of attacks can be carried out to achieve attack
Goal G5. The first one, S10, consists of perpetrating a physical
attack on the monitor to disable the device’s periodic data
transmission. The second one, S11, relies on the execution
of a network attack on the programmer. The actor introduces
a calibration error on the device by inserting malware. The
third one, S14, is a radio attack on the CIED. The goal will
be to maintain a wireless communication session indefinitely
open by sending RF wake-up commands. The event sequence
is similar to that of Goal G4.

4.3 Probabilities of occurrence

As defined in Sect. 2.2, the probability of occurrence (Pr )
represents the chance that a given threat (actor–scenario
pair) materializes. In other words, it is the likelihood that
an actor achieves an attack scenario with success. By suc-
cess, we mean the achievement of the attack’s goal or what
is the same, the engendering of a specific impact on the vic-
tim. We calculate the probability by threat. That is, for each
actor of each scenario. As explained in the Methodology sec-
tion (Sect. 2.3), Pr is calculated (1) as the multiplication of
the three actors attributes: capacity (c), opportunity (o), and
motivation (m). The c, o, and m values vary from 1 to 4,
with 4 corresponding to a higher likelihood. In the following
paragraphs, we justify the rates assigned to c, o, and m for
each threat, with the overall Pr values given in Table 5.
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Table 5 Probability of occurrence of identified threats

Attack goal Scenario Actor c o m Pr

G1 S1 A3 3 2 2 12

A4 3 1 1 3

S2 A3 3 2 2 12

A4 3 2 1 6

S3 A3 2 2 2 8

A4 1 1 1 1

S4 A3 4 2 2 24

A4 3 1 1 3

G2 S4 A1 4 1 2 8

A2 4 2 4 32

A3 4 2 3 24

A4 3 1 3 9

S5 A1 4 3 2 24

A2 4 3 4 48

A3 4 3 3 36

A4 3 3 3 27

S6 A1 4 1 2 8

A2 4 2 4 32

A3 4 2 3 24

A4 3 1 3 9

S7 A1 4 2 2 16

A2 4 3 4 48

A3 4 3 3 36

A4 3 2 3 12

S8 A1 4 3 2 24

A2 4 3 4 48

A3 4 3 3 36

A4 3 3 3 27

S9 A1 4 1 1 4

A2 4 2 1 8

A3 4 2 1 8

A4 4 1 1 4

S10 A1 1 1 1 1

A2 2 2 1 4

A3 2 2 1 4

A4 1 1 1 1

4.3.1 Attack goal G1

Capacity Scenarios S1 and S2 are accomplished by means of
radio attacks. The capacity for Actors A3 and A4 are the same
(c = 3) for many reasons: The knowledge is abundant and
accessible to all the actors; the software tools used to inter-
cept and process RF signals are increasingly simpler to use,
thus reducing the attack’s technical difficulty; and the equip-
ment needed to perform these attacks (SDR and antenna)
is not expensive. For Scenario S3, even if the knowledge

Table 5 continued

Attack goal Scenario Actor c o m Pr

G3 S11 A1 4 1 1 4

A3 3 2 3 18

A4 3 1 3 9

A5 3 2 4 24

S12 A1 2 1 1 2

A3 2 2 3 12

A4 2 1 3 6

A5 2 2 4 16

S13 A1 4 3 1 12

A3 3 3 3 27

A4 3 3 3 27

A5 3 3 4 36

G4 S11(a) A3 3 2 2 18

A4 3 1 3 9

A5 4 2 4 32

S11(b) A3 2 2 2 8

A4 1 1 3 3

A5 2 2 4 16

S11(c) A3 3 2 2 12

A4 3 1 3 9

A5 4 2 4 32

S12 A3 2 2 2 8

A4 2 1 3 6

A5 2 2 4 16

G5 S10 A1 1 1 1 1

A3 2 2 3 12

A4 1 1 3 3

S11 A1 4 1 1 4

A3 3 2 3 18

A4 3 1 3 9

S14 A1 3 1 1 3

A3 3 2 3 18

A4 3 1 3 9

is accessible to all the actors and the equipment needed to
conduct the attack is not expensive, the attack is technically
complex to achieve. Indeed, it involves the exploitation of
two vulnerabilities for which solid knowledge of computer
programming and architecture is required. Normally, Actor
A3 recruits experts with exceptional technical skills and have
more human resources. They have more capacity than Actor
A4. Thus, in Scenario S3 A3 capacity (c = 2) is higher than
the one of Actor A4 (c = 1). Scenario S4 is a network attack,
and thus additional material is not required. Additionally,
there is nowadays extensive information available and tools
to perform the attack in S4. Thus, capacity for Actors A3 and
A4 will be the same (c = 3) in this scenario.
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Opportunity In Scenarios S1 and S3, the attack takes place
in the patient’s home. In these cases, Actor A3 (o = 2)
has a better chance than Actor A4 (o = 1) since they are
specifically trained to infiltrate private sites without being
noticed. In Scenario S2, the attack takes place in the hospi-
tal during a patient’s medical visit. The latter implies that
adversaries only have approximately two days a year to con-
duct the attack, coinciding with the number of times patients
go to the doctor. However, since hospitals are public places,
the actors are less likely to be noticed. Thus, the opportunity
score for Actors A3 and A4 (o = 2) is the same. In Scenario
S4, the attacks take place during a monitor’s update session,
which takes place only about once a year. Actor A3 access
to this information and opportunity to leverage it is greater
(o = 2) than that of Actor A4 (o = 1).
Motivation Both Actors A3 and A4 benefit from the crime.
They gain access to sensitive personal information. For A3,
this attack objective is in line with the raison d’tre of their
profession, i.e., obtaining private information from individu-
als. Thus, the motivation of Actor A3 (m = 2) will be higher
than that of Actor A4 (m =1) because for A3 this attack
objective is an end in itself, while for A4 it is a means to an
end (sow national disorder).

4.3.2 Attack goal G2

Capacity In Scenario S5, a Web attack is launched. There is
information and tools available online to perform this kind of
attack. Actor type A4 are experts in the field (Web attack). On
the other hand, Actors A2 and A3 are specialists in the extrac-
tion of information from people or systems. Besides, they
often have specialized human resources. Thus, the capacity
of Actors A1, A2 and A3 (c = 4) is the same and it is higher
than that of Actor A4 (c = 3). In Scenarios S4, S6, S7, and
S8, network attacks are conducted. Once more, information
and tools are available to achieve these attacks (i.e., network
attacks). Actors A1, A2, and A3’s capacity (c = 4) is higher
than that of Actor A4 (c = 3) because either they have more
know-how in malware development (A1) or their have spe-
cialized human resources (Actors A3 and A4). The attack
performed in S9 has no major technical complications. It is
necessary to remove a hard disk and then mount it in another
computer media. Thus, the capacity of all actors will be the
same (c = 4). However, the achievement of Scenario S10

presents a major challenge. On the one hand, solid techni-
cal knowledge of computer programming and architecture is
necessary. Also, there is no extensive information about how
to realize the exploit in Scenario S10 . Thus, Actors A2 and
A4’s capacity (c = 2) is higher than that of Actors A1 and A4
(c = 1) since Actors A2 and A3 normally are experts with
exceptional technical skills and have more human resources.
Opportunity Scenario S5 is a Web attack where there is no
restriction of time and space. So the actors’ opportunity will

be higher and the same (o = 3). Scenarios S6 and S4 take
place during targeted device update sessions, during which
there are constraints in terms of time (update session) and
space (near the patient’s home or hospital). As far as the time
constraint is concerned, Actors A2 and A3 have better pos-
sibilities to know when an update session will take place. In
terms of space constraint, Actors A2 and A3 have the same
opportunities either at the patient’s home or in the hospital.
However, Actors A1 and A4 will have more chances in the
hospital as this is a public place where they can go unno-
ticed. Thus, on the S6 and S4 Scenarios, Actors A2 and A3
opportunity is higher (o = 2) than that of Actors A1 and A4
(o = 1). For Scenarios S7, S8, S9, and S10, there is no time
constraint, but there is still a space constraint. Scenarios S7

and S8 require the actor to be near either the patient’s home
or the hospital to access their network, whereas for Scenarios
S9 and S10 the actor must have physical access to the targeted
devices. Similarly as for Scenario S7, since the attack takes
place near to the patient’s home Actors A2 and A3 opportu-
nity (o = 3) will be higher than the one of Actors A1 and A4
(o = 2). For Scenario S8, however, all actors’ opportunity
score is the same (o = 3) since the attack takes place in a
public site. In Scenarios S9 and S10, since the attack requires
physical access to the device Actors A2 and A3 opportunity
(o = 2) is higher than that of A1 and A4 (o = 1).
Motivation All actors benefit from the crime. They gain sys-
tem information. Actor A2 motivation (m = 4) is the highest
since the goal of this attack is the purpose of their profes-
sion. Actors A3 and A4 follow them with the same level of
motivation (m = 3). The motivation of Actor A1 (m = 2)
is the lowest because obtaining system information is not an
end but a means to accomplish their activities.

4.3.3 Attack goal G3

Capacity Attack scenarios S11, S12, and S13 consist of intro-
ducing reading or calibration errors on the CIED’s ecosys-
tems devices. To do that, knowledge of the device’s inner
workings and advanced programming skills are required.
Since there is some but not a lot of available information
about how programmers and monitors work, in Scenarios
S11 and S13 the capacity of Actor A1 (c = 4) will be higher
than that of Actors A3, A4, and A5 (c = 3). The reason is
that Actor A1 is an expert in the development of malicious
code. On the other hand, there is much less information avail-
able about CIED and their architecture. Thus, for Scenario
S12, the capacity of the actors will be the same (c = 2). This
is because while Actor A1 is an expert in malware develop-
ment, Actors A3, A4, and A5 are more likely to obtain the
CIED’s mode of operation either by hiring personnel skilled
in CIED programming or by using other illegal methods.
Opportunity For Scenarios S11 and S12, there are constraints
in terms of time and space. Scenario S11 takes place in
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the hospital during a session update. Scenario S12 must be
performed near the patient and during incoming wireless
communication with one of the externals devices. In these
scenarios, we apply the same opportunity values that we have
applied to the Scenarios S6 and S4 for Actors A1, A3, and
A4. That is to say that in Scenarios S11 and S12, Actor A3’s
opportunity (o = 2) is higher than that of Actors A1 and A4
(o = 1), we give to Actor A5 the same opportunity value
as Actor A3 (o = 2) because we consider that a competent
assassin for hire can have the same skills as a secret agent to
sneak into public places without being noticed. On Scenario
S13, there is only a space restriction, and the same reason-
ing as in Scenario S8 is applied: All actors have the same
opportunity (o = 3).
Motivation All the actors (A1, A3, A4, and A5) benefit
from the attack. Actors A1 and A5 conduct these attacks
to make money, whereas Actors A3 and A4 are motivated
by the opportunity to cause harm. Actor A5’s motivation
is high (m = 4) because not only will he earn a large
amount of money but also each attack (succeeded) repre-
sents an opportunity to increase his reputation and therefore
gain new clientele. Actors A3 and A4’s motivation is the
same (m = 3); although high, it is lower than that of Actor
A5. Actor A1 is the one with the lowest motivation (m = 1)
since for the latter there are other ways to make more money
faster.

4.3.4 Attack goal G4

Capacity Actors’ capacity is high on Scenarios S11(a) and
S11(c) since there is extensive information about the external
programmer behavior. Among all the actors, Actor A5 is the
one with the most expertise in converting medical devices
into weapons to kill. Thus, Actor A5’s capacity (c = 4) is
higher than that of Actors A3 and A4 (c = 3). For Scenario
S11(b), knowledge of cardiology is required, and Actors A3
and A5 are more likely to have access to personnel with such
knowledge or hiring it. Thus, Actors A3 and A5’s capacity
(c = 2) is higher than that of Actor A4 (c = 1). On Scenario
S12, the capacity of the Actors A3, A4, and A5 will be the
same (c = 2). The reasoning is the same as that for Scenario
S12 (Sect. 4.3.3), namely the lack of information concerning
the CIED’s behavior and implementation.
Opportunity In Scenario S12, there are still constraints in
terms of time and space. The actor must be close to the
patient to send radio commands with its antenna to the CIED.
Moreover, the attack must take place while the wireless
communication is established in the CIED. As in the other
scenarios where these constraints are present, the opportu-
nity of Actors A3 and A5 (o = 2) is always higher than that
of Actor A4 (o = 1). Besides, the analysis of the opportu-
nity factor for Scenario S11 on Attack Goal G3 (Sect. 4.3.3)
applies to Scenarios S11(a), S11(b), and S11(c). That is to say

that the opportunity of Actors A3 and A5 (o = 2) is higher
than that of Actor A4 (o = 1).
Motivation This attack goal aims at harming the health of
an individual. Thus, it is Actor A3 (m = 2) and Actors A4
and A5 (m = 3) that benefit from this attack. We do not
give them maximum motivation because there are faster and
equally subtle ways to achieve this goal.

4.3.5 Attack goal G5

Capacity For Scenario S10, the analysis is made in Sect. 4.3.2
in terms of capacity applies. It is the same with the Scenario
S11 and the analysis in the Sect. 4.3.3. In Scenario S14, a
replay attack is performed. There is no major challenge in
conducting this attack, which consists of periodically trans-
mitting a wake-up command to the CIED employing an SDR.
Thus, Actors A1, A3, and A4’s capacity is the same (c = 3).
Opportunity The reasoning in Sects. 4.3.2 and 4.3.3 will
apply to Scenario S11 and Scenario S14, respectively. In Sce-
nario S14, there are constraints in terms of time and space,
i.e., the opportunity of Actors A3 (o = 2) is higher than that
of Actors A1 and A4 (o = 1).
Motivation In terms of motivation, the same reasoning than
for Attack Goal G3 (Sect. 4.3.3) is applied.

5 Combined risk assessment

Risk assessment values range between 3 and 48. They are cal-
culated as the probability (ranging from 3 to 12) multiplied by
the impact (from 1 to 4). We calculate the risk separately for
each impact category. This way of doing things gives insight
of the risk that each threat (scenario, actor) represents sep-
arately for the health, economy, quality of life, and privacy
impact categories. Consequently, this analysis responds to the
needs of several different groups such as medical practition-
ers, regulators, manufacturers, and even patients. Each will
know what the riskiest threat is for him and therefore the one
to treat with priority. We ranked the risks in Table 6. Depend-
ing on the risk value, different risk management strategies
can be chosen and applied. There are four strategies for man-
aging risk, namely refuse, accept, transfer, or manage the
risk. The most drastic is to refuse the risk, which is when the
risk is considered unacceptable because of the catastrophic
consequences it may have on the victims. In those cases, it
is recommended to prohibit, stop using, or remove the sys-
tem posing the threat. The strategy of accepting the risk is
applied when the risk is either negligible or acceptable. That
is to say when the benefits that the system brings outweigh
its potential risks. Transferring the risk relies on giving risk
management responsibility to a third party such as an insur-
ance company. This is a strategy that does not apply to those
threats where the impact is on patient health or quality of
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Table 6 Risk characterization

life. Finally, the risk mitigation or risk treatment consists in
reducing the risk as much as possible with available means.
This can be done through the updates of the systems, stricter
regulations, or even awareness campaigns.

5.1 Results

The attacks goals of inducing medical staff to make errors
(G3) and alter device behavior to endanger patient (G5) rep-
resent a risk for patient health. Those to gain knowledge of
device operation and software (G2), induce medical staff to
make errors (G3), disrupt or lower quality of patient follow-
up (G4), and alter device behavior to endanger patient (G5)
represent an economic risk to manufacturers and health orga-
nizations. We can then note that G3 and G5 represent a risk for
all groups. In terms of privacy or degradation of life quality,
none of the attack goals represent a potential risk that needs
to be managed. In this section, we focus on those threats rep-
resenting either an unacceptable or an undesirable risk for
the victims’ health and economy. The risk results of all the
threats herein considered are found in Table 6 of A.

5.2 Discussion

5.2.1 Monetary risk assessment

5.2.1.1. Monetary risk assessment by attack goals

Attack goal G2 This attack goal represents a major risk
in terms of economic losses. The victim can be either the
manufacturer or the hospital. As hospitals are public organi-
zation, it can be considered that it is the whole society that
is the victim. G2 contains five unacceptable threats (Scenar-
ios S4, S5, S6, S7, S8, and S9 with all actors). These threats
should be managed with high priority. By analyzing these
threats, we can see that the actor’s attack method is always
the same, namely exploiting the authentication mechanisms
of the target systems, i.e., the external devices and cloud-
based systems with which they interact. This fact in itself
is good news. On the one hand, external devices are not
constrained by the resource limitations as the CIED are, so
robust authentication solutions can be implemented without
significant problems. There is a plethora of standard robust
and proven solutions to secure system authentication, and
there is no need to resort to proprietary, unproven solutions.

We, therefore, propose the following solutions. The threats
related to Scenario S4 are solved by securing domestic net-
works. To do this, patients must take the habit of securing
their networks with robust passwords, i.e., passwords with
high entropy. The entropy is an indicator of how uncertain
(random) an information source is. Thus, by using passwords
with high entropy, the patients will be reducing the risk of
being victims of brute-force attacks. There are tools avail-
able online to compute the entropy of information sources
and that can help users generate high-entropy memorable
passwords. Furthermore, the patient should pay attention to
the other Internet of things (IoT) devices that are connected
to his network, as they can be the entry door to their network.
Accordingly, they should ensure that all devices in their net-
works are secured with a password.

To solve the threats associated with Scenario S5, it is essen-
tial to insist that Web developers use good code practices and
that the source code of Web pages be periodically reviewed.

To mitigate the threats associated with Scenario S6, hos-
pitals and manufacturers should adopt more reliable VPN
solutions even if they require more investment. On top of
that, their network should be equipped with prevention mech-
anisms such as the Early Warning System (EWS) presented
in [48]. Besides, hospitals and manufacturers should consider
recruiting cybersecurity professionals and technical services
whose responsibility will be to ensure that there are no cyber-
security threats in their systems and/or networks, including
those used for CIED programming and management.

For the threats associated with Scenarios S7 and S8, the
solution involves securing USB ports of monitors and pro-
grammers with passwords with high entropy.

The threat posed by Scenario S9 must be managed by
ensuring the physical security of the target devices, in this
case, programmers. Besides, it would be necessary to carry
out awareness campaigns among the staff who use those
devices, so that they become aware of the scope of the prob-
lem and therefore more attentive to the physical security of
these devices.

The threat related to Scenario S10 represents an undesir-
able risk that can be reduced by using passwords with high
entropy to protect the ports of the monitor’s debugging inter-
face.
Attack goal G3 The threats associated with the Scenarios
S11 and S13 represent an undesirable risk. To mitigate the
first threat, hospitals and manufacturers should adopt more
reliable VPN solutions. The mitigation of the second threat
involves securing the USB ports of the programmers using
passwords with high entropy.
5.2.1.2. Monetary risk assessment by attack vectors From an
economic point of view, the vulnerabilities V6, V7, V9, and
V15 must be eliminated, because their exploitation constitutes
an unacceptable risk for the hospitals and the manufactur-
ers. V6 is eliminated by using good programming practices
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Table 7 Results of the
monetary risk assessment

and revising the source code of the programmers’ software,
and V7 by securing hospital networks, and adopting more
reliable VPN solutions. The security of hospital networks
can also be improved by implementing efficient identity and
access management (IAM) rules. For V9, it is necessary to
secure the USB ports of the external devices with robust
passwords. Finally, securing home networks with robust
passwords would eliminate the vulnerability V15. Once the
vulnerabilities mentioned above have been addressed, vul-
nerability V8 must be managed as a priority because its
exploitation constitutes an undesirable risk for hospitals. To
do that, they must ensure the physical security of the pro-
grammer devices.

5.2.2 Health risk assessment

5.2.2.1. Health risk assessment by attack goals

Attack goal G3 The results of Table 8 reveal that G3 is the
riskiest attack goal in terms of health. This is because of
the unacceptable risk that Scenario S13 represents, i.e., the
insertion of malware on the programmer through a USB
port connection aimed to generate reading errors. Among the
riskiest threats of this attack goal, this one must be managed
with priority. However, the solution is simple: Use passwords
with high entropy to protect USB port connection. During our
observation of operations in a pacemaker clinic, we observed

that it is common practice for staff to record the readings of
the programmer (during follow-up sessions) in a USB key
and then insert the key into a medical report formatting soft-
ware in a separate computer system. We recommend that
staff pay attention because this USB key could be the target
of the actors. They could install the malware on it, and it
would infect the programmer. Secondly, the computer where
the software is located could also be the target of the actor.
This means that the actor could infect the computer; subse-
quently, the computer would infect the USB key, and then the
programmer. Thus, it is necessary to pay attention to who is
using the USB key and then to ensure that the computer con-
taining the report formatting software is itself secure (e.g.,
not connected to the network, unless strictly necessary).

The threats related to Attack Scenarios S11 and S12 con-
stitute an undesirable risk that needs to be mitigated. For
Scenario S11, the threat consists of the insertion of mal-
ware into the programmer. S11 is achievable by accessing
the device network during the programmer update session.
The threat, as mentioned above, is avoidable by securing
the health center network. Accordingly, it is necessary to
implement an efficient method of identity and access man-
agement (IAM) of the computer systems of those entities. On
the other hand, S12 threat takes advantage of the improper
restriction of communication channels during the program-
mer updates. As mentioned in Sect. 4.1, those updates are
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achieved through a VPN between the device and the entity in
charge of the updates. Thus, the health centers and manufac-
turers must invest in reliable solutions of VPN. For Scenario
S12, the threat is the insertion of malware on the CIED.
This threat is due to the lack of robustness of the CIED
authentication mechanisms. One potential solution consists
in implementing more robust authentication mechanisms by
using well-known techniques (e.g., asymmetric cryptogra-
phy). However, CIED are limited in terms of computing
resources and such solutions are not the most appropriate.
There are, however, other more adequate solutions, which
could be applied during the CIED manufacturing process.
In particular, we propose that manufacturers use whitelist-
ing techniques in the CIED software, which would prevent
devices other than the programmer from sending commands
to the CIED.
Attack goal G5 The successful completion of Scenarios S11(a)

and S11(c) constitutes unacceptable risks, while that of S11(b)

and S12 constitutes undesirable risks. As the attack Scenarios
of G5 are the same as those of G3, the recommendations made
for G3 therefore also apply here.
5.2.2.2. Health risk assessment by attack vectors From a
health point of view, vulnerability V9 must be eliminated
because its exploitation represents an unacceptable risk to
the health of individuals. This is feasible by securing the
USB ports of the external devices with strong passwords.
Once V9 is adequately managed, Vulnerabilities V6, V7, and
V5 must be managed as a priority because their exploita-
tion constitutes an undesirable risk. To mitigate the risk that
V6 represents, good programming practices and code source
revision must take place on the programmer software. To
reduce the risk associated with V7, the hospital networks
must be secured, and reliable VPN solutions must be applied.
Finally, to mitigate V5 it is necessary to apply whitelisting
techniques on the CIED.

6 Related works

The Medical Device Privacy Consortium (MDPC) developed
a framework [49] for assessing the cybersecurity risk of all
types of medical devices. The authors used the NIST Spe-
cial Publication 800-30 and FDA guidelines; they focused on
assessing the impact on confidentiality, integrity, and avail-
ability of information. Alvarenga and Tanev presented a risk
analysis method [50] that enriches the methodology proposed
in [49] by integrating the blueprint approach of [51] and the
value-sensitive design approach. This approach is based on
the idea that the best design is the one that brings the most
value to all stakeholders [52]. Indeed, it allows to identify
which safety features add value for stakeholders and which
ones are barriers for them. Coronado et al. implemented an
Integrated Systems Management (ISM) program to assess the

risk associated with electronically Protected Health Infor-
mation (e-PHI) [53]. The risk assessment was conducted
in the form of a questionnaire based on the NIST Special
Publications 800-30 and 800-66 and the Health Insurance
Portability and Accountability Act (HIPAA) regulations. As
in the MDPC study [49], the assessment of this study focused
on controls, policies, and procedures that affected the con-
fidentiality, integrity, and availability of information in this
case e-PHI. Wu and Eagles [54] proposed that cybersecurity
risk analyses of medical devices should be based on safety
analyses such as that of the ANSI/AAMI/ISO 14971 standard
jointly developed by the American National Standards Insti-
tute (ANSI), the Association for the Advancement of Medical
Instrumentation (AAMI), and the ISO. Through their work,
the authors aimed to assist manufacturers when documenting
their risk analysis to meet the premarket submission require-
ments. An improved version of the ANSI/AAMI/ISO 14971
standard was later proposed [55]. It specifies the process that
manufacturers must follow to identify the hazards affecting
medical devices, estimate and evaluate the risks to which they
are exposed, control those risks, and monitor the effective-
ness of the controls put in place.

Similar to previous works [49,50,53], our study is based
on the recommendations of the NIST Special Publication
800-30, but unlike the proposition by Coronado et al. [53]
which is not on the form of a questionnaire. In addition,
we employ a threat-oriented analytical approach, while the
MDPC [49] and the Alvarenga and Tanev work [50] used
an impact-oriented method. This threat-oriented approach
focuses on the attack (the attacker, his objectives, and
the attack techniques he uses), while the impact-oriented
approach concentrates on asset values and the impact on
these assets [56]. Furthermore, our approach to assessing the
impact of the attacks differs from those used in these previous
studies [49,50,53,54]. In the MDPC [49] and Coronado et al.
studies, the impact was assessed on confidentiality, integrity,
and availability of information, while in this work we eval-
uate the impact of the attacks according to four separate
aspects: health (H), monetary (M), privacy (P), and qual-
ity of life (QL). Thus, the outcomes of the risk assessment
presented here may support the objectives of different kinds
of organizations potentially interested in CIED risk assess-
ment, e.g., health regulation agencies, device manufacturers,
health practitioners, etc. Similarly to Wu and Eagles [54], we
believe that risk analysis of medical devices must take into
account the safety aspect. That is why we measure the impact
on patient’s health and quality of life. However, rather than
assessing the impact on health according to classical safety
standards as in [54], we use the Hayes classification [21],
a reference in the fields of cardiology and electrophysiol-
ogy. This impact classification is used to measure the degree
of patient discomfort when the DECI do not function as
expected due to external sources of magnetic interference
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Table 8 Results of the health
risk assessment

(e.g., an RF cyber-attack). We consider that such a classifica-
tion captures the impact on patient health with more precision
than that achievable with existing standards [55] that remain
general in their approach.

Jagannathan and Sorini conducted a full IMD-specific
cybersecurity risk analysis and presented their methodol-
ogy [20]. The method was a traditional preliminary hazards
analysis (PHA) study which was tailored to assess the cyber-
security properties of medical equipments. Rios and Butts
[15] conducted an exhaustive analysis of the CIED ecosys-
tem and the interdependence between its elements. The
hardware and software components of different models of
CIED, external programmers, and home-monitoring devices
from different manufacturers were examined. As a result,
over 8,000 known vulnerabilities were discovered in third-
party libraries of four external programmer models belonging
to four different manufacturers. In addition, vulnerabilities
were found in all CIED evaluated. The publication of this
work preceded the massive recall of CIED ordered by the
FDA in August 2017, based on the vulnerabilities reported
by ICS-CERT.

The Jagnnathan and Sorini study [20] analyzes the cyber-
security risk of fictitious medical devices. Thus, its findings
do not reflect the actual state of the problem. In our work, we
analyze real medical devices that are currently in the mar-
ket. Therefore, the results herein find not only illustrate the
actual scope of the problem but can serve as a basis for the
risk management procedures related to the CIED ecosystem.
Moreover, even though the Rios and Butts study [15] iden-
tifies the threats and their nature, the real scope of the risk
that those threats entail is not described. We consider that
although there are vulnerabilities in a system, it is their prob-
ability of exploitation and the impact that this exploitation

has on individuals that determines whether the vulnerability
represents a significant risk or not. In our study, we estimate
the risk of a vulnerability based on the probability that it will
be exploited and the impact that the exploitation will have on
victims.

Tanev et al. conducted a cybersecurity risk assessment
of networked medical devices [51]. The authors employed
the value blueprint approach [57] used in the field of
entrepreneurial innovation to help companies when imple-
menting an ecosystem. Indeed, the author’s purpose was to
change the way manufacturers address cybersecurity dur-
ing the device development process, i.e., make it something
to be implemented during the process instead of something
added at the end. Stine et al. [58] presented a cybersecu-
rity risk assessment method for network-connected medical
devices. This study introduced a scoring system relying on
a cybersecurity questionnaire based on a model developed
by Microsoft for classifying threats, namely the Spoofing,
Tampering, Repudiation, Information disclosure, Denial of
service, and Elevation of privilege (STRIDE) model. Their
scoring system is intended to help healthcare organizations
in identifying those medical devices that have the potential
to endanger patient health or disrupt the quality of medi-
cal follow-up. Abrar et al. [59] conducted a risk analysis
on cloud computing within the context of health applica-
tions, to evaluate their suitability for the Health Infrastructure
System (HIS). The research team identified HIS vulnera-
bilities and then analyzed the impact that a security breach
would have on its integrity if the vulnerable elements were
deployed in a cloud computing environment. Stellios et al.
presented a risk-based methodology to assess the criticality of
IoT-enabled cyber-attacks [60]. This methodology applies to
critical generic contexts, health environment is among them.
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The scope of our study is broader than that of these four
studies [51,58–60] in the sense that we also analyze uncon-
nected devices such as the CIED itself. Stine et al. [58]
estimated the probability of occurrence of an attack accord-
ing to the security features implemented in the target system.
Since the estimate of P is only based on the technical diffi-
culty of the attacks, it does not adequately reflect reality. Just
because an attack is technically simple to carry out does not
mean that an attacker will be interested in achieving it. The
chance and willingness to attack are essential factors when
it comes to estimating P . Accordingly, in our study, we esti-
mated P as a function not only of the characteristics of the
target system but also as a function of specific characteristics
of the attacker. Furthermore, Abrar et al. [59] analyze a mort-
gage situation (i.e., a fictional situation), while we analyze
a real situation, i.e., the risk that current CIED cloud-based
services represent for patient safety. Finally, Stellios et al.
[60] conduct a generalized IoT risk analysis and does not
take into account the specific characteristics (software, hard-
ware) of the devices analyzed. Therefore, the study ignores
through several risk factors. In our work, we focus on con-
crete devices (the CIED ecosystem) and analyze all of their
characteristics. As a result, we can identify more potential
threats.

7 Conclusion

As evidenced by previous work, CIED are vulnerable to
cyber-attacks that use their RF interfaces to communicate
with external devices (programmer and home monitor). This
fact has been proven by the realization of radio attacks against
the CIED RF communication interface in research labora-
tories [13,14]. Additionally, the telemetry functionality of
the externals devices introduces vectors of cyber-attacks
[15]. Although the vulnerabilities mentioned above exist,
no attacks have been reported until now in real life, i.e., in
an environment other than the controlled environment of
research laboratories.

Thus, it remained to be determined how viable such an
attack would be on an actual target (person or device) in the
real world. This led us to the following research question:
What are the real risks of cyber-attacks onto CIED and the
systems they depend on (programmer, monitor, cloud-based
systems)? To answer this question, we carried out a realis-
tic risk analysis of such attacks, with regards to their impact
at four scales: health, economy, quality of life, and privacy.
We proceeded in this way because the problem under study
affects many different groups, namely patients, practitioners,
manufacturers, and more broadly states. Accordingly, sepa-
rating the scales aims to individually support those groups’
objectives in terms of risk management.

We did three kinds of analysis. First, an actor-based risk
analysis to determine who the actors are and what their attack
goals are. This analysis allowed us to determine the level
of impact of the attacks. We then made a scenario-based
risk analysis to determine the probability of occurrence of
the attacks. Finally, we performed a combined risk analysis
by considering the impact and probability results. We deter-
mined the most dangerous attack goals on the one hand and
the most dangerous vulnerabilities on the other.

Our work reveals that the vulnerabilities associated with
the RF communication interface of CIED represent an
acceptable risk. This is due to the fact that these vulnerabil-
ities have a low probability of being successfully exploited
in real conditions (environment other than a research labo-
ratory). However, the network and Internet connectivity of
external devices represents a risk that in some cases is unac-
ceptable, i.e., a risk that must be absolutely refused. The
answer to our research question is therefore that the real risk
is in the external devices and not in the CIED and that this
risk is due to the increasing connectivity of said devices. We
can therefore see that the problem under study is the medi-
cal variant of the trendy cybersecurity problem: the lack of
security of connected objects (Internet of things or IoT).

Moreover, our analysis revealed that the attack goals (G2)
Gain knowledge of device operation and software and (G3)
Induce medical staff to make errors are the main attack goals
of the actors. This result shows that while attacks on these
devices affect patients, the patients are not always the target
as we may have thought so far. The targets in many cases are
manufacturers (intellectual property theft) and practitioners
(threat of civil liability) for purely economic reasons. Man-
ufacturers should, therefore, be aware of the problem and
focus on the computer security of their equipment. The first
step to this is avoiding secrecy regarding the software and
architecture of their equipment. As has been often posited,
code is more secure when it is open source since several peo-
ple can test it and report errors so that they can be patched.
This secrecy about code instead of protecting manufacturers
exposes them more to cybersecurity risk. Health centers have
to become more selective and demanding with the equipment
they buy and implant on patients, as this would allow them to
put more pressure on manufacturers to make the right cyber
security choices.

8 Recommendations and future works

The outcomes of the risk analysis reveal that the higher
risk factors correspond to network attacks or Web attacks
against the external devices on which CIED depend. Accord-
ingly, it is essential and a priority to strengthen the security
of those devices, the networks in which they are deployed,
and the cloud-based medical services that depend on them.
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There exist countermeasures and solutions that can be set up
instantly. Therefore, it is the responsibility of those operat-
ing these devices and services (including patients) to adopt
the appropriate security measures. Also, it would be nec-
essary that governments develop awareness campaigns and
harden legislation as they do, for example, for driving safety
or drug consumption. This legislation should address all par-
ties by penalizing not only manufacturers but also hospitals
and patients who neglect the security of those devices.

Besides, the results of this study show that the risk of an
implanted CIED being attacked via the malicious exploita-
tion of its RF communication interface is comparatively low.
Consequently, a cybersecurity investment in CIED is not as
high a priority as it is for external devices. The adoption
of an immediate solution to counteract such threats with-
out proper prior validation by the cybersecurity community
could be inadequate, as it has often been the case in the past.
Furthermore, securing the communication and authentication
mechanisms of CIED has always been and continues to be a
challenge. The limitations in terms of energy, memory, and
computational capacity of these devices make it difficult to
adopt traditional authentication and encryption used in other
areas, such as Web security and other cyber-physical sys-
tems [61]. Alternative methods must be implemented. Some
have already been proposed in previous works, namely those
based on the biometric data of individuals [62–64], the prox-
imity between devices [65], and the use of a proxy device
[66,67] to perform authentication. However, none of these
techniques satisfies the trade-off needed between the safety
and the security of CIED. Therefore, to solve the threats
affecting CIED, it is necessary to invest in the long term,
i.e., to support and intensify research work while encouraging
greater collaboration between researchers and the manufac-
turers of these devices. In the actor-based analysis, we did not
consider accidental actors, i.e., people who could be a source

of threat through negligence or inadvertence. Future work
should include them in order to identify more threats (actor,
scenario) and develop effective awareness campaigns. Fur-
thermore, the vulnerabilities we have analyzed correspond
to the CIED. However, there are vulnerabilities specific to
other IMD [68,69]. Thus, we propose to extend this study to
other IMD, such as insulin pumps, brain chips, and cochlear
implants.
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Table 9 Risk assessment results

Appendix B: Vulnerabilities

V1: Weak authentication algorithms

Certain CIED use Time-based One-time Password
(TOP) for authentication. The external devices authen-
ticate to the CIED by computing a password from the
current time and a shared secret, i.e., a secret cryp-
tographic key shared between the CIED and both the
external programmer and the home-monitoring device;
for certain CIED, the secret key is their serial or model
number. TOP authentication algorithms are vulnerable
to identity theft attacks since an adversary who steals
the secret key can generate valid passwords every time
he wants to establish a telemetry session with the device
[13,25,27,70,71].

V2: Boundless telemetry session duration

The number of RF wake-up commands that a CIED
can receive per session is not limited, i.e., an attacker
can maintain a telemetry session indefinitely active
by regularly sending the aforementioned commands to
prematurely reduce the CIED’s lifetime [14,23,25,28].

V3: Unencrypted data storage and transmission

Certain CIED models store and transmit patient infor-
mation without encrypting it. Thus, a nearby attacker
may intercept the data exchanged between the CIED
and the programmer or even gain access to the sensitive
data stored on the device by sending an unauthorized
RF command [13,25,29,70].

V4: Lack of command whitelisting techniques

Command whitelisting is a computer protection method
based on software restriction policy rules. This tech-
nique blocks by default the execution of all the pro-
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grams contained in the device so that only programs
that are the subject of a policy rule can be executed. In
the case of CIED, there are no policy rules prohibiting
the execution of programming commands from devices
other than external programmers. Consequently, an
adversary could send a programming command to the
CIED by means of commercial available equipment
such as a commercially available SDR [13,14,70].

V5: Unencrypted hardcoded authentication credentials

The product username and password are stored in
a recoverable format, i.e., without being previously
encrypted [24,30].

V6: Software directory path traversal

It has been shown that the software of certain devices
contains directory path traversal vulnerabilities, i.e., a
kind of software implementation vulnerability that per-
mits the access to directories other than those permitted
by design. Thus, an adversary will be able to exploit
these weaknesses in order to read the external program-
mer’s file system [24,31].

V7: Improper Restriction of Communication Channel

Downloading software updates is done by means of a
virtual private network (VPN) established between the
programmer and its software update provider. While
the use of VPN is a recognized good practice to
secure communications between two parties, it has
been unveiled that certain external programmers mod-
els do not verify that they are still connected to the
VPN before the update operation is accomplished.
Thus, an adversary could leverage the device’s local
network access features to interfere with the communi-
cation between the programmer and its software update
provider [15,24,32].

V8: Exploiting embedded debugging interfaces (JTAG

and UART)

Embedded debugging interfaces are connection ports
present in a device’s printed circuits. Manufacturers
use them to perform functional testing and redesign
of devices after manufacturing. For example, JTAG is
a master/server interface used to verify a circuit, test
device logic, and perform functional redesign when
needed. It can be used to read and modify the mem-
ory and the registers as well as to read the device’s
firmware. The UART interface provides a serial com-
munication between the device’s embedded systems
and an external PC, i.e., a bidirectional interface used
to send and receive data asynchronously. Since these
interfaces allow direct access to the device memory and
firmware, unprotected access to those interfaces con-
stitutes an entry point for attacks against the CIED [15].
Home monitoring devices also have this vulnerability.

V9: Unprotected USB serial port connections

Certain devices have USB port connections. They are
frequently used by medical staff to store the informa-
tion on a USB stick in order to transfer it to other
systems, e.g., reporting software. If the USB port con-
nection is not blocked with a password or another
authentication mechanism, an attacker could connect
to it and access data on the device and potentially take
control of it [15].

V10: Unprotected removable media/hard drives

When they are in the attacker’s hands, the media/hard
drives become an entry point of attacks since they can
be used to extract information from a device’s file sys-
tem [15].

V11: OS Hardcoded authentication credentials

In certain products, authentication credentials to the
operating system (OS) are hardcoded on the device.
That means that an adversary with physical access to
the device’s integrated circuit can access the OS by
connecting to the debug port and authenticate with the
hardcoded password [15,26,33].

V12: Exposed dangerous methods or functions

Home monitors contain debug code to test their com-
munication interfaces with both the CIED or the
external system (databases, servers) of the cloud-based
application used by the physicians. Thus, by leverag-
ing this vulnerability an adversary with physical access
to the monitor can maliciously exploit the debug code
to accomplish a set of attacks, for example, read or
write the device’s memory content, interrupt the data
sending to the cloud-based systems, and enable bidi-
rectional communication with CIED [26,34].

V13: Server hardcoded authentication credentials

The credentials that home monitors use to authenti-
cate to the cloud-based systems supporting the patient’s
remote follow-up service are hardcoded on certain
devices. Thus, an attacker with physical access to the
monitor can leverage these vulnerabilities to access the
database in order to read or tamper with the patient’s
medical data [15].

V14: Server hardcoded parameters

In certain home monitors, the IP address of the authen-
tication servers is hardcoded. An adversary could use
this information to conduct a DoS attack to make the
server temporarily unavailable by sending several Web
requests to this IP address [15].

V15: Exploiting remote firmware update

Firmware updates for home monitors are triggered
remotely. Indeed, when the time comes to update the
device’s firmware, the manufacturer sends the new ver-
sion to the monitor through the cloud. This method is
advantageous from the patient’s point of view since
it avoids an additional trip to the hospital. However, it
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constitutes at the same time an attack vector because the
home-monitoring device does not verify the identity of
the system distributing the firmware. An attacker could
take advantage of this lack of verification by achieving
a man-in-the-middle attack with the purpose of sending
a counterfeit firmware to the device [15].

Appendix C: Sequence of events of the attack
scenarios

S1: Radio attack on the CIED-Programmer wireless com-
munications.
(e1) Acquire the hardware (SDR, antenna, signal process-
ing software)
(e2) Go to the hospital
(e3) Be located at a distance relatively close to the CIED
(e4) Configure the SDR in reception mode
(e5) Perform a frequency scan of the MICS band to deter-
mine the transmission frequency of the CIED
(e6) Intercept and record the signal transmitted by the
CIED
(e7) Read the patient’s health data (V3)
S2: Radio attack on the CIED-Monitor wireless commu-
nications.
(e1) Acquire the hardware (SDR, antenna, signal process-
ing software).
(e2) Go to the patient’s home
(e3) Be located at a distance relatively close to the CIED
(e4) Configure the SDR in reception mode
(e5) Perform a frequency scan of the MICS band to deter-
mine the transmission frequency of the CIED
(e6) Intercept and record the signal transmitted by the
CIED
(e7) Read the patient’s health data (V3)
S3: Unauthorized physical access to the monitor content
——————–Using the JTAG interface———-
(e1) Acquire the hardware (F to F jumper wire, in-
debugger-circuits, PC with IDLE debugger)
(e1) Go to the patient’s home
(e2) Take the patient’s monitor
(e3) Connect one extremity of the F to F jumper wire to
the monitor debug port (exploiting V10)
(e4) Connect the other extremity of the F to F jumper wire
to the in-debugger-circuits
(e5) Connect the in-debugger-circuit to the PC
(e6) Access the monitor memory by means of the IDLE
debugger
(e7) Use V13 and V14 to adjust the server settings and
credentials to authenticate to them
(e8) Access the server by means of the information
obtained in (e8)
(e9) Read the patient’s medical data
——————–Using the UART interface———-

(e1) Acquire the hardware (Pirate bus, PC with IDLE
debugger)
(e2) Go to the patient’s home
(e3) Take the patient’s monitor
(e4) Connect one end of the pirate bus to the monitor
debug port (exploiting V10)
(e5) Connect the other pirate bus end to the PC containing
the IDLE debugger
(e6) Access the monitor memory by means of the IDLE
debugger
(e7) Use V13 and V14 to adjust the server settings and
credentials to authenticate to them
(e8) Access the server by means of the information
obtained in (e7)
(e9) Read the patient’s medical data
S4: Network attack on the Monitor
(e1) Gain access to the patient’s router the day of the
monitor’s update
(e2) Intercept the updated firmware (V15)
(e3) Replace the firmware with a backdoor
S5: Web attack on programmers’ SW deployment net-
work server
(e1) Find the URL in which the programmer (app)
retrieves files from the server
(e2) Modify URL with commands and Web server escape
code
(e3) Send the URL to the server(via http request) (e3)
(e4) Extract the desired files
S6: Network attack on the programmer’s
(e1) Go to the hospital the day of the update
(e2) Access the programmer’s network
(e3) Leverage V7 to gain access to the programmer
(e3) Extract the desired files
S7: Network attack on the Monitor
(e1) Go to the patient home
(e2) Access the patient network
(e3) Access the monitor’s USB port (V9)
(e4) Navigate in the file system and extract the desired
files
S8: Network attack on the programmer
(e1) Go to the hospital
(e2) Access the hospital network
(e3) Access the monitor’s USB port (V9)
(e4) Navigate the file system and extract the desired files
S9: Physical attack on the programmer
(e1) Go to the hospital
(e2) Extract the programmer’s removable hard drive(V8)
S10: Physical attack on the monitor
——————–Using the JTAG interface———-
(e1) Acquire the hardware (F to F jumper wire, in-
debugger-circuits, PC with IDLEs debugger)
(e2) Go to the patient’s home
(e3) Take the patient’s monitor
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(e4) Connect one end of the F to F jumper wire to the
monitor debug port (V10)
(e5) Connect the other end of the F to F jumper wire to
the in-debugger-circuits
(e6) Connect the in-debugger-circuit to the PC
(e7) Access the monitor memory by means of the IDLE
debugger
(e8) Use V11 and V12 to acquire the credentials of OS
(e9) Access the OS of the monitor by means of the infor-
mation obtained in e8

(e10) Read the OS
——————–Using the UART interface———-
(e1) Acquire the hardware (Pirate bus, PC with IDLE
debugger)
(e2) Go to the patient’s home
(e3) Take the patient’s monitor
(e4) Connect one end of the pirate bus to the monitor
debug port (V10)
(e5) Connect the other pirate bus end to the PC containing
the IDLE debugger.
(e6) Access the monitor memory by means of the IDLE
debugger
(e7) Use V11 and V12 to acquire the credentials of the OS
(e8) Access the OS of the monitor by means of the infor-
mation obtained in e7

(e9) Read information about OS
S11: Network attack on the programmer
(e1) Gain access to the CIED room consultation the day
of the update
(e2) Intercept the updated firmware (V7)
(e3) Replacing the firmware with malware
S12: Radio attack on the CIED
(e1) Acquire the hardware (SDR, antenna, signal process-
ing software)
(e2) Go to the hospital
(e3) Be located at a distance relatively close to the CIED
(e4) Configure the SDR in transmission mode
(e5) Perform a frequency scan of the MICS band to deter-
mine the Programmer’s transmission frequency
(e6) Transmit commands (via RF signals) to the CIED
(V1,V4,V5)
S13: Network attack on the programmer
(e1) Go to the hospital
(e2) Access the hospital network
(e3) Access the monitor’s USB port(V9)
(e4) Insert a malware
S14: Radio attack on the CIED
(e1) Acquire the hardware (SDR, antenna, signal process-
ing software)
(e2) Go to the hospital
(e3) Be located at a distance relatively close to the CIED
(e4) Configure the SDR in Transmission mode

(e5) Perform a frequency scan of the MICS band to deter-
mine the programmer’s transmission frequency
(e6) Transmit wake-up commands (via RF signals) to the
CIED periodically (V1,V2,V4)
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