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Abstract

The volume-averaged Navier-Stokes (VANS) equations are at the basis of numerous models used to investigate flows in porous media or systems containing multiple phases, one of which is made of solid particles. Although they are traditionally solved using the finite volume, finite difference or finite element method, the lattice Boltzmann method is an interesting alternative solver for these equations since it is explicit and highly parallelizable. In this work, we first show that the most common implementation of the VANS equations in the LBM, based on a redefined collision operator, is not valid in the case of spatially varying void fractions. This is illustrated through five test cases designed using the so-called method of manufactured solutions. We then present a LBM scheme for these equations based on a novel collision operator. Using the Chapman-
Enskog expansion and the same five test cases, we show that this scheme is second-order accurate, explicit and stable for large void fraction gradients.
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### 1. Introduction

Multiphase flows play a critical role in numerous key unit operations in the process industry such as mixing [1], transport [2] and fluidization [3]. Due to their complexity, they are often the bottleneck in the design and the operation of these units. Although the experimental study of these systems has led to a better understanding of their behavior, numerical simulation has proved an efficient and complementary tool to gain a deeper knowledge of the underlying flows.

Due to the steady increase of computational power, the last decades have witnessed the development of numerous numerical models that are capable of resolving multiphase flows with various length and time scales [4]. Among these, the two-fluid model [5, 6], the combination of classical CFD approaches and the discrete element method (DEM) dubbed CFD-DEM [7], and the multiphase particle-in-cell (MP-PIC) method [8] have been used extensively to study, in
particular, solid-fluid flows such as those in solid-liquid mixing [9], fluidized beds and pneumatic transport [3]. In such cases, these methods all have in common that they are based on the solution of a volume-averaged form of the Navier-Stokes (VANS) equations for either the two phases (two-fluid model) or for the fluid only (CFD-DEM and MP-PIC). The VANS equations have also been used extensively in the study of porous media, in which the porosity is a function of space [10].

Traditionally, the VANS equations have been solved using classical numerical methods such as the finite volume method [11, 12, 13, 14], the finite difference method [15] or the finite element method [10]. However, alternative numerical approaches have been proposed in recent years in the hope of increasing the versatility and the computational speed of the standard methods. These models are based on the use of smoothed particle dynamics (SPH) [16] or the lattice Boltzmann method (LBM) [17, 18, 19, 20].

Between the last two numerical paradigms, the lattice Boltzmann method is an appealing candidate for the solution of the VANS equations. Indeed, this method is explicit and highly parallelizable, making it the ideal fluid solver in models such as CFD-DEM, which is generally computationally intensive because it requires small CFD time steps to ensure the stability of the coupling.
between the two phases. However, the solution of the VANS equations using
the LBM requires a modified scheme to take into account the void fraction. The
schemes that have been proposed in the literature can be grouped into two main
categories. The first kind is based on a reformulation of the collision operator
and an additional term to recover a pressure gradient that is independent of
the void fraction \[18, 19, 20\]. In the present work, this type of model is re-
ferred to as pressure-correction LBM-VANS scheme. The second kind is based
on a non-conservative formulation of the VANS equations, and uses the classi-
cal LBM scheme along with mass and momentum source terms to recover the
VANS equations \[17\].

As will be demonstrated in this paper, the pressure correction schemes are
generally inadequate, even in the case of small void fraction gradients, due to
their lack of robustness and accuracy. On the other hand, the non-conservative
schemes require the use of mass source terms for which the implementation in the
LBM is much more complex, requiring the solution of matrix systems and local
sub-iterations. Furthermore, the expected second-order convergence of these
two types of schemes has not been verified for non-trivial test cases in which the
velocity and the volume fraction vary in space. This can be explained, at least
in part, by the lack of non-trivial analytical solutions for the VANS equations.
Recently, Blais and Bertrand [21] have shown that the method of manufactured solutions (MMS) can be used to design complex test cases for the VANS equations, for which the convergence analysis of a solver can be carried out. They applied it successfully for the verification of the VANS equations within the CFDEM framework [22], which is based on the finite volume library OpenFOAM [23] and DEM code LIGGGHTS [24, 25].

In this work, we briefly present the VANS equations and recall the pressure-correction LBM-VANS scheme that has been proposed in the literature. Then, we explain how the method of manufactured solutions can be used to design analytical solutions for these equations. We show by means of five test cases that this pressure-correction LBM-VANS scheme suffers from instabilities, notably in situations where the fluid is static (no-flow tests). We then introduce a new LBM-VANS scheme that relies on a new collision operator originating from the so-called immiscible multiphase lattice Boltzmann method [26]. This model is analyzed theoretically using a Chapman-Enskog expansion before it is verified using the same five test cases. We show that this new LBM-based model is second-order accurate and discuss its robustness.
2. Volume-Averaged Navier-Stokes Equations

A number of forms of the VANS equations have been proposed in the literature for multiphase flows. The main differences between these forms relate to the treatment of the interphase coupling and the expression for the stress tensor, as thoroughly discussed by Zhou et al. [11] for the two-fluid and the CFD-DEM models.

In this work, we consider without loss of generality the so-called form A of the VANS equations, which is based on local averaging. We refer to the book by Gidaspow [6] for an in-depth description of the origin of the model. The form A of the VANS equations will be simply referred to as the VANS equations in the remainder of this work.

The incompressible VANS equations are:

\[ \frac{\partial \rho_f \epsilon_f}{\partial t} + \nabla \cdot (\rho_f \epsilon_f \mathbf{u}) = 0 \]  \hspace{1cm} (1)

\[ \frac{\partial (\rho_f \epsilon_f \mathbf{u})}{\partial t} + \nabla \cdot (\rho_f \epsilon_f \mathbf{u} \otimes \mathbf{u}) = -\epsilon_f \nabla p + \nabla \cdot \mathbf{\tau} + \mathbf{F} \]  \hspace{1cm} (2)

where \( \epsilon_f \) is the void fraction, \( \rho_f \) the density of the fluid, \( p \) the pressure, \( \mathbf{u} \) the velocity and \( \mathbf{F} \) a momentum source term. The viscous stress tensor, \( \mathbf{\tau} \), is
defined as [7]:

\[ \tau = \mu \epsilon_f \left( (\nabla u) + (\nabla u)^T - \frac{2}{3} (\nabla \cdot u) \delta_k \right) \]  \hspace{1cm} (3)

where \( \mu \) is the dynamic viscosity and \( \delta_k \) the identity tensor.

It is important to note that the velocity and void fraction resulting from these equations are not individually divergence free, which means that all terms of the stress tensor are \textit{a priori} non-zero.

3. Lattice Boltzmann Method

The Lattice Boltzmann Method (LBM) is based on the kinetic theory of gas and comes from the discretization in space, velocity and time of the Boltzmann equation. In fact, the LBM may be interpreted as the projection of the velocity space of the Boltzmann equation onto an isotropic orthonormal Hermite polynomial basis [27]. Consequently, the lattice Boltzmann method does not solve the incompressible Navier-Stokes equations \textit{per se}, but a weakly compressible and athermal form of these equations which tend towards their incompressible form in the limit of low Mach number [28]. In the present work, only a brief presentation of the LBM is given. We refer the reader to the books by Succi [28] and Guo [29] for more details.
In the LBM, the primitive variable \( f_i(x, t) \) is mesoscopic and describes the \( i \)th a population (probability density function) of particles at position \( x \) and time \( t \), with discrete velocity \( \xi_i \). Using the Bhatnagar-Gross-Krook (BGK) approximation \([30]\), the particle population collision process is governed by the following lattice Boltzmann equation (LBE):

\[
f_i(x + \xi_i \Delta t, t + \Delta t) - f_i(x, t) = \frac{1}{\bar{\tau}} (f_i^{eq}(x, t) - f_i(x, t)) + \Delta t G_i
\]

with \( \Delta x \) the lattice spacing, \( \bar{\tau} \) the dimensionless relaxation time, \( G_i \) a forcing term, \( \Delta t \) the time step, the term \( f_i^{eq} \) is the equilibrium distribution function:

\[
f_i^{eq} = w_i \rho_f \left( 1 + \frac{(\xi_i \cdot u)}{c_s^2} + \frac{(\xi_i \cdot u)^2}{2c_s^4} - \frac{u \cdot u}{2c_s^2} \right)
\]

where \( c_s \) is the lattice speed of sound (celerity) defined as:

\[
c_s = \frac{1}{\sqrt{3}} \frac{\Delta x}{\Delta t}
\]

Furthermore, the forcing term \( G_i \) in the lattice Boltzmann equation is the form proposed by Guo \([29]\):

\[
G_i = \left( 1 - \frac{1}{2\bar{\tau}} \right) w_i \left( \frac{(\xi_i - u)}{c_s^2} + \frac{(\xi_i \cdot u)}{c_s^4} \xi_i \right) \cdot F
\]

where \( w_i \) is the discrete weight associated with discrete velocity \( \xi_i \).

Finally, the dimensionless relaxation time \( \bar{\tau} \) can be related to the dynamic viscosity of the fluid \( \mu \) via the lattice spacing \( \Delta x \), the time step \( \Delta t \) and the
density of the fluid $\rho_f$, using the following relation:

$$\bar{\tau} = \frac{\mu}{\rho_f c_s^2} \Delta t + \frac{1}{2}$$  \hspace{1cm} (8)$$

In the present work, we solve the LBE in 2D using the well-established D2Q9 lattice stencil, which uses 9 discrete velocities [31]. More explicitly, the discrete velocities and weights are given by:

$$\xi_i = \begin{cases} 
(0, 0) & \text{for } i = 0 \\
\left( \cos\left[\pi \left(\frac{i-1}{2}\right)\right], \sin\left[\pi \left(\frac{i-1}{2}\right)\right] \right) \frac{\Delta x}{\Delta t} & \text{for } i \in [1, 4] \\
\left( \cos\left[\pi \left(\frac{i-9}{2}\right)\right], \sin\left[\pi \left(\frac{i-9}{2}\right)\right] \right) \sqrt{2} \frac{\Delta x}{\Delta t} & \text{for } i \in [5, 8]
\end{cases}$$  \hspace{1cm} (9)$$

$$w_i = \begin{cases} 
\frac{4}{9} & \text{for } i = 0 \\
\frac{1}{9} & \text{for } i \in [1, 4] \\
\frac{1}{36} & \text{for } i \in [5, 8]
\end{cases}$$  \hspace{1cm} (10)$$

From a computational point of view, the LBE is solved using a two-step process. First, a collision step is done, followed by a propagation step. These two steps can be written respectively as:

$$f_i (x, t^+) = f_i (x, t) - \frac{1}{\bar{\tau}} \left( f_i (x, t) - f_i^{eq} (x, t) \right) + \Delta t G_i$$  \hspace{1cm} (11)$$

$$f_i (x + \xi_i \Delta t, t + \Delta t) = f_i (x, t^+)$$  \hspace{1cm} (12)$$
This LBM scheme has been implemented in the vansBurst LBM code, which is a 2D serial C++ code designed by our group for an easy integration of alternative collision operators.

4. Pressure-correction LBM-VANS scheme

The lattice Boltzmann method is intrinsically linked to the Navier-Stokes equations. Consequently, it requires modifications before it can be used to solve the volume-averaged Navier-Stokes equations. One method to obtain the VANS equations in the context of the LBM, as has been proposed by [18, 19, 20], is based on a rescaling of the density in the equilibrium distribution function by the void fraction. Using this approach, one obtains the following expression for the populations at equilibrium:

\[ f^{eq}_i = w_i \rho f \epsilon f \left( 1 + \frac{(\xi_i \cdot u)}{c_s^2} + \frac{(\xi_i \cdot u)^2}{2c_s^4} - \frac{u \cdot u}{2c_s^2} \right) \]  \hspace{1cm} (13)

Using this expression, the following equations are recovered in the low Mach number limit [20]:

\[ \frac{\partial \rho f \epsilon f}{\partial t} + \nabla \cdot (\rho f \epsilon f u) = 0 \]  \hspace{1cm} (14)

\[ \frac{\partial (\rho f \epsilon f u)}{\partial t} + \nabla \cdot (\rho f \epsilon f u \otimes u) = -\nabla (p f) + \nabla \cdot \tau + F \]  \hspace{1cm} (15)
As can be seen, the pressure term resulting from this rescaling does not correspond to the one in Eq. (2) of the VANS equations. Therefore, the pressure must be corrected by adding $F^P(x, t) = p\nabla \epsilon_f$ to $F(x, t)$ in (7), which gives:

$$
G_i = \left(1 - \frac{1}{2\bar{\tau}}\right) w_i \left(\frac{\xi_i - u}{c_s^2} + \frac{\xi_i \cdot u}{c_s^4} \xi_i\right) \cdot (F + F^P)
$$

This additional source term must be enforced separately using for instance the method proposed by Guo [29]. In our implementation of this scheme, this gradient is calculated using a second-order centered finite difference scheme. This scheme is referred to as the pressure correction LBM-VANS scheme. In theory, it allows to recover the VANS equations. However, the pressure in the LBM is defined using an equation of state that depends on $\rho_f$:

$$p = \rho_f c_s^2$$

Assuming that $\epsilon_f$ is sufficiently smooth, refining the grid should lead to a converged expression for both $\rho_f$ and $\nabla \epsilon_f$. However, Eqs. (6) and (8) show that, for a constant relaxation time $\bar{\tau}$, $c_s^2$ increases to infinity asymptotically as the mesh is refined. This scheme is thus expected to be ill-behaved in the limit $\Delta x \to 0$, which prevents it from converging consistently to the VANS equations. To our knowledge, the present work is the first time that a thorough convergence study is done for this scheme using test cases that involve non constant void fractions.
5. Method of Manufactured Solutions

The method of manufactured solutions (MMS) is a generic approach that allows one to build analytical solutions to partial differential equations (PDE) \[32\]. Its particular strength is that it allows to choose a priori a solution to a PDE with given properties (e.g., infinite differentiability or local integrability). Such a solution can then be used to verify rigorously and in a flexible manner the implementation of any given solver.

The MMS procedure is straightforward. In the case of the VANS equations for a single fluid, we choose a velocity field \( u \) and a void fraction \( \epsilon_f \), and build a vector of manufactured variables \( s_M = [u^T, \epsilon_f]^T \) that satisfies the continuity equation \[1\].

In general, \( s_M \) is not a solution of the complete VANS equations because it does not satisfy the momentum conservation equation \[2\]. To do so, the following momentum source term \( \mathbf{H} \) is added to this momentum conservation equation:

\[
\mathbf{H}(s_M) = \frac{\partial (\rho_f \epsilon_f \mathbf{u})}{\partial t} + \nabla \cdot (\rho_f \epsilon_f \mathbf{u} \otimes \mathbf{u}) + \epsilon_f \nabla p - \nabla \cdot \left( \mu \epsilon_f \left( (\nabla \mathbf{u}) + (\nabla \mathbf{u})^T - \frac{2}{3} (\nabla \cdot \mathbf{u}) \delta_k \right) \right)
\]  

(18)

With this definition of \( \mathbf{H} \), the manufactured solution is an analytical solution
of the VANS equations (1) and (2).

This solution can be used to assess the accuracy of the pressure-correction LBM-VANS scheme (or any other scheme) by monitoring the decrease of the Euclidean norm of the error ($\|e\|_2$) with respect to the lattice spacing ($\Delta x$). As the LBM uses a Cartesian, homogenous and regular structured grid, this error is defined as:

$$\|e_\chi\|_2 = \sqrt{\frac{1}{N} \sum_{j=1}^{N} ||\chi_{M,j} - \chi_j||^2}$$

(19)

where $N$ is the number of lattices, $\chi_{M,j}$ the manufactured (or analytical) solution at cell $j$, and $\chi_j$ the numerical solution at the same position. The order of convergence obtained via simulations can be compared with the theoretical second order of convergence of the LBM scheme. Another type of error that will be monitored in some of the test cases described in the next section is the infinity norm, which is defined as:

$$\|e_\chi\|_\infty = \max_j ||\chi_{M,j} - \chi_j||$$

(20)

In the present work, analytical expressions for the source terms $H(x, y)$ were obtained symbolically through Eq. (18) calculated using Mathematica 8 [33]. These expressions were translated to C++ syntax and directly integrated in our vansBurst LBM code using the CForm command of Mathematica.
6. Methodology

In this section, we present five test cases of increasing complexity that we used to assess the validity of the LBM-VANS schemes. For all these test cases, the simulations were carried out for numerous lattice grids on the two-dimensional domain $\Omega = [-1, 1] \times [-1, 1]$. Periodic boundary conditions were used in order to preclude the possible effect on accuracy of the method of, for instance, the technique considered for the imposition of non-zero Dirichlet boundary conditions. For the convergence analysis, grids comprised from 400 to 160000 lattice cells. The relaxation time $\bar{\tau}$ was set to 1 for each simulation, resulting in a diffusive scaling for the time step and an asymptotically vanishing Mach number.

6.1. Case 1: constant void fraction

The first manufactured case is defined as:

$$
\mathbf{u} = 2 \begin{bmatrix}
-(\sin(\pi x))^2 \sin(\pi y) \cos(\pi y)
\sin(\pi x) \cos(\pi x) (\sin(\pi y))^2
\end{bmatrix}
$$

$$
\epsilon_f = \frac{3}{4}
$$

where $x$ and $y$ are the coordinates in the Cartesian frame of reference.
This test case is rather simplistic as the void fraction $\epsilon_f$ is constant and the pressure correction term in Eq. (16) is zero. While it does not represent a comprehensive test for the VANS equations, it serves to verify the implementation of the LBM schemes in our code.

6.2. Case 2: no-flow with continuous void fraction

The second test case consists of what is referred to as a no-flow test, which means that the velocity is static: $\mathbf{u} = [0, 0]^T$. However, the void fraction is a continuous field:

$$\epsilon_f = \frac{3}{4} + \frac{1}{4} \sin(\pi x) \sin(\pi y)$$

The interest of this test, for which the momentum source term $\mathbf{H} = 0$ in Eq. (18), comes from the fact that it can serve to assess the stability of a scheme in the presence of void fraction gradients in the domain. In this case, the velocity should remain zero as there is no driving force for the flow.
6.3. Case 3: no-flow with discontinuous void fraction

The third test case is also a no-flow test. It involves the following discontinuous void fraction:

\[
\epsilon_f = \begin{cases} 
0.75, & \forall \ (x, y) \in \Omega_s = [-0.04, 0.04] \times [-0.04, 0.04] \\
1, & \forall \ (x, y) \in \Omega \setminus \Omega_s
\end{cases}
\]  
(24)

It is similar to a two-dimensional step function. Such discontinuous functions are often encountered as an initial condition in real applications. For example, a bed of particles at the bottom of a vessel can be associated with a one-dimensional step function.

6.4. Case 4: steady-state divergence-free flow

The fourth case is defined as:

\[
u = 2 \begin{bmatrix} 
-(\sin(\pi x))^2 \sin(\pi y) \cos(\pi y) \\
\sin(\pi x) \cos(\pi x) (\sin(\pi y))^2
\end{bmatrix}
\]  
(25)

\[
\epsilon_f = \frac{3}{4} + \frac{1}{4} \sin(\pi x) \sin(\pi y)
\]  
(26)

This case is different from Case 1 since the void fraction is now a function of space.
6.5. Case 5: steady-state non divergence-free flow

The fifth case is defined as:

\[ u = Ae^K \sin(\pi x) \sin(\pi y) [1, 1]^T \]  \hspace{1cm} (27)

\[ \epsilon = Be^{-K \sin(\pi x) \sin(\pi y)} \]  \hspace{1cm} (28)

where \( A, B, K \) are constants whose values are respectively 0.5, 0.7 and 0.3.

This test case is the most complete of the five cases as the velocity field is non-divergence free and the void fraction varies in space. Therefore, all the terms of the viscous stress tensor (Eq. (3)) are non-zero.

7. Results and discussion on the pressure-correction LBM-VANS scheme

The graph in Figure 1 shows that, for Case 1, the velocity exhibits second-order convergence. However, as previously mentioned, this test is incomplete as the use of a constant void fraction implies that the pressure correction term in (16) is zero.

The results reported in Figures 2 and 3 show that, for Case 2, the fluid does not converge towards a static solution even though there is no driving force. It can also be drawn from Figures 3 and 4 that the magnitude of this spurious velocity is more important in regions of higher void fraction gradients.
Figure 1: Euclidean norm of the error on $u$ as a function of lattice spacing, and order of
convergence for Case 1.
Figure 2: Euclidean and infinity norms of the velocity as a function of lattice spacing ($\Delta x$) for Case 2.

Figure 3: Magnitude of the velocity. Left panel: coarse grid ($50 \times 50$) — Right panel: fine grid ($200 \times 200$)
Case 3 highlights this last fact. In this test case, the analytical void fraction is a two-dimensional step function, which means that its gradient cannot converge towards a constant value, but rather increases as the grid is refined. Consequently, the velocity is expected to diverge as the grid is refined, which is what is observed in Figure 5. More precisely, it shows that the infinity norm of the error in velocity exhibits a first-order divergence with respect to grid spacing, which can be related to the increase of the void fraction gradient.

Finally, results for Cases 4 and 5 (not presented here) have further ascertained that the pressure-correction LBM-VANS scheme always yields a wrong velocity field when the void fraction is not constant. In fact, this scheme was
Figure 5: Euclidean and infinity norms of the velocity as a function of lattice spacing ($\Delta x$) for Case 3.
highly unstable for these two cases and most of the simulations could not converge due to numerical instabilities. This lack of robustness was amplified as the grid was refined, which prevented us from carrying any convergence study with these two cases.

All these results indicate that the pressure-correction LBM-VANS scheme is not adequate. The error arises from the pressure correction and the related additional forcing term in Eq. (16). More precisely, the pressure resulting solely from the collision operator is false in the presence of a void fraction gradient and the addition of a forcing term was shown in this section to lead to an inconsistent and unstable scheme. This also indicates that an adequate LBM scheme for the VANS equations, which should yield the correct pressure gradient through a proper collision operator, is needed. Such a scheme will be developed and verified in the following sections.

8. LBM formulation for the VANS equations using a novel collision operator

As previously shown, the instability of the pressure-correction LBM-VANS scheme stems from an incorrect discretization of the pressure. This can be corrected by introducing a new collision operator in which the population at rest
and the other populations are defined differently, thereby modifying the equation of state for the pressure. Such strategy has been used in multiphase LBM schemes such as the Shan-Chen model [34] or Rothman-Keller type schemes [26][35].

We carry out our demonstration using Einstein’s notation in 2D for the D2Q9 lattice, although it can straightforwardly be extended to 3D and other lattices. The main idea behind the scheme is to change the collision operator to obtain a pressure gradient term that does not include the void fraction ($\epsilon_f$).

The zeroth-, first- and second-order moments that we need to recover are:

\[ \sum_i f_{eq}^i =: \rho_f^{(0)} = \rho_f \epsilon_f \]  

(29)

\[ \sum_i f_{eq}^i \xi_{i,\alpha} =: j_{\alpha}^{(0)} = \rho_f \epsilon_f u_\alpha \]  

(30)

\[ \sum_i j_{eq}^i \xi_{i,\alpha} \xi_{i,\beta} =: \Pi_{\alpha\beta}^{(0)} = (\rho_f - \rho_\infty) e_\alpha^2 \delta_{\alpha\beta} + \rho_f \epsilon_f u_\alpha u_\beta \]  

(31)

where $\rho_\infty$ is an arbitrary constant, independent of time and space, which we will use to ensure the positivity of the population at rest $f_0^{eq}$. We define the equilibrium population $f_{i}^{eq}$ as a second-order polynomial [36]:

\[ f_0^{eq} = A_0 + D u \cdot u \]  

(32)

\[ f_i^{eq} = A_1 + B \xi_i \cdot u + C (\xi_i \cdot u)^2 + D u \cdot u, \quad \forall \ i \in [1, 8] \]  

(33)
Using these expressions, Eqs. (29), (30) and (31) can be solved analytically, leading to the following expressions for the equilibrium populations:

\[ f_{eq}^0 = w_0 \left( \frac{9 \rho_f \epsilon_f - 5 \rho_f + 5 \rho_\infty}{4} - \rho_f \epsilon_f \left( \frac{u \cdot u}{2c_s^2} \right) \right) \tag{34} \]

\[ f_{eq}^i = w_i \left( \rho_f - \rho_\infty + \rho_f \epsilon_f \left( \frac{(\xi_i \cdot u)}{c_s^2} + \frac{(\xi_i \cdot u)^2}{2c_s^4} - \frac{u \cdot u}{2c_s^2} \right) \right), \quad \forall \ i \in [1, 8] \tag{35} \]

If \( \rho_\infty = 0 \), the positivity of \( f_{eq}^0 \) is not guaranteed for \( \epsilon_f < \frac{5}{9} \). By choosing the constant \( \rho_\infty \) correctly, one can however ensure the positivity of this population for a wider range of void fractions. Since \( \rho_\infty \) is constant in both time and space, this corresponds to defining the pressure up to a different constant, but does not modify the pressure gradient, thus ensuring that the correct VANS equations are obtained.

The third-order moment of this scheme resulting from Eqs. (34) and (35), which will be used in the Chapman-Enskog analysis for the reconstruction of the viscous tensor arising from the non-equilibrium part of the populations, is:

\[ \sum_i f_i \xi_i,\alpha \xi_i,\beta \xi_i,\gamma =: S^{(0)}_{\alpha\beta\gamma} = \rho_f \epsilon_f c_s^2 (u_\alpha \delta_\beta \gamma + u_\beta \delta_\alpha \gamma + u_\gamma \delta_\alpha \beta) \tag{36} \]

8.1. Chapman-Enskog analysis of the new LBM-VANS scheme

In this section, we carry out a Chapman-Enskog analysis for the new collision operator. As the first part of the Taylor expansion of the LBM equation and
the corresponding analysis are identical to those for the regular LBM scheme, they will be briefly presented. For a more detailed development, the reader is referred to [29, 36, 37]. However, as the derivation of the deviatoric stress tensor resulting from the second-order moment of the non-equilibrium populations is more subtle than in the classical analysis, it will be thoroughly derived.

We first recall the lattice Boltzmann equation (Eq. (4)), without the forcing term $G_i$:

$$f_i (x + \xi_i \Delta t, t + \Delta t) - f_i (x, t) = \frac{1}{\tau_i} (f_{eq}^i (x, t) - f_i (x, t))$$  \hspace{1cm} (37)

We begin by giving a Taylor expansion in time ($\Delta t$) and space ($\Delta x$) of the left-hand side of this equation, up to the second order:

$$f_i (x + \xi_i \Delta t, t + \Delta t) = f_i (x, t) + \Delta t \partial_t (f_i (x, t))$$

$$+ \Delta t \xi_i,\alpha \partial_\alpha (f_i (x, t)) + \frac{\Delta t^2}{2} \partial_t \partial_t (f_i (x, t))$$  \hspace{1cm} (38)

$$+ \Delta t^2 \xi_i,\alpha \partial_\alpha \partial_t (f_i (x, t)) + \frac{\Delta t^2}{2} \xi_i,\alpha \xi_i,\beta \partial_\alpha \partial_\beta (f_i (x, t))$$

We then carry out a classical Chapman-Enskog multiple time-scale analysis using an expansion parameter $\lambda$ that is related to the Knudsen number.
Introducing the following populations and differential operators:

\[ f_i =: f_i^{(0)} + \lambda f_i^{(1)} + \lambda^2 f_i^{(2)} =: f_i^{(0)} + \lambda f_i^{\text{eq}} \]  

(39)

\[ f_i^{\text{eq}} =: f_i^{(1)} + \lambda f_i^{(2)} \]  

(40)

\[ \partial_t =: \lambda \frac{\partial}{\partial t_1} + \lambda^2 \frac{\partial}{\partial t_2} =: \lambda \partial_t^{(1)} + \lambda^2 \partial_t^{(2)} \]  

(41)

\[ \partial_\alpha =: \lambda \partial_\alpha^{(1)} \]  

(42)

and regrouping the terms in Eq. (38) by the order of \( \lambda \), we find by substitution into Eq. (37):

\[ O(\lambda^0): 0 = -\omega \left( f_i^{(0)} - f_i^{\text{eq}} \right) \]  

(43)

\[ O(\lambda^1): \partial_t^{(1)} f_i^{(0)} + \xi_{i,\alpha} \partial_\alpha^{(1)} f_i^{(0)} = -\frac{\omega}{\Delta t} f_i^{(1)} \]  

(44)

\[ O(\lambda^2): \partial_t^{(2)} f_i^{(0)} + \left( 1 - \frac{\omega}{2} \right) \left( \partial_t^{(1)} f_i^{(1)} + \xi_{i,\alpha} \partial_\alpha^{(1)} f_i^{(1)} \right) = -\frac{\omega}{\Delta t} f_i^{(2)} \]  

(45)

where \( \omega = \frac{1}{\tau} \). Using Eq. (43), we can identify \( f_i^{(0)} \) with \( f_i^{\text{eq}} \). Next, we impose the following constraints on the non-equilibrium populations [29, 36, 38]:

\[ \sum_i f_i^{(k)} = 0, \quad \forall \ k > 0 \]  

(46)

\[ \sum_i f_i^{(k)} \xi_i = 0, \quad \forall \ k > 0 \]  

(47)

We can next calculate the zeroth-, first- and second-order moments of Eq. (44) in order to recover the equations for the conserved moments. To do so, we
define:

\[ \sum_i f_i^{(k)} =: \rho_f^{(k)} \quad (48) \]

\[ \sum_i f_i^{(k)} \xi_{i,\alpha} =: j_\alpha^{(k)} \quad (49) \]

\[ \sum_i f_i^{(k)} \xi_{i,\alpha} \xi_{i,\beta} =: \Pi_{\alpha\beta}^{(k)} \quad (50) \]

\[ \sum_i f_i^{(k)} \xi_{i,\alpha} \xi_{i,\beta} \xi_{i,\gamma} =: S_{\alpha\beta\gamma}^{(k)} \quad (51) \]

It follows from, Eqs. (46) and (48), and Eqs.(47) and (49), respectively, that:

\[ \rho_f^{(k)} = 0 \quad \forall \; k > 0 \quad (52) \]

\[ j_\alpha^{(k)} = 0 \quad \forall \; k > 0 \quad (53) \]

From the moments of Eq. (44), we then get:

\[ \sum_i \rightarrow \partial_t^{(1)} (\rho_f \epsilon_f) + \partial_{\alpha}^{(1)} (\rho_f \epsilon_f u_\alpha) = 0 \quad (54) \]

\[ \sum_i \xi_{i,\alpha} \rightarrow \partial_t^{(1)} (\rho_f \epsilon_f u_\alpha) + \partial_{\beta}^{(1)} (\rho_f \epsilon_f u_\alpha u_\beta) + \partial_{\alpha}^{(1)} (\rho_f - \rho_\infty) c_2^2 = 0 \quad (55) \]

\[ \sum_i \xi_{i,\alpha} \xi_{i,\beta} \rightarrow \partial_t^{(1)} (\Pi_{\alpha\beta}^{(0)}) + \partial_{\gamma}^{(1)} (S_{\alpha\beta\gamma}^{(0)}) = -\frac{\omega}{\Delta t} \Pi_{\alpha\beta}^{(1)} \quad (56) \]

Applying the same procedure to Eq. (45), we obtain:

\[ \sum_i \rightarrow \partial_t^{(2)} (\rho_f \epsilon_f) = 0 \quad (57) \]

\[ \sum_i \xi_{i,\alpha} \rightarrow \partial_t^{(2)} (\rho_f \epsilon_f u_\alpha) + \left(1 - \frac{\omega}{2}\right) \partial_{\beta}^{(1)} (\Pi_{\alpha\beta}^{(1)}) = 0 \quad (58) \]
Next, following along the lines of Guo and Shu [29] for the standard LBM scheme, the zeroth- (Eqs. 54 and 57) and first-order (Eqs. 55 and 58) moment equations on the $\lambda$ and $\lambda^2$ scales can be combined to yield:

\[
\begin{align*}
\partial_t (\rho_f \varepsilon_f) + \partial_\alpha (\rho_f \varepsilon_f u_\alpha) &= 0 \tag{59} \\
\partial_t (\rho_f \varepsilon_f u_\alpha) + \partial_\beta (\rho_f \varepsilon_f u_\alpha u_\beta) + \partial_\beta \left((\rho_f - \rho_\infty) c_s^2 \delta_{\alpha\beta}\right) &= -\lambda \left(1 - \frac{\omega}{2}\right) \partial_\beta \left(\Pi^{(1)}_{\alpha\beta}\right) \tag{60}
\end{align*}
\]

where $\partial_t$ and $\partial_\beta$ are defined in Eqs. 41 and 42. It is then necessary to close the Chapman-Enskog expansion and calculate the second-order moment of the non-equilibrium populations, which will be linked to the deviatoric stress tensor. As is the case in the classical analysis [29], the second-order moment of the non-equilibrium populations, Eq. 56, is given by:

\[
-\frac{\omega}{\Delta t} \Pi^{(1)}_{\alpha\beta} = \partial_t^{(1)} \left(\Pi^{(0)}_{\alpha\beta}\right) + \partial_\gamma^{(1)} \left(S^{(0)}_{\alpha\beta\gamma}\right) \tag{61}
\]

We recall that the second-order and third-order moments of the equilibrium populations, Eqs. 31 and 36, are:

\[
\begin{align*}
\Pi^{(0)}_{\alpha\beta} &= (\rho_f - \rho_\infty) c_s^2 \delta_{\alpha\beta} + \rho_f \varepsilon_f u_\alpha u_\beta \tag{62} \\
S^{(0)}_{\alpha\beta\gamma} &= \rho_f \varepsilon_f c_s^2 (u_\alpha \delta_{\beta\gamma} + u_\beta \delta_{\alpha\gamma} + u_\gamma \delta_{\alpha\beta}) \tag{63}
\end{align*}
\]
Combining Eqs. (61), (62) and (63) leads to:

\[-\frac{\omega}{\Delta t} \Pi_{\alpha\beta}^{(1)} = \partial_t^{(1)} (\rho_f - \rho_\infty) c_s^2 \delta_{\alpha\beta} + \partial_t^{(1)} (\rho_f \epsilon_f u_\alpha u_\beta) \]

\[+ \partial_t^{(1)} (\rho_f \epsilon_f c_s^2 (u_\alpha \delta_{\beta\gamma} + u_\beta \delta_{\alpha\gamma} + u_\gamma \delta_{\alpha\beta})) \] \hspace{1cm} (64)

One problem in this expression is that \( \rho_f \) is not a conserved moment and that no state equation for \( \partial_t^{(1)} \rho_f \) exists. In order to use the classical LBM scheme demonstration, we can rewrite Eq. (64) in the following form, by first adding and subtracting \( \partial_t^{(1)} (\rho_f \epsilon_f c_s^2 \delta_{\alpha\beta}) \) to its right-hand side, and then eliminating the term involving constant \( \rho_\infty \) as its derivative is zero:

\[-\frac{\omega}{\Delta t} \Pi_{\alpha\beta}^{(1)} = \underbrace{\partial_t^{(1)} (\rho_f \epsilon_f c_s^2 \delta_{\alpha\beta}) + \partial_t^{(1)} (\rho_f \epsilon_f u_\alpha u_\beta)}_{\text{I}} \]

\[+ \underbrace{\partial_t^{(1)} (\rho_f \epsilon_f c_s^2 (u_\alpha \delta_{\beta\gamma} + u_\beta \delta_{\alpha\gamma} + u_\gamma \delta_{\alpha\beta}))}_{\text{II}} \]

\[+ \underbrace{\partial_t^{(1)} (\rho_f \epsilon_f c_s^2 \delta_{\alpha\beta}) - \partial_t^{(1)} (\rho_f \epsilon_f c_s^2 \delta_{\alpha\beta})}_{\text{III}} \]

\[+ \partial_t^{(1)} (\rho_f \epsilon_f c_s^2 \delta_{\alpha\beta}) - \partial_t^{(1)} (\rho_f \epsilon_f c_s^2 \delta_{\alpha\beta}) \] \hspace{1cm} (65)

Using the conservation equations for the zeroth- and first-order moments of the equilibrium populations, Eqs. (54) and (55), the time derivatives of the conserved moments \( (\rho_f^{(0)} = \rho_f) \) and \( (j_\alpha^{(0)} = \rho_f \epsilon_f u_\alpha) \) can be expressed as:

\[\partial_t^{(1)} (\rho_f \epsilon_f) = -\partial_t^{(1)} (\rho_f \epsilon_f u_\gamma) \] \hspace{1cm} (66)

\[\partial_t^{(1)} (\rho_f \epsilon_f u_\alpha) = -\partial_t^{(1)} (\rho_f c_s^2) - \partial_t^{(1)} (\rho_f \epsilon_f u_\alpha u_\gamma) \] \hspace{1cm} (67)

29
which enables us to rewrite the right-hand side of Eq. (65). We initially focus on terms (I, II, III) of this equation as their treatment is similar to the case of the classical LBM scheme. By distributing the derivatives, we get:

\[
- \frac{\omega}{\Delta t} \Pi^{(1)}_{\alpha \beta} = \partial^{(1)}_{\alpha} (\rho_f \epsilon_f) \delta_{\alpha \beta} c_s^2
\]

\[
+ \frac{j_{\beta}}{\rho_f \epsilon_f} \partial^{(1)}_{\alpha} (j_{\alpha}) + \frac{j_{\alpha}}{\rho_f \epsilon_f} \partial^{(1)}_{\beta} (j_{\beta}) - \frac{j_{\alpha} j_{\beta}}{(\rho_f \epsilon_f)^2} \partial^{(1)}_{\gamma} (\rho_f \epsilon_f)
\]

\[
+ \partial^{(1)}_{\gamma} (\rho_f \epsilon_f c_s^2 (u_{\alpha} \delta_{\beta \gamma} + u_{\beta} \delta_{\alpha \gamma} + u_{\gamma} \delta_{\alpha \beta})) + IV
\]

Simplifying the mass and momentum terms using Eqs. (66) and (67), it follows that:

\[
- \frac{\omega}{\Delta t} \Pi^{(1)}_{\alpha \beta} = - \partial^{(1)}_{\gamma} (\rho_f \epsilon_f u_{\gamma}) \delta_{\alpha \beta} c_s^2
\]

\[
- u_{\beta} \left( \partial^{(1)}_{\alpha} (\rho_f c_s^2) + \partial^{(1)}_{\gamma} (\rho_f \epsilon_f u_{\alpha} u_{\gamma}) \right)
\]

\[
- u_{\alpha} \left( \partial^{(1)}_{\beta} (\rho_f c_s^2) + \partial^{(1)}_{\gamma} (\rho_f \epsilon_f u_{\beta} u_{\gamma}) \right)
\]

\[
+ u_{\alpha} u_{\beta} \partial^{(1)}_{\gamma} (\rho_f \epsilon_f u_{\gamma})
\]

\[
+ \partial^{(1)}_{\gamma} (\rho_f \epsilon_f c_s^2 (u_{\alpha} \delta_{\beta \gamma} + u_{\beta} \delta_{\alpha \gamma} + u_{\gamma} \delta_{\alpha \beta})) + IV
\]

Tedious but simple calculus then leads to:

\[
- \frac{\omega}{\Delta t} \Pi^{(1)}_{\alpha \beta} = \rho_f \epsilon_f \partial^{(1)}_{\alpha} (u_{\beta}) c_s^2 + \rho_f \epsilon_f \partial^{(1)}_{\beta} (u_{\alpha}) c_s^2 - \partial^{(1)}_{\gamma} (\rho_f \epsilon_f u_{\alpha} u_{\beta} u_{\gamma})
\]

\[
+ u_{\alpha} \left( \partial^{(1)}_{\beta} (\rho_f \epsilon_f c_s^2) - \partial^{(1)}_{\beta} (\rho_f c_s^2) \right) + u_{\beta} \left( \partial^{(1)}_{\alpha} (\rho_f \epsilon_f c_s^2) - \partial^{(1)}_{\alpha} (\rho_f c_s^2) \right)
\]

\[
+ IV
\]
Next, we can rearrange term IV in Eq. (70) using Eq. (54), to obtain the final form of the viscous stress tensor. The resulting equation, which is consistent with the classical LBM scheme, is:

$$- \frac{\omega}{\Delta t} \Pi^{(1)}_{\alpha\beta} = \rho f \epsilon_f \delta^{(1)}_\alpha (u_\beta c_s^2) + \rho f \epsilon_f \partial^{(1)}_\beta (u_\alpha c_s^2) - \partial^{(1)}_\gamma (\rho f \epsilon_f u_\alpha u_\beta u_\gamma)$$

$$+ u_\alpha \left( \partial^{(1)}_\beta (\rho f \epsilon_f c_s^2) - \partial^{(1)}_\beta (\rho f c_s^2) \right) + u_\beta \left( \partial^{(1)}_\alpha (\rho f \epsilon_f c_s^2) - \partial^{(1)}_\alpha (\rho f c_s^2) \right)$$

$$+ \partial^{(1)}_\gamma (\rho f \epsilon_f u_\gamma) c_s^2 \delta_{\alpha\beta} - c_s^2 \left( \frac{\partial^{(1)}_\gamma (\rho f \epsilon_f u_\gamma) + \rho f \partial^{(1)}_\gamma (\epsilon_f)}{\epsilon_f} \right)$$  \hspace{1cm} (71)

This simplification of term IV leads to an expression with no time derivatives for $\rho_f$, thereby eliminating the need to store this variable at two consecutive iterations in order to maintain the second-order accuracy of the scheme.

Combining Eqs. (8), (60) and (71), and simplifying the resulting expression leads to:

$$\partial_t (\rho f \epsilon_f u_\alpha) + \partial_\beta (\rho f \epsilon_f u_\alpha u_\beta) + \partial_\beta \left( (\rho_f - \rho_\infty) c_s^2 \delta_{\alpha\beta} \right) = \partial_\beta (\Theta_{\alpha\beta})$$  \hspace{1cm} (72)
where $\Theta_{\alpha\beta}$ is defined as:

$$
\Theta_{\alpha\beta} = \mu_f \partial_\alpha (u_\beta) + \mu_f \partial_\beta (u_\alpha) - \frac{\mu}{\rho_f c_s^2} \partial_\gamma (\rho_f \epsilon_f u_\alpha u_\beta u_\gamma)
$$

\begin{align*}
&\quad + \left[ \frac{\mu}{\rho_f} (u_\alpha (\partial_\beta (\rho_f \epsilon_f) - \partial_\beta (\rho_f)) + u_\beta (\partial_\alpha (\rho_f \epsilon_f) - \partial_\alpha (\rho_f))) \right] \\
&\quad + \left[ \frac{\mu}{\rho_f} \partial_\gamma (\rho_f \epsilon_f u_\gamma) \delta_{\alpha\beta} - \frac{\mu}{\rho_f} \left( \frac{\partial_\gamma (\rho_f \epsilon_f u_\gamma) + \rho_f \partial_t (\epsilon_f)}{\epsilon_f} \right) \right] \\
\end{align*}

$$ (73) $$

We recall that the deviatoric stress tensor of the VANS equations is [7]:

$$
D_{\alpha\beta} = \epsilon_f \mu \left( \partial_\alpha (u_\beta) + \partial_\beta (u_\alpha) - \frac{2}{3} \partial_\gamma (u_\gamma) \delta_{\alpha\beta} \right) \\
$$

$$ (74) $$

It can be seen by comparing Eqs. (73) and (74) that the viscous stress tensor that arises from the new collision operator and its underlying equilibrium populations, Eqs. (34) and (35), is not consistent with the one from the VANS equations. More precisely, term (i) is the classical deviatoric stress tensor that is present in the regular LBM scheme (with $\epsilon_f = 1$). Term (ii) is also present in the regular LBM scheme and is considered to be asymptotically vanishing with the Mach number. Terms (iii) and (iv) do not exist in the regular LBM scheme. Finally, term (v) of the deviatoric stress tensor is missing in Eq. (73).

Note that this term is also absent in the regular LBM scheme. In the latter,
that this term vanishes. This is not the case for the VANS equations.

We can conclude from the above discussion that the viscous stress tensor arising from the new LBM-VANS scheme is not valid without modifications; terms \((iii)\) and \((iv)\) must be removed and term \((v)\) must be added. This can be accomplished by the addition of an appropriate forcing term to the formulation.

Following Eqs. \((59)\) and \((72)\), the resulting equations for the new scheme are:

\[
\begin{align*}
\partial_t (\rho_f \epsilon_f) + \partial_\gamma (\rho_f \epsilon_f u_\gamma) &= 0 \tag{75} \\
\partial_t (\rho_f \epsilon_f u_\alpha) + \partial_\gamma (\rho_f \epsilon_f u_\gamma u_\alpha) &= -\nabla (\rho_f c_s^2) + \partial_\beta (\Theta_{\alpha\beta}) - \partial_\beta (\Theta_{\alpha\beta}^C) + F^P_\alpha \tag{76}
\end{align*}
\]

where \(\Theta_{\alpha\beta}^C\) is a correction tensor defined as:

\[
\Theta_{\alpha\beta}^C = \frac{\mu u_\alpha}{\rho_f} (\partial_\beta (\rho_f \epsilon_f) - \partial_\beta (\rho_f)) + \frac{\mu u_\beta}{\rho_f} (\partial_\alpha (\rho_f \epsilon_f) - \partial_\alpha (\rho_f))
\]

\[
+ \frac{\mu}{\rho_f} \partial_\gamma (\rho_f \epsilon_f u_\gamma) \delta_{\alpha\beta} - \frac{\mu}{\rho_f \epsilon_f} (\partial_\gamma (\rho_f \epsilon_f u_\gamma) + \rho_f \partial_t (\epsilon_f))
\]

\[
+ \frac{2}{3} \mu \epsilon_f \partial_\gamma (u_\gamma) \delta_{\alpha\beta} \tag{77}
\]

\(F^P_\alpha\) is a pressure correction force term needed to recover \(\epsilon_f \nabla p\):

\[
F^P_\alpha = (1 - \epsilon_f) \partial_\alpha (\rho_f c_s^2) \tag{78}
\]

Eqs. \((75)\) and \((76)\) are asymptotically equivalent to the following VANS equa-
tions:

\[ \frac{\partial \epsilon_f}{\partial t} + \nabla \cdot (\epsilon_f \mathbf{u}) = 0 \]  

(79)

\[ \frac{\partial (\rho_f \epsilon_f \mathbf{u})}{\partial t} + \nabla \cdot (\rho_f \epsilon_f \mathbf{u} \otimes \mathbf{u}) = -\epsilon_f \nabla p + \nabla \cdot \mathbf{\tau} \]  

(80)

We note that the correction tensor, \( \Theta_{\alpha\beta}^C \), is well-posed as it is only dependent on \( \mu, \rho_f, \epsilon_f, \mathbf{u} \) and their derivatives. Therefore, it converges towards a constant value when the grid is refined. This is why this scheme is different from the pressure-correction LBM-VANS scheme of Section 4 and why it should solve adequately the no-flow tests of Sections 6.2 and 6.3. Furthermore, the regular lattice Boltzmann method is recovered when \( \epsilon_f = 1 \). Consequently, the scheme is consistent with the classical implementation of the LBM.

In practice, the additional source terms in Eq. (76) are calculated outside the collision step (Eq. (11)). They involve first- and second-order derivatives, which are approximated by means of a standard second-order finite difference formula. Moreover, the divergence of the correction tensor (Eq. (77)), which is required in Eq. (76), involves the calculation of \( \partial_\alpha \partial_\beta \epsilon_f \) with \( \alpha \neq \beta \). This is done on the LBM structured grid (with \( \Delta x = \Delta y \)) using the following diagonal
stencil:

\[
\frac{\partial^2 \epsilon_f(x, y, t)}{\partial \alpha \partial \beta} = \frac{\epsilon_f(\alpha + \Delta x, \beta + \Delta x, t) + \epsilon_f(\alpha - \Delta x, \beta - \Delta x, t)}{4\Delta x^2} \\
- \left( \frac{\epsilon_f(\alpha - \Delta x, \beta + \Delta x, t) + \epsilon_f(\alpha + \Delta x, \beta - \Delta x, t)}{4\Delta x^2} \right)
\] (81)

9. Results with the LBM-VANS scheme and the new collision operator

We present the results obtained with the LBM-VANS scheme introduced in the previous section for the five different test cases. Figures 6, 7 and 8 display the evolution of the Euclidean norm of the error on \( u \) as a function of the lattice spacing for Cases 1, 4 and 5. These three graphs show that the velocity exhibits second-order convergence even for the most complex manufactured solution (Case 5), which involves a complete non-zero viscous stress tensor. It should be recalled that the pressure-correction LBM-VANS scheme of Section 4 was not stable for Cases 4 and 5, causing a blow-up of the simulations. As predicted by the theoretical analysis done in Section 8.1, the new LBM-VANS scheme and its underlying corrective source terms converges towards the desired form of the VANS equations up to the second-order. Furthermore, the scheme exhibits very good mass conservation properties as the average density was preserved up to \( 10^{-14} \text{ kg.m}^{-3} \) upon convergence in all simulations. We note that
the results obtained for Cases 1 in Figure 6 are identical to those obtained with the pressure-correction scheme in Figure 1. For a constant void fraction, as is the case in Case 1, all the source terms are zero and, consequently, both schemes give identical results.

Next, Figures 9 and 10 show that the velocity for the two no-flow tests (Cases 2 and 3) is negligible for all grids ($|u| < 10^{-11} \text{ m.s}^{-1}$). We consider that this is an essential property that any scheme should possess as it indicates that it does not create kinetic energy in the absence of fluid flow. However, we
Figure 7: Euclidean norm of the error on the velocity as a function of lattice spacing, and order of convergence for Case 4 with the new LBM-VANS scheme.
Figure 8: Euclidean norm of the error on the velocity as a function of lattice spacing, and order of convergence for Case 5 with the new LBM-VANS scheme.
note that, although the spurious velocities in these two figures are negligible, their magnitude increases when the grid is refined. This is due to the fact that our code uses SI units instead of lattice units. Therefore the lattice speed of sound, $c_s$, increases when $\Delta x$ decreases under diffusive scaling. Indeed, the only remaining source term in this case comes from Eq. (78), and its magnitude is related to the numerical error (floating point operations) in the centered finite difference formula for the evaluation of $\partial_\alpha \rho_f$. This term, which is multiplied by the lattice speed of sound squared ($c_s^2$), is responsible for these spurious but very small velocities.

Some comments are in order concerning the stability of the new scheme. We have found that, for low void fractions ($\epsilon_f < 0.45$), the model suffers from a pressure checkerboard effect, leading to instabilities and loss of convergence. This lower bound for stability increases to $\epsilon_f = 0.55$ for small relaxation times ($\bar{\tau} \in [0.5, 0.51]$). Note that this behavior is unaffected by the variation of parameter $\rho_\infty$. Although results were observed for $10^4$ lattice grids ($\Delta x = 0.02$), this behavior was not affected significantly by the lattice spacing and could not be eliminated by refining or coarsening the grid.

A straightforward solution to this problem consists of rescaling the density and void fraction so that they lie in the stability range of the scheme, while
Figure 9: Euclidean and infinity norms of the velocity as a function of lattice spacing ($\Delta x$) for Case 2 with the new LBM-VANS scheme.
Figure 10: Euclidean and infinity norms of the velocity as a function of lattice spacing ($\Delta x$) for Case 3 with the new LBM-VANS scheme.
maintaining a constant mass per lattice cell. To do so, we introduce a density
\[ \rho_{f,1} \] and void fraction \( \epsilon_{f,1} \) such that:
\[ \rho_{f,1} \epsilon_{f,1} = \rho \epsilon_f = \bar{\rho} \] (82)

with \( \epsilon_{f,1} > \epsilon_f \) and \( \rho_{f,1} < \rho_f \). For instance, one could take \( \rho_{f,1} = \frac{\rho_f}{\theta} \) and
\( \epsilon_{f,1} = \theta \epsilon_f \), so that \( \epsilon_{f,1} > 0.45 \), thus ensuring the stability of the scheme. We have found that, even for large values of \( \epsilon_f \) such as \( \epsilon_f = 3 \) and for large variations of \( \epsilon_f \)
such as \( \max(\epsilon_f) - \min(\epsilon_f) = 2.5 \), the scheme remains stable, mass conservative
and second-order accurate for all grid sizes.

10. Conclusion

The volume-averaged Navier-Stokes equations are commonly used for the modeling of multiphase flows in industrial applications. Indeed, they are part of numerous approaches in which they describe either all phases, as in two-fluid models, or the suspending fluid only, as in the case of unresolved CFD-DEM models.

The VANS equations are traditionally solved by means of the finite volume method or the finite element method. However, the lattice Boltzmann method is an interesting alternative to solve these equations because it is fully explicit,
easily parallelizable owing to its local operations, and second-order accurate.

In the literature, the use of the LBM to solve the VANS equations has been done by means of two approaches. The first one is based on a modified collision operator and a pressure correction forcing term \[18, 19, 20\]. As we have shown in the present work, this method does not solve adequately the no-flow test (Cases 2 and 3), and is unstable in the case of problems involving void fraction gradients (Cases 4 and 5). The other type of implementation of the VANS equations within the LBM has been done using additional mass and momentum source terms \[17\]. However, this approach had not been shown to be second-order accurate, is more computationally intensive, requires sub-iterations and does not solve the VANS equation in a conservative formulation.

In this work, a VANS model for the lattice Boltzmann method based on a new collision operator involving two correction terms has been proposed. It is fully explicit and requires the same stencil as the classical lattice Boltzmann scheme. A Chapman-Enskog analysis has proven that the VANS equations are recovered with the correct deviatoric stress tensor. By designing analytical test cases using the method of manufactured solutions, this model has been shown to be second-order accurate for complex 2D cases, something that, to our knowledge, had never been done with other LBM-VANS models. Furthermore,
the results obtained with the no-flow tests have revealed that this model predicts
the pressure adequately.

Although our model suffers a priori from a stability problems at low void
fractions, a slight modification entailing a rescaling of the density and void frac-
tion has been observed to be an efficient workaround. Furthermore, this model
is stable for very large void fraction gradients, which represents a significant
improvement over current models.

Future work includes the extension of the model to 3D using D3Q19 lattices,
which is a natural extension of the D2Q9 scheme within the scope of flows in
porous media or solid-fluid flows using a CFD-DEM combination.
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