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La modélisation d'un réacteur tubdaire isotherme à l'aide de bilans de matière 

permet d'obtenir un système d'équation aux dérivées partielles. Ce modèle a 

paramètres répartis est toutefois peu utilisé pour la conception d'algorithme de 

commande. Est-il possible d'améliorer la performance du procédé en utilisant une 

loi de commande basée directement sur un modèle a paramètre répartis? Cette 

problématique est abordée dans cette thèse dans le cadre d'une application a un 

réacteur de blanchiment. 

La première partie du travail présente la modélisation d'un réacteur tubulaire et 

les techniques de simulation. L'anaiyse des techniques de résolutions numériques 

classiques permet d'en identifier certaines Limites dans le cas de la simulation de 

systèmes faiblement dispersifs en régime transitoire. Une méthode de résolution par 

alternance est donc proposée afin d'éliminer les problèmes de diffusion numérique 

et d'oscillation. Cet algorithme résout à chaque pas de temps et de façon succes- 

sive les phénomènes de convection, dispersion et réaction. Cette approche simple 

permet une simulation rapide et stable du procédé. Elle peut donc être aisément 

utilisée dans un algorithme de commande en temps rhl.  

La seconde partie de la thèse présente trois différentes stratégies de commande ap- 

pliquées au réacteur de blanchiment. Les stratégies utilisées diffèrent par le niveau 

de modélisation utilisé. Ainsi, la commande prédictive avec ajustement de l'échelle 

de temps utilise un modèle entréesortie, la commande par différence globale utilise 

une pr&approximation des équations aux dérivées partielles alon que Ia commande 

par post-approximation est construite directement à partir du modèle à paramètres 

répartis. L'analyse des performances de ces trois approches montre que l'utilisation 

d'un modèle à paramétres répartis permet de tenir compte efficacement des non- 



Linéarités du modéie cinétique. La commande par post-approximation proposée 

dans cette thèse permet de tenir compte eficacernent des variations des paramètres 

cinétiques tout en maintenant des performances adéquates dans le cas de variations 

de la structure de la cinétique. 



ABSTRACT 

Dynarnical isothermal tubular reactor modeling by mass balance leads to a set of 

partial differential equations. This model is not often used for the design of control 

laws. 1s it possible to enhance process performance by using a control law based 

on a distibuted parameter model? This problem is addressed here considering a 

bleaching reactor application. 

The first part of this work presents the modeling of a tubular reactor and simulation 

algorithms. The analysis of classical numecical approaches identifies their iimits in 

the case of the simulation of dominant convection systems in transiant modes. A 

sequencing method is proposed to solve numecical diffusion and oscillation prob- 

lems. This algorithm solves at each time step and successively each phenornena in 

the reactor, i.e. convection, diffusion and reaction. This simple approach reduces 

the simulation t h e  and is stable. It is well suited for on-line control application. 

The second part of the thesis presents three different control algorithms applied 

to the bleaching reactor. Those strategies differ by the complexity of the model 

used for the design. Hence, the predictive control uses an input-output model, 

the global diierences algorithm uses an early lumping of the partial differential 

equation system and finally, the late lumping approach uses directly the distributed 

parameter model. The performance analysis of these three approaches shows that 

using a distributed parameter model is more efficient by taking into account the 

nonlineacities of the kinetic model. The late lumping control law proposed in this 

thesis, shows good performance with regard to kinetic parameters variations while 

maintaining good robustness properties to model mismatch. 
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INTRODUCTION 

Les progrès de l'informatique et de la micro-électronique ont révolutionne l'industrie. 

La disponibilit6 de nouveaux capteurs performants, la cueillette de données en ligne 

et la centralisation de cette information sur de véritables autoroutes de l'information 

dans l'usine sont le reflet des investissements importants faits dans le domaine des 

technologies de l'information. Ces développements technologiques ouvrent main- 

tenant la porte à toute une gamme d'out.iIs pour Poptimisation du fonctionnement 

des procédés. Cette optimisation étant rendue essentielle dans un contexte de 

marché global où les marges de rentabilité des usines sont réduites à leur limite. 

Le développement de stratégies de commande avancée s'avère aujourd'hui un outil 

clé pour atteindre cet objectif. 

Traditionnellement la commande de procédé est principalement basée sur une vue 

entrée-sortie du procédé. Dans te cas d'un réacteur tubulaire, différentes boucles 

de contrôle sont mises en place pour commander chacune des variables du procédé 

autour d'un point d'opération donné. Ainsi, l'ajustement de ces régulateurs est 

souvent réalisé a l'aide de modèles Linéaires tels des fonctions de transfert avec re- 

tard. Cette approche est justifiée et efficace lorsque le procédé reste très près de son 

point de fonctionnement en tout temps. Par contre, les contraintes de productiv- 

ité croissantes remettent en question l'utilisation de modèles valides sur une plage 

de fonctionnement restreinte. En effet, l'usine moderne doit maintenant pouvoir 

composer avec des stocks limités et des exigences de qualité accrue. Il en résulte 

une plus grande variabilité des conditions d'opération du procédé qui doit pouvoir 

s'ajuster rapidement à des débits de production variés et des spécifications vari- 

ables. Les régulateurs traditionnels basés sur des modèles linéaires peuvent être 

inefficaces dans de telles circonstances car pour chaque changement important des 



conditions opératoires, ils doivent être ajustés de nouveau pour un fonctionnement 

optimal. Dans le cas contraire, une variabilité accrue des produits, des oscillations 

entre les boucles de contrôle et parfois même l'instabilité menacent les réacteurs. 

Heureusement, l'utilisation de meilleurs modèles est une solution maintenant en- 

visageabie grâce au progrès de l'informatique. 

La modélisation des réacteurs tubulaires n'est pas un sujet nouveau. Le modèle 

piston dispersif pour ce type de réacteur est bien connu et largement couvert dans 

les ouvrages de génie chimique. Son utilisation à des fins de commande est par con- 

tre beaucoup moins fréquente compte tenu de la complexité de ce type de modèle. 

En effet, le modèle d'un réacteur tubulaire en transitoire est composé d'équations 

aux dérivées partielles qui sont généraiement non-linéaires. Ce type de modèle 

est appelé modèle à paramètres répartis car les variables du système ne sont plus 

seulement fonction du temps mais aussi de l'espace. Ces équations permettent 

donc de décrire le profil du réacteur dans le temps. Outre la complexité du traite- 

ment mathématique direct des équations a u  dérivées partielles, la commande d'un 

réacteur tubulaire est en soi difficile par la nature même du système: 

1. Les réacteurs tubulaires sont des systèmes avec un grand retard. Le retard 

d'un réacteur tubulaire correspond plus ou moins à son temps de résidence 

moyen. La commande des systèmes à retard est complexe car l'effet de l'entré2 

sur la sortie apparalt avec lin délai. II est donc impossible de réagir trop 

rapidement ou trop fortement à une dhiation non désir& de la sortie sans 

risquer de rendre le système instable. Quel que soit le modèle ou le régulateur 

utilid, le délai limitera toujours la performance du système. 

2. Les réacteurs tubulaires sont généralement des systèmes non-lhéaires. Lorsque 

la cinétique de réaction est non linéaire, le modèle du réacteur est non tinéaire 

de facto. De plus, l'effet de la température, et des divers autres facteurs 



qui influencent la cinétique, sont aussi généralement fortement non linéaires. 

Cette caractéristique des réacteurs Limite l'utilisation de régulateurs linéaires 

qui ne sont calibrés que pour un point de fonctionnement précis. En effet, 

il est possible de considérer que dans une certaine zone autour du point de 

fmctionnement, le comportement du réacteur est linéaire. Par contre, ce 

modèle n'est plus valide lorsque le procédé change de point d'opération ou 

simplement s'éloigne fortement de ce point. 

Le modèle non linéaire à paramètre répartis d'un réacteur tubulaire a l'avantage 

d'être valide pour tous les points d'opérations de fonctionnement dans la mesure 

ou l'ensemble des variables opératoires sont incluses dans le modèle. De plus, ce 

type de modèle permet de tenir compte directement de l'information disponible sur 

le procédé. En effet, les paramètres hydrodynamiques et la cinétique de réaction 

apparaissent explicitement dans le modèle. Le modèle est donc non linéaire et 

le délai est maintenant implicite dans Ia formulation des équations aux dérivées 

partielles. 

Travaux antérieurs 

Différentes approches ont été considérées pour commander des systèmes à paramètres 

distribués. Ray (1981) propose de scinder ces approches en deux grandes catégories: 

les stratégies de préapproximation et les stratégies de post-approximation. Les 

approches par pré-approximation utilisent une approximation préalable des équa- 

tions aux dérivées partieiles (EDPs) en équations différentielles ordinaires (EDOs). 

L'algorithme de commande est donc conçu en utilisant cette approximation. Dans 

les stratégies de post-approximation la conception de la loi de commande est faite 

directement à partir du modèle à paramètres répartis. Une approximation sera 

utilisée au besoin lors de la mise en oeuvre du contrôleur. 



Les stratégies de pré-approximation se distinguent par le type d'approximation 

utilisé. En effet, des techniques analytiques ou numériques doivent être utilisées 

pour permettre la transformation des EDPs en un nombre suffisamment restreint 

d'EDOs pour que l'approximation du modèle permette la conception de loi de 

commande. Parmi les techniques numériques, notons la technique de collocation 

orthogonale (Villadsen et Michelsen, 1978) qui permet d'obtenir un nombre ce- 

streint d'équations. Le choiv d'une technique analytique dépend fortement de la 

nature des EDPs. Si les équations ne  comportent pas de dérivé partielle du deux- 

ième ordre, le système est dit hyperbolique. Sinon Les équations sont classifiés selon 

la forme caractéristique de l'équation. Dans le cas des système de type convection- 

diffusion-réaction, les équations sont dites de type parabolique. 

Dans le cas de systèmes hyperboliques, le système évolue selon un champ vectoriel 

caractéristique. Il est alors possible cl'utiliser un changement de variable pour 

obtenir un système d'EDOs de dimension finie (F*arlow, 1993). Cette technique a 

été utilisée entre autre par Hanczyc et Palazoglu (1995) ainsi que par Shang et al 

(2000) qui proposent des lois de commande à mode de glissement. Par contre, cette 

technique ne peut être appliquée a u  équations paraboliques. 

Dans le cas des systèmes paraboliques, L'utilisation des modes principaux, i.e. des 

valeurs propres les plus faibles, peut permettre de représenter adéquatement le 

système. Les valeurs propres d'un système d'EDPs sont obtenues en résolvant le 

problème aux valeurs propres associées. 11 est ainsi possible d'obtenir une décom- 

position sous la forme d'un système d'EDO de dimension idhie. Cette approche 

a été utilisée par Curtain (1982) qui propose une stratégie de retour d'état pour le 

contr6le par la condition frontière. Drakunov et Barbieri (1997% 1997b) proposent 

de combiner l'approche modale au concept de variété d'équilibre auquel ils contraig- 

nent le système par une stratégie à mode de giissernent. Finalement, Chakravarti et 



Ray (1997) critiquent l'utilisation des formes modales qui sont parfois impossibles 

à calculer et proposent l'utilisation des fonctions singulières comme approximation 

du systéme. Christofides et Daoutidis (1998; 1998) ont formalisé l'approche de 

décomposition modale en utilisant le concept de système a deux échelles de temps. 

Dochain (1994) a proposé l'approche par différence globale qui peut être utilisée en 

pré-approximation ou en post-approximation. Si l'action de commande est présente 

dans I'EDP, un régulateur peut être conçu directement par linéarisation exacte. La 

loi de commande inclut alors un terme de dérivée partielle qui sera approximé par 

la suite à l'aide une différence globale. Tali-Maamar (1994) a utilisé cette approche 

dans le cas d'un bioréacteur décrit par des équations hyperboliques ou paraboliques. 

Si l'action de commcande est à la frontière, les différences globales sont utilisées air 

préalable pour introduire l'action cle commande dans les bilans. Cette technique 

de pré-approximation a été utilisée par Bourre1 (1996) sur un biofiltre décrit par 

des équations hyperboliques. Cette approche a aussi été utilisée clans les travaux 

de Babary et al (1998; 1995) en combinaison avec une formulation particulière 

des conditions frontières. Finalement, Christofides et Daoutitis (Christofides et 

Daoutidis, 1997) utilisent eux aussi une approche de linéarisation exacte sur une 

classe particulière de systèmes quasi-linéaires à deux échelles de temps. 

Les techniques de post-approximation utilisent généralement un contenu mathé- 

matique important qui est dû à la définition des EDPs dans un espace de Hilbert 

(Gustafson, 1980). Ainsi des notions d'analyse fonctionnelle sont essentieiles a 

la compréhension de ces concepts (Kreyszig, 1978). Certaines similarités entre 

l'automatique des systèmes localisés et répartis ont toutefois été mises en évidence 

par El Jai et Pritchard (1986) ainsi que El Jai et Amouroux (1990). Dans le cas par- 

ticulier des systèmes linéaires, la théorie des systèmes de dimension infinie permet 

à Curtain e t  Zwart (1995)de donner un cadre de travail complet pour Ie développe- 



ment de loi de commande. Ce cadre a été utilisé par Dochain et Winkin (1995) 

puis Winkin et al (2000) qui l'ont appliqué aux réacteurs à lit fixe en démontrant 

l'existence d'une solution faible ainsi que les concepts de stabilité, observabilité et 

accessibilité dans le cas des réacteurs piston et piston dispersif. 

La commande optimale est une stratégie de prédilection dans ce cadre formel. 

Cette stratégie est à la base de la majorité des travaux présentés dans les années 

70 comme le rapporte la compilation de Ray et Lianiotis (1978). L'évolution des 

outils informatiques a permis récemment un regain d'activité dans ce domaine 

grâce au développement de méthodes de résolution efficaces. Ainsi Glowvinski et 

He (1996) présentent une application à la commande d'un système de convection- 

diffusion-réaction par la frontière, Dans cet algorithme, la formulation du problème 

est faite directement sur les EDPs mais l'algorithme utilise les éléments finis lors 

de la mise en oeuvre. 

Récemment, plusieurs travaux présentent des solutions qui utilisent la commande 

adaptative pour les systèmes répartis. Ces travaux sont basés sur l'utilisation des 

techniques de stabilité de Lyapunov. Ces techniques élaborées par Lyapiinov à 

la fin du 19e siècle ont été popularisées beaucoup plus tard vers le milieu du 20e 

siècle. Les premières applications en génie chimique remontent aux travaux de 

Berger et Lapidus (1968) ainsi que Gurel et Lapidus (1969) sur l'analyse de la 

stabilité des réacteurs décrits en régime permanent par le modèle piston dispersif. 

L'application de ces techniques de stabilité dans un espace de Hilbert a, par la suite, 

été discutée formellement par Datko (1970) et Pazy (1972). Puis, des travaux sur 

la stabilité des réacteurs tubulaires en transitoire ont été présentés par Liou et 

al (1974) sur les réacteurs non adiabatiques avec recircuiation et  par McGreavy 

et Soliman (1973) sur les réacteurs catalytiques à lit fixe. Les applications des 

techniques de Lyapunov aux systèmes à paramètres localisés sont déjà bien établies- 



L'utilisation de cette théorie fait l'objet de plusieurs livres dont celui de Khaiil 

(1996) et certaines applications ont et4 présentées pour le contrôle des réacteurs 

parfaitement agités (Vie1 et al., 1997). L'application à la commande adaptative 

des systèmes a paramètres répartis est toutefois beaucoup plus récente. Bobm et 

al. (1998) utiiisent des arguments similaires à ceux de Lyapunov pour présenter 

une stratégie de commande par modèle de référence. Leur traitement exhaustif 

inclut entre autres une preuve de convergence des paramètres identifiés en ligne 

ainsi que les conditions d'excitation persistante qui s'y rattachent. Cette approche 

s'applique aux systèmes pour lequel le modële de référence est Fortement coercitif et 

dont la commande apparaît explici tement dans les EDPs. Hong et E3entsman (1994) 

proposent aussi une stratégie de commande basée sur un modèle de référence. Leur 

argumentation est principalement basée sur une analyse de Lyapunov mais elle se 

limite à des systèmes de diffusion-réaction ou la commande est explicite dans les 

EPD- 

Application au blanchiment de la pâte 

Pour illustrer les développements de cette thèse dans un contexte plus pratique 

que purement théorique, tous les développements seront appliqués à un réacteur de 

blanchiment. Ce type de réacteur est utilisé dans l'industrie des pâtes et papiers 

pour augmenter la blancheur de la pâte avant la formation du papier. Ces réacteurs 

sont tubuIaires et se pr6tent bien à la modélisation par bilm de masse. De plus, 

l'intérêt industriel pour le développement de nouvelles stratégies de commande s'est 

manifesté clairement récemment. En effet, Paprican a présentement un programme 

de recherche dans cet axe (Gendron, 1996) et Nexfor a présenté divers travaux sur la 

modélisation et la commande des séquences de blanchiment (Savoie et Tessier, 1997; 

Pudlas e t  al., 19% Tessier et al., 2000). Les coilaborations avec ces partenaires 

justifient en partie le choix de cette application. 



Différents travaux ont déjà été prhentés sur la commande des systèmes des procédés 

tel que le relate Kayihan (1990). b k i n  et Bialkowski (1984) utilisent un algo- 

rithme de blancheur compensée qu'ils combinent à un modèle dynamique du s y s  

tème sur une tour de chlorination. Gough et Kay (1994) présentent une stratégie de 

commande adaptative à effort minimal basée sur un modèle de fonction de trans- 

fert. Finalement Barette et Perrier (1995) introduisent l'utilisation d'un modèle 

plus comple~e pour la commande d'une tour de blanchiment à I'hypochlorite. Ils 

utilisent ainsi un modèle composé de multiples réacteurs parfaitement agités en 

série pour représenter le comportement piston du réacteur. 

Le réacteur de blanchiment serviradonc de base aux analyses et discussions de cette 

thèse. L'utilisation d'une application [imite d'un certain point de vue la généralité 

des contributions de la thèse. Par contre, cette utilisation oriente clairement les 

efforts de recherche vers des solutions potentiellement applicables en usine. Ainsi, 

les contraintes d'une telle application seront au centre du développement des idées. 

Cette orientation favorise donc le développement de solutions industriellement vi- 

ables plutôt qu'une formulation mathématique idéale mais manquant de repère 

concret en terme d'application et de mise en oeuvre. 

Objectifs de la thèse 

L'analyse des travaux anterieurs montre que beaucoup de développements ont été 

accomplis dans la commande des systèmes a paramètres répartis. Intuitivement, il 

est possible de croire que l'utilisation d'un modèle plus r&é permettra d'accroître 

les performances du système de commande. Par contre, il n'est pas évident que 

cet accroissement de performance justifie l'effort qui doit être mis dans la modéli- 

sation et le développement de la loi de commande. Cette problématique permet de 

formuler l'hypothèse de recherche suivante: 



L'utilisation d'un modèle ù paramètres repartis 

pour la conception d'un système de commande d'un réacteur tubulaire permet 

d'accroître les performances de ce procédé 

La méthodologie adoptée pour étudier cette hypothèse consiste à développer dif- 

férentes stratégies de commande sur un =emple type: le réacteur de blanchiment. 

Ceci permet par la suite de réaliser I'maIyse comparative des performances. Les 

objectifs spécifiques de la thèse sont donc les suivants: 

1.  Élaborer des outils de simulation e$caces. Plusieurs outils de simulation ex- 

istent pour les systèmes à paramètres répartis. Par contre, leur utilisation 

en ligne peut être difficile voir même impossible. Cette caractéristique est 

essentielle pour l'application en usine de lois de commande qui utilisent le 

modèle à paramètres répartis directement- Il Faut donc analyser les outils 

e'astants et, au besoin, en créer de nouveaux. 

2. Adapter les stratégies de commande existantes à la problématique de la com- 

mande du blanchiment. Pour servir de base de comparaison, deux stratégies 

existantes seront u t i l i s k  la commande prédictive et l'approche par dif- 

férence globale. Ces deux stratégies seront appliquées à la problématique 

particulière du réacteur de blanchiment soit: débit variable, perturbations 

mesurées de la matière première, contrôle par la frontière, cinétique de réac- 

tion mal connue. Dans le cas de la commande prédictive, une adaptation au 

débit variable doit être réalisée. Dans le cas de la commande par différence 

globale, la commande de type "frontière" dans le cas parabolique doit être 

abordée. 



3. Élaborer une stratégie de comnaande par post-approximation pour les systèmes 

commandés par la condition frontière. Les stratégies de post-approximation 

adaptatives actuelles ne considèrent pas la commande de type frontière. Comme 

le procédé de blanchiment a une cinétique de réaction mal connue, l'utilisation 

de I'adapt ation des constantes cinétiques est essentielle. Une nouvelle stratégie 

doit donc être élaborée. 

4. Comparer les diférentes stratégies sur une application. Une comparaison 

générale des performances entre plusieurs algorithmes est un problème dif- 

ficile. En effet, Les performances d'un régulateur sont toujours en fonction 

di1 système à commander. Cette comparaison sera donc effectuée strictement 

sur le procédé de blanchiment par simulation avec les Limites inhérentes d'une 

telle approche. Les possibilités de mise en oeuvre en usine seront considérées. 

Organisation de la thése 

Cette thèse est organisée en deux parties distinctes afin de séparer les aspects de 

modélisation et simulation de la portion commande. La première partie est com- 

posée de deulv chapitres sur la modélisation et la simulation des réacteurs tubulaires 

décrits par des systèmes à paramètres répartis. 

Le chapitre 1 décrit la modélisation a paramètres répartis des réacteurs tubulaires. 

De plus, il contient une présentation du procédé de blanchiment et les modèles du 

réacteur au dioxyde de chlore qui seront utilisés dans cette thèse. 

Le chapitre 2 traite des différentes méthodes de résolution des systèmes d7EDPs 

paraboliques. Tout d'abord, la résolution analytique dans le cas linéaire sera 

présentée. Puis la résolution du système en régime permanent par une méthode de 



relaxation sera abordé. Par la suite les techniques de différences finies, de c o b  

cation orthogonale et d'éléments finis sont utilisées pour résoudre les équations du 

procédé de blanchiment. Compte tenu des limites de ces méthodes, une nouvelle 

approche sera proposée: la méthode par alternance. 

La seconde partie de la thèse présente les différents algorithmes de commande 

utilisés pour la commande d'un système à paramètres répartis parabolique. Chaque 

loi de commande sera appliquée aux divers modèles de blanchiment développés au 

chapitre 1 afin d'en analyser comparativement la robustesse. 

Le chapitre 3 présente les algorithmes déjàconnus qui ont été adaptés pour l'application 

au réacteur de blanchiment. L'algorithme de commande prédictive DMC sera donc 

présenté avec une variante qui permet cle considérer la variation du débit. Par la 

suite, un algorithme basé sur les différences globales sera présenté sous une forme 

qui permet la commande par la conclition frontière d'entrée. De plus, un mécanisme 

d'adaptation du rapport des constantes cinétiques sera ajouté. 

Le chapitre 4 présente une nouvelle stratégie de commande adaptative par post- 

approximation pour les systèmes paraboliques avec commande frontière a l'entrée. 

Cette stratégie est composée de deux niveaux de régulateur. La première boucle 

adaptative à modèle interne permet l'identification en ligne de constantes cinétiques 

alors que la seconde permet le suivi du point de consigne par anticipation et rétro- 

action. 

Finalement, le dernier chapitre de cette thèse présente l'analyse comparative de tous 

les algorithmes de commande présentés dans les chapitres trois et quatre. L'analyse 

est réalisée qualitativement par simulation sur différents modèles et quantitative- 

ment par l'utilisation d'indice de performance. 



Partie 1 

Modélisation et simulation 



CHAPITRE: 1 

Pour un même réacteur tubulaire, différents types de modèles peuvent être dérivés 

selon les besoins. Daus le cadre de la commande de procédés, le modèle générale- 

ment le plus utilisé est du type fonction de transfert avec délai. Ce type de modèle 

a paramètres localisés ne tient toutefois pas compte de la nature répartie c h  réac- 

teur tubulaire pour lequel l'hydrodynamique et la cinétique de réaction peuvent 

être caractérisées en tout point du réacteur. Cette caractéristique cles réacteurs 

tubulaires peut être mise en évidence par l'utilisation d'un modèle 5 parcmètres 

répartis. En effet, l'utilisation de bilans de matière et d'énergie mène directement 

à des équations aux dérivées partielles. Cette modélisation est délà bien couverte 

dans les livres de base de génie chimique (Fogler, 1992; Levenspiel, 1999). L'objectif 

de ce chapitre n'est donc pas de présenter un nouveau modèle pour les réacteurs 

tubulaires, ni d'argumenter sur la validité de ce type de modèle mais plutôt de 

poser précisément le type de modèle sur lequel sera basé le développement de la loi 

cle commande. 

La première partie de ce chapitre présente donc te modèle piston dispersif d'un 

réacteur tubulaire isotherme. Les biians de masse, Ies conditions frontières ainsi que 

certaines limites de ce modèle seront prkntées. La seconde partie de ce chapitre 

présente l'application de ce type de modélisation a un réacteur de blanchiment. 

Le procédé de blanchiment sera décrit succinctement, suivi de l'identification des 

paramètres hydrodynamiques et des divers modéies cinétiques utilisés dans cette 

thèse. 



1.1 Modele gén&d d'un rhacteur tubulaire 

La figure 1.1 présente le schéma d'un réacteur tubulaire. Si la géométrie de ce 

réacteur est simple, il peut en être tout autrement des modèles qui peuvent ëtre 

développés pour le représenter- il s'agit en fait d'un système dont l'hydrodynamique 

complwe peut être modélisée par les équations de Navier-Stokes (Bird et al., 1960). 

Si le nombre de Reynolds est assez élevé, le régime d'écoulement est turbulent, 

L'expression des termes turbulent dans les équations d'écoulement et leur identifi- 

cation demeure un problème ouvert et complexe. 

Figure 1.1 Réacteur tubulaire 

L'objectif de cette thèse est d'évaiuer l'utilisation de modèles à paramètres repartis 

pour le développement de stratégies de commande- Un modèle simple et courant 

qui tient compte de la nature répartie des dynamiques sera donc utilisé: le modèle 

piston dispersif. C'hypothèse de base du modèle est la suivante: le mélange est 

causé par le mouvement brownien des éléments- Donc, le mouvement turbulent 

causera une dispersion des éléments qui sera statistiquement assimilable à une loi 

normale. La modélisation de ce phénomène peut donc être faite à l'aide de la loi 

de Fick suivante, qui  est u t W  pour modéliser la diffusion moléculaire, 

Cette simpIification permet d'obtenir un modèle à une seule dimension spatiale, 



dans lequel tous les phénomènes de mélange, tel le rétro-mélange y seront modélisés 

par un seul coefficient: Le taux de Dispersion D. 

1.1.1 Bilan de matiére 

Figure 1.2 Tranche infinitésimale d'un réacteur tubulaire 

Le modèle piston dispersif est obtenu en effectuant un bilan de matière sur une 

tranche infinitésimale ch réacteur pour chacun des composants. Soit le bilan de 

rnatiere général suivant: 

t a u  ci~xcumuiation ) { taux d'entrée } - { t a u  de sortie } 
du composant du composant du composant 

+ i taux de génération 

du composant par la réaction 
(1.2) 

La figure 1.2 présente les flux entrants et sortants sur une tranche du réacteur. 

Ainsi, en considérant les phénomènes de convection, de dispersion et de réaction 

sur cette tranche du réacteur, le bilan suivant est obtenu: 



En divisant par le volume et en utilisant la définition de la dérivée partielle, le 

modèle général suivant est obtenu: 

Cette équation aux dérivées partielles (EDP) est donc obtenue pour chacun des 

composants et elle tient compte de la nature répartie des variables du système. Ce 

type d'équation de deuxième ordre peut être classifié en trois catégories selon les 

coefficients des termes des dérivées partielles d'ordre deux (Kreyszig, 1988). Dans le 

cas d'un modèle piston, les équations sont de type hyperbolique alors que dans Le cas 

d'un modèle dispersif, tes équation sont de type parabolique. Cette classification a 

une incidence importante sur tes techniques de résolution analytiques et numériques 

qui peuvent être utilisées. 

1.1.2 Conditions frontières 

Pour qu'un modèle composé d'équations a u  dérivées partielles soit complet, il 

faut déterminer de façon exacte ses conditions frontières. Dans le cas d'un réacteur 

représenté par des équations hyperboIiques, une seule condition frontière est req- 

uise. La concentration à l'entrée du réacteur est généralement utilisée. Dans le cas 

d'un réacteur représenté par des équations paraboliques, deux conditions frontières 

doivent être posées. Le premier à proposer des conditions frontières pour ce type de 

réacteur est Danchrts (1953)- Ii établit la condition frontière à l'entrée ii l'aide 

d'un Vian de flux et pose un gradient de concentration nul B la sortie. Il obtient 

ainsi : 



D a n h e r t s  valide la condition à la sortie en analysant le gradient à ce niveau. Ce 

gradient ne peut pas être positif car la concentration passerait par un minimum 

dans le réacteur ce qui est impossible. 11 ne peut pas non plus être négatif car un 

bilan des flux à l'extrémité du réacteur montrerait une concentration à la sortie 

plus grande que celle dans le réacteur. Ces conditions frontières sont généralement 

appelées conditions pour un réacteur fermé-femé. Toutefois, la proposition de 

Danckwerts a suscité de nombreuses critiques. Wehner et Wilhelm (1956) ainsi 

que Bischoff (1961) critiquent les conditions en proposant de considérer l'impact 

des sections avant et après le réacteur qui ont leur dispersion propre. Pearson (1959) 

propose une solution intermédiaire en considérant une dispersion progressive dans 

les extrémités. Van Cauwenberghe (1966) montre que les conditions de Danckwerts 

sont fausses à la sortie dans le cas d'un réacteur piston. Cette analyse est poursuivie 

par Salmi et Romanainen (1995) qui  propose une solution empirique pour lier les 

conditions de Danckwerts au modèle d'un réacteur piston en pondérant chacun des 

modèles selon la dispersion. 

Malgré l'ensemble de ces critiques, les conditions de Danckwerts sont les plus util- 

isés pour le modèle piston dispersif car, somme toute, l'importance de l'erreur 

commise pour les systèmes faiblement dispersifs demeure relativement restreinte si 

les méthodes de résolutions numériques sont choisies adéquatement. Ces conditions 

frontières seront donc utilisées dans cette thèse. 

1.1.3 Limites du modèle piston dispersif 

Le modèle précédent permet de représenter un réacteur tubulaire isotherme et is+ 

bare. Le même type d'approche de modélisation peut toutefois être utilisé pour 



représenter des réacteurs plus complexes en utilisant un bilan d'énergie ou de pres 

sion. Le modèle dispersif doit toutefois être utilisé avec précaution car il ne permet 

pas de représenter adéquatement tous les réacteurs tubulaires. Levenspiel (1999) 

met en garde contre son utilisation lorsque le taux de mélange devient trop élevé, 

soit pour un nombre de Peclet inférieur à un. 

ul 
Nombre de Peclet Pe = - 

D (1.7) 

Levenspiel et Fitzgerald (1983) montrent en effet l'importance de l'hypothèse du 

mouvement aléatoire pour l'utilisation du modèle dispersif par rapport à un mod- 

èle convectif gaussien. Si cette hypothèse n'est pas respectée, divers modèles peu- 

vent alors être considérés selon la nature du mélange (Nauman et Bufiam, 1983). 

Toutefois, l'effort de modélisation doit être adapté en fonction de l'utilisation du 

modele. Comme l'objectif de la modélisation dans cette thèse est d'obtenir un mod- 

èle permettant de représenter adéquatement la dynamique du réacteur. Ce modèle 

peut donc être adéquat dans ce sens sans être la meilleure solution pour des ob- 

jectifs de conception ou de mise à l'échelle du réacteur. De plus, l'utilisation d'un 

modèle à paramètres répartis pour la conception d'une loi de commande représente 

un net progrès dans le niveau de raffinement du modèle par rapport aux fonctions 

de transfert avec délai généralement utilisées, 

1.2 Application h un réacteur de blanchiment 

Cette section présente donc tout d'abord un survol du procédé de blanchiment et 

de l'état actuel des connaissances de la modélisation de ce procéde. Par la suite, 

des modèles à paramétres répartis d'un réacteur de blanchiment par dioxyde de 

chlore seront proposés. 



1.2.1 ProcCdé de blanchiment 

Le b lanchient  est l'une des demières étapes du processus de mise en pâte dans 

le procédé papetier (Biermann, 1996). Son objectif est de réduire la coloration 

écrue de la pâte afin d'obtenir un niveau de  blancheur désiré. Cette coloration de 

la pâte est principalement causée par ta lignine qui est un polymère naturel com- 

plexe. Ce polymère est composé principalement de coniféraldéhyde et de composés 

aromatiques similaires reliés par des liens aliphatiques. Ce composé se retrouve 

principalement entre les fibres du bois et dans les couches extérieures des fibres. 

Les techniques de blanchiment varient fortement selon la technique utilisée pour 

obtenir la pâte. Dans le cas d'une pâte chimique, la pâte est obtenue par dégra- 

dation chimique de la lignine. Ainsi, te blanchiment de ce type de pâte consistera 

principalement à éliminer directement Ie contenu résiduel de lignine dans les fibres. 

Dans le cas d'une pite mécanique: les fibres sont séparées mécaniquement à l'aide 

d'un rafiineiir. Dans ce cas, la stratégie de blanchiment est plutôt de modifier la 

structure de la lignine pour la décolorer. 

Figure 1.3 Séquence de blanchiment 

Le blanchiment de la pâte n'est pas effectué dans une seule réaction. En fait, ce 

procédé est constitué d'une alternance d'étapes de réaction et de lavage. La figure 



1.3 extraite de (Dence et Reeve, 1996) illustre l'aspect physique de ce procédé. 

Dans le cadre de ce travail, un seul réacteur de blanchiment sera considéré soit une 

tour de blanchiment au dioxyde de d o r e .  Ce choix a été effectue compte tenu de 

la disponibilité de données dans la littérature. 

Le dioxyde de chlore est un puissant oxydant utilisé pour délignifier les fibres. Ce 

réactif permet de briser la structure de la lignine a h  de former des molécules 

suffisamment petites pour qu'elles soient extraites de la fibre. Compte tenu de la 

complexité de la structure de la lignine, il est difficile d'établir un mécanisme réac- 

tionnel précis mais différents principes d'actiori ont toutefois été identifiés. Ainsi 

le chlore agit principalement par substitution et addition en milieu alcdio. Donc, 

si ces réactions se produisent sur la chaîne aliphatique, les macromolécules sont 

brisées en cet endroit, Si la réaction se produit sur un noyau aromatique, l'étape 

d'extraction en milieu atcalio qui suit permettra une solubilisation de la lignine 

par le remplacement cles atomes de chlore par des groupements hydrophiles. Ainsi, 

l'action du dioxy e de chlore est double: éliminer immédiatement une portion de A 
la Iignine et  préparer la solubilisation de lignine de l'étape suivante. Malheureuse 

ment, l'utilisation de ce réactif doit être faite de faqon prudente car le dioxyde de 

cidore peut aussi attaquer les chaines cellulosiques des fibres entraînant ainsi une 

dégradation des propriétés mécaniques des fibres (Gendron, 19976)- 

1.2.2 Modèle A param&res répartis 

Un des avantages de la modélisation à paramètres répartis est de permettre l'identi- 

fication distincte des paramètres hydrodynarniques et des termes cinétiques. Ainsi, 

une plus grande portabiité du modèle est assurée d'une mise en oeuvre a l'autre. 

Différents efforts de modélisation ont été mis en oeuvre en collaboration avec Nex- 

for. Compte tenu des ententes de confidentialité, ces résultats ne seront pas utilisés 



dans cette thèse sauf dans le cas de l'hydrodynamique où des résultats normalisés 

sont présentés. Les paramètres du modèle présenté dans cette section sont donc 

basés sur les données disponibles dans la littérature- 

1.2.2.1 Caractérisation de I'hydrodpamique 

Dans le modéle piston dispersif, deux paramètres suffiserit pour caractériser i'hydro- 

dynamique du réacteur: le coefficient de Dispersion D et la vitesse superficielle v. 

En usine, l'identification de ces deux paramètres peut être réalisée ii I'aide d'une 

étude de traceur. En effet, suite à une injection de traceur à l'entrée du réacteur? 

l'analyse de la présence du traceur à la sortie du réacteur permet d'obtenir la courbe 

de distribution des temps de séjours qui est en fait ia réponse impulsionelle du 

système. L'analyse de cette courbe une fois adimensionnalisée permet d'identifier 

le nombre de Peclet qui caractérise complètement I'hytlrodpamique du réacteur 

dans le modèle piston dispersif. Cette approche permet de modéliser globalement 

les phénomènes de mélange dans le réacteur. Ainsi les phénomènes aux extrémités 

et aux parois sont négligées de même que les variations entre les phases. 

Les résultats de modélisation de Pudlas et al. (1999) ont été utilisés pour obtenir 

une estimation du nombre de Peclet dans un réacteur de blanchiment au dioxyde 

de chlore. Selon les auteurs, le réacteur peut être adéquatement modélisé à l'aide 

d'un modèle mixte composk d'un réacteur parfaitement mélangé et d'un réacteur 

piston dans des proportions de 75% piston et 25% parfaitement mélangé. Une 

analyse comparative des réponses impulsionelles de ce modèle mixte par rapport 

au modèle piston dispersif est effectuée pour déterminer le nombre de Peclet qui 

minimise l'erreur entre les deux réponses. La figure 1.4 montre la valeur absolue 

de l'erreur ainsi que l'erreur quadratique entre ces deux modèles pour différents 

nombres de Peclet. 



Figure 1.4 Erreur entre le modèle mixte et le modèle piston dispersif selon te nombre 
de Peclet 

Figure 1.5 Comparaison entre le modèIe mixte et le modèle piston dispersif pour 
Pe = 0.003 



Un nombre de Peclet de 0.03 est donc choisi pour le modèle dispersif. La figure 

1.5 montre l'adéquation entre le modèle mixte et le modèle piston dispersif pour 

ce choix. L'analyse de ce graphique peut mettre en doute l'utilisation d'un modèle 

piston dispersif pour le réacteur. En fait, l'absence de données brutes ne permet 

pas la caractérisation exacte du modèle. La figure 1.6 permet de bien apprécier la 

validité du modèle hydrodynamique par rapport à la réalité de l'usine. Cette figure 

présente les résultats d'une étude de traceur réalisée chez Nexfor sur un réacteur 

de blanchiment au dioxyde de chlore. 

Figure 1.6 Étude de traceur chez Nexfor 

Finalement, pour finir la caractérisation de l'hydrodynamique une vitesse superfi- 

cielle v = lm/s et une longueur de réacteur de !? = 30m ont été choisies confor- 

mément au données de l'article de Savoie et Tessier (1997). Cette modéiisation de 

I'hydrodynamique ne tient pas compte des variations de consistances, ainsi que du 

phénomène de renardage- 



1.2.2.2 Caractbrisation de la cinbtique de réaction 

L'étude des cinétiques de blanchiment a fait l'objet de plusieurs études en sciences 

du papier (Dence et Reeve, 1996). Peu de cinétiques basées sur des mécanismes 

réactionnels sont proposées compte tenu de la complexité et du nombre de réactions 

impliquées dans le mécanisme de blanchiment. Ni et ai. (1995) ont toutefois 

proposé un modèle dynamique basé sur la deméthylation de la lignine. Par contre, 

ce type de modèle n'a pas encore été validé à l'échelle industrielle. Savoie et Tessier 

(Savoie et Tessier, 1997) présentent un modèle pour le blanchiment au dioxyde 

de chlore sous la forme d'équations algébriques. Leur modèle est basé sur des 

e~périences en cuvée de la réaction de blanchiment. Ces données seront utilisées 

dans cette thèse pour obtenir une cinétique de réaction globale sous une forme 

standard soit de type: 

Le choix de cette stmcture de cinétique est arbitraire et suit la méthodologie ern- 

ployée par Gendron (Gendron, 1997a) chez Paprican. Afin de déterminer l'ordre 

des réactions, l'équation d'un réacteur en cuvée suivante est utilisée: 

Les équations suivantes sont obtenues en prenant le logarithme de chaque équation: 



Ainsi, en utilisant les d o n n h  de l'article de Savoie et Tessier, il est possible de 

tracer les nuages de point de log($) en fonction de log((LC)) et de log(%) en 

fonction de log((LC)). Par régression héaire, il est dors possible d'identifier les 

ordres de réaction et les constantes cinétiques qui sont respectivement la pente et 

l'ordonnée à L'origine de la droite obtenue. Les paramètres suivants ont été obtenus: 

Compte tenu du peu de données disponibles et afin cle simplifier le modèle les 

paramètres a et fi obtenus sont modifiés pour obtenir des valeurs entières iden- 

tiques. Par la suite, les constantes cinétiques seront yustées par simulation afin 

d'obtenir la meilleure adéquation possible du modèle avec les données de base. 

La figure 1.9 présente tes résultats de l'identification de la cinétique. Le modèle 

cinétique fina1 est donc: 

Afin d'analyser la robustesse des lois de commande présentées dans la seconde 

partie de cette thèse, deux autres modèles cinétiques ont été développés. Le premier 

de ces modèles est dérivé par simulation en considérant une cinétique de type ( J ~ C ) ~ .  

Dans ce cas, les constantes cinétiques suivantes ont été identifiks pour maximiser 

l'adéquation avec les données de base tel que présenté à la figure 1.8. 

Findement, un dernier modèle a été développé conformément aux obsemtions 



Figure 1.7 Terme cinétique de type L2C2 

Figure 1.8 Tesme cinétique de type L3C3 



de Tessier et Savoie (1997). Ils proposent en fait que la cinétique de réaction 

soit séparée en deux: une première réaction instantanée à l'entrée du réacteur et 

une deuxième plus lente par la suite. Pour mettre en oeuvre cette proposition, le 

saut entre la concentration initiale et la première donnée des courbes de réaction 

en cuvée sera modélisée comme une réaction instantanée. Le reste des données 

est alors utilisé pour modéliser la réaction plus lente. Cette approche conduit 

donc à des sauts instantanées LO = 9Kappa et CO = 1.3911 qui sont intégrés aux 

conditions frontières. La cinétique suivante forme donc un troisième modèle: 

L'adéquation entre ce modèle et les données initiales est présenté à la figure 1.9. 

1.2.2.3 Modèles utilisés 

Les sections précédentes ont permis d'identifier tous les paramètres des modèles 

qui seront utilisés dans cette étude. Le modèle de base du réacteur qui sera utilisé 

est donc: 

Dm t )  
a~ 

= v(L(0,t) - L,(t) - LO) 



Figure 1.9 Terme cinétique de type LC 

Le tableau 1.1 donne les différents paramètres nominaux utilisés dans le cas de 

chacune des variantes du modèle. Le modèle hl1 sera utilisé pour la conception de 

toutes Ies lois de commandes alors que les modèles M 2  et kf3 seront utilisés pour 

des analyses de robustesse. Le modèle initialement proposé par Cendron (1997~) 

sera utilisé pour l'analyse des méthodes numériques au chapitre 2. 



Tableau 1.1 Paramètres de modèles 

Gendron 
3 

M3 
1 

Paramètre 
Q 

Ml ] M2 
2 1 3 



CHAPITRE 2 

R$SOLUTION D%QUATIONS AUX DERM~ES PARTIELLES 

Les modèles présentés au chapitre précédent sont relativement simples à obtenir. 

Il en va tout autrement de leur résolution. A ce jour, il n'existe pas de solution 

analytique pour les modèles non linéaires du réacteur de blanchiment présentés 

au chapitre 1. De plus, même la solution en régime permanent de ces systèmes 

d'équations ne peut être exprimée sous une forme canalytique. Toutefois, dans le 

cas d'un système linéaire, la théorie des systèmes de dimension infinie fournit !es 

outils pour résoudre les équations de type parabolique (Curtain et Zwart, 1995). 

Ainsi, la résolution analytique dans La cas d'un réacteur piston dispersif avec une 

cinétique de premier ordre a été présenté par Winkin, Dochain et Ligarius (2000). 

La résolution numérique des bdans décrivant la dynamique d'un réacteur chim- 

ique n'est pas un sujet neuf, plusieurs ouvrages y sont consacrés tel (Varma et 

Morbidelli, 1997) et (Hanna et Sandall, 2995). Ce sujet demeure tout de même 

d'actualité car aucune des méthodes actuelles ne permet de solutionner l'ensemble 

des problèmes efficacement. En fait, les méthodes classiques doivent souvent être 

ajustées ou même modifiées pour tenir compte des particularités d'un problème 

donné. Dans le cas d'un système d'équations paraboliques, trois méthodes de base 

sont souvent utilisées : les différences finies (Gerald et Wheatley, 1990)' la colloca- 

tion orthogonale (Viacisen et Michelsen, 1978) et les éléments finis (Reddy, 1993)- 

Ces méthodes permettent généralement d'obtenir des résiiltats adéquats. Par con- 

tre, eues sont peu adaptées pour une utilisation en ligne dans le cadre d'une 

stratégie de commande. Différentes heuristique sont aussi proposées dans la lit- 

térature tel les travaux de Patenkar (1984) 



Ce chapitre présente donc les différentes méthodes utilisées pour résoudre des sys- 

tèmes d'équations aux dérivées partielles non linéaires. La première partie présente 

tes éléments disponibles pour la résolution analytique d'équations aux dérivées 

partielles paraboliques. La deuxième partie du chapitre présente les méthodes 

numériques classiques qui ont été utilisées pour la résolution en régime transitoire. 

Finalement, la dernière portion du chapitre présente une approche originale pour 

la solution d'un système faiblement dispersif, adaptée pour une utilisation en ligne. 

2.1 Solution analytique 

La solution analytique des systèmes à paramètres répartis peut être abordée à l'aide 

de la théorie des systèmes de dimension infinie. Ce cadre de travail a été bien établi 

pour les systèmes linéaires comme le présentent Curtain et Zwart (1995). Cette 

approche sera donc utilisée pour résoudre un exemple simple qui permettra de 

valider les approches numériques. Le système linéaire suivant est utilisé à cette fin: 



Les paramètres de ce système sont: 

Pour utiliser la théorie des systémes de dimension infinie, ce système doit être 

formulé dans un espace d'état de Hibert de dimension infinie. L'espace H = L2(0, 1) 

des fonctions réelles mesurables de carré intégrable , i.e. tel que 1 1  f (2) 1I2dz, est 

donc choisi. Dans cet espace, le produit scalaire et la norme suivante sont définis 

pour toute fonction f,g appartenant a H: 

Comme le système linéaire est commandé par Iri frontière, il peut être écnt sous la 

forme du modèle de Fattorini (Fattorini, 1968) suivant: 

Le domaine de définition de A inclut alors Ies conditions frontières de L'équation 

aux dérivées partielles initiale de la fqon suivante: 

& 
D(A) = ( x  E ~~(0,l) : x1 - E ~ ~ ( 0 ' 1 )  absolument continues, 

dz 



Winkin et al (2000) montrent que A est un opérateur spectral de Riesz et le généra- 

teur d'un semi-groupe Co exponentiellement stable (T(t))t>o - sur l'espace de Hilbert 

H .  De plus, l'opérateur B est en pratique appliqud sur une mince couche d'épaisseur 

w ce qui permet de le considérer comme un opérateur borné. Ces deux propriétés 

du système de dimension infinie permettent de mettre en évidence l'existence d'une 

solution faible du système au problème de Cauchy qui est telle que: 

Comme A est un opérateur spectral de Riesz, le systéme admet une décomposition 

spectrale qui permet le calcul de la solution à partir des valeurs propres A, et des 

vecteurs propres $,,. Les équations suivantes permettent leurs calculs: 

L 2us 
avec O < s, < s,+l solutam de tanf -s) = - sZ - $ (2.14) 

2D 

Les coefficients K,, et Mn sont choisis de sorte que 11r~5.11~ = 1 et que #n$nd~  = 1 - 
À partir de la décomposition spectrale, l'application du semi-groupe (T(t))t>o - peut 

être exprimée sous la forme d'une suite infinie telle que: 

La soh tion du système linéaire peut maintenant être exprimée de la façon suivante: 



L'avantage principal de la solution analytique est de fournir une solution d a -  

tivement indépendante du maillage. En effet, aucune approximation fonction de 

I'espace n'est utilisée; la solution analytique est simplement caiculée aux différents 

points choisis. La figure 2.1 présente la solution pour différents maillages pour 

Pe = 1 et 20 termes de série. Pour un maillage a w i  faible que 5 mailles, la so- 

lution du profil du réacteur est adéquate à la sortie du réacteur mais présente de 

faibles variations par rapport aux autres définitions de maillage. Cette erreur peut 

être imputée au calcul de l'intégrale de normalisation des fonctions propres Qn- 

Figure 2.1 Méthode analytique: influence du maillage 

La faisabilité de cette solution analytique par série dépend directement du nombre 

de Peclet. En effet, pour qu'une solution par série soit applicable, il doit être pos- 

sible d'effectuer une troncature entre des groupes relativement distants de valeurs 

propres. Le tableau 2.1 présente les 15 premières valeurs propres pour diaérentes 

valem du nombre de PecIet. Comme la d i ance  entre les valeurs propres devient 

plus ténue lorsque le nombre de feciet augmente, il devient difficile de considérer 



qu'un ensemble de valeurs propres domine le reste du spectre. 

Tableau 2.1 Valeurs propres du système selon la dispersion 

Les figures 2.2 à 2.4 montrent les résultats de simulation pour différents nombres de 

Peclet. Pour P e  = 1, 10 termes seulement sont sufiisants pour obtenir la solution 

du système dors que pour Pe = 10, 100 termes sont nécessaires. Dans le cas de 

Pe = 100 la solution diverge complètement même pour 500 termes. En pratique, la 

solution analytique est applicable seulement pour des systèmes fortement dispersifs. 

EIle sera donc utilisée pour valider [es méthodes numériques pour P e  = 1- 



Figure 2.2 Méthode analytique: inHuence de n pour Pe = 1 

Figure 2.3 Méthode analytique: influence de n pour Pe = 10 



Figure 2.1 Méthode anaiytiqiie: influence de n pour Pe = 100 

2.2 Etésohtions numériques classiques 

La résolution numérique d'équations am dérivées partielles fait appel a la segmen- 

tation spatiale et temporelle de la solution. Dans le cas des méthodes classiques 

de résolution, l'objectif est d'obtenir une approximation des EDP en équations 

différentielies ordinaires+ Ces équations peuvent alors être résolues par d'autres 

méthodes numériques bien connues. Dans le cas de systèmes faiblement disper- 

sifs, les systèmes d'EDO obtenus sont souvent mai conditionnés. Une méthode 

d'intégration de type estimation-correction sera donc utilisée dans tous les cas: la 

fonction ODE15s de Matlab. Cette fonction est basée sur l'algorithme de NDF 

(Numerical DSerenciation Formula) et utilise un pas de temps variable. 



2.2.1 RésoIution par dinrences finies 

L'approche des différences finies est bas& sur l'utilisation des séries de Taylor pour 

obtenir des approximations par différences finies des dérivées partielles spatiales. 

Ces approximations peuvent être arrières, centrées ou avants selon la position des 

points utilish pour réaiiser l'approximation. Dans le cas d'un réacteur tubulaire, 

des différences arrières seront utilisées pour les termes de convection dors que 

des différences centrées sont utilisées pour les termes de dispersion. Ce choix est 

justifié par la nature même des phénomènes. Eu effet, l'évolution d'une variable 

lors de la convection est influencée par l'information qui précède le point alors que 

l'évolution causée par la dispersion dépend de l'information de chaque côté clu point 

(Geralci et Whecittey, 1990). Une différence finie arrière c h  premier ordre est donc 

utilisée pour le terme convectif alors qu'une différence centrée du deuxième ordre 

est utilisée pour le terme dispersif. Dans ce schéma implicite, les expressions de 

ces approximations sont donc: 

L'utilisation de différences d'ordre un et non d'ordre deux pour le terme de con- 

vection est justiiiée car la condition îrontière mixte à l'entrée permet difficilement 

I'utilisation d'une difkence d'ordre deux. 



2.2.1.1 Mise en oeuvre 

L'application des approximations au modèle de Gendron permet d'obtenir les EDOs 

suivantes pour chaque point intérieur du maillage: 

Les points aux extrémités du maillage sont légèrement différents puisqu'ils perme- 

ttent d'intégrer les conditions frontières qui doivent aussi être approximées par des 

différences finies. Les approximations suivantes des conditions limites sont donc 

Ce qui permet donc d'obtenir les équations suivantes pour les extrbmités du mail- 

liage: 



2.2.1.2 Résultats 

La méthode des différences finies a tout d'abord été appliquée au système linéaire 

pour des fins de validation. La figure 2.5 présente donc une comparaison de la réso- 

lution par la méthode analytique et des différences finies utilisées sur 100 mailles. 

Comme les approximations sont basées sur des séries de Taylor, la définition du 

maillage est très importante dans la méthode des diffkences finies. Pour un Peclet 

faible, l'importance du mailiage est moins grande comme le montre la figure 2.6. 

Par contre, pour un Peclet élevé, la figure 2.7 montre qu'un maillage trop faible 

induit deux types d'erreurs * La première est visible en régime permanent sur les 

courbes de profil dans le réacteur. En effet, un maillage réduit provoque un manque 

de précision dans les zones où la non-linéarité est très forte- L'augmentation du 



Figure 2.5 Validation de la méthode des différences finies 

Figure 2.6 Différences finies: modèle de Gendron avec Pe = I 



Figure 2.7 Différences finies: modèle de Gendron avec Pe  = 108 

raffinement du maillage permet par contre de converger vers la solution. L'autre 

type d'erreur est visible en transitoire sur les courbes de sortie du réacteur. En 

effet, un Peclet de 108 indique que le réacteur a un comportement piston. Toutefois, 

les courbes de la concentration de sortie sont lisses comme si un certain niveau de 

dispersion était présent. Ce phénomène est appelé diffusion numérique. L'impact 

de ce phénomène peut être réduit par l'utilisation d'un maillage plus fin, ce qui 

entraine rapidement des temps de calcul énormes. 



2.2.2 Résolution par coilocation orthogonale 

La collocation orthogonale fait partie de la famille des méthodes de résidus pondérés. 

Ces approches utilisent une approximation de la solution sous la forme suivante: 

Dans cette équation, les Pi(r) sont des fonctions de base prédéterminées alors que les 

q ( t )  seront choisis pour obtenir la meiiieure solution possible. Cette approximation 

?(z, t) est introduite dans les EDP ongindes afin de calculer les résidus Rn. Ces 

résidus seront utilisés comme mesure indirecte de l'erreur par rapport à la solution 

réelle du système. Le choix cles q ( t )  est donc fait en minimisant une pondération 

des résidus dans un espace fonctionnel déterminé par une base de fonction wi ce 

qui correspond au problème suivant: 

Le choix des fonctions de pondération wi détermine le type de méthode des résidus 

pondérés qui est utilisé. Dans le cas de la coilocation orthogonale, des fonctions de 

Dirac 6 sont utiliskes. Cette approche permet de minimiser la valeur des résidus en 

certains points du réacteur seulement. Elle a l'avantage de simplifier les calculs car 

l'équation (2.32) se raméne alors simplement à I'évaluation des résidus aux points 

de coilocation. De plus, en utilisant des polynômes de Lagrange comme fonctions 

de base Bi(%), il est possible de simplifier encore plus le problème. En effet, les 

polynômes orthogonaux ont la propriété suivante: 



Ainsi, si les zéros de ces polynômes sont les points de collocations, la simplification 

suivante est possible: 

Ce qui permet d'obtenir l'approximation suivante des variables aux points de col- 

location: 

Aux points de collocation, il est donc maintenant possible d'approximer les dérivées 

partielies spatiales de la façon suivante : 

2.2.2.1 Mise en oeuvre 

Pour les N points de collocation, l'application des approximations au modèle de 

Gendron permet d'obtenir les EDO suivantes : 



Les conditions frontières du modèle sont approximées ainsi: 

Ce système de deux équations à deux inconnues permet donc d'obtenir la solution 

ailx extrémités du réacteur. La formulation du système d7ED0 par collocation 

orthogonale est donc formée de N équations différentielles et de 2 équations al- 

gébriques pour chaque EDP. Pour pouvoir utiliser cette approximation, N points 

de collocation doivent être déterminés. Le choix de ces points est crucial pour 

obtenir une solution de bonne qualité. Les zéros d'un polynôme de Jacobi PN 

sont généralement utilisés et ils représentent un choix optimal selon Villadsen et 

Pvlidielsen (1978). Ce polynôme peut être calculé à partir des équations suivantes 

ou CK et /3 sont des paramètres d'ajustement: 



Finalement, à partir des zbros du polynôme de Jacobi, il est possible de construire 

les polynômes orthogonaux de Lagrange à partir du polynôme de départ suivant: 

Les polynômes de Lagrange qui forment les fonctions de base pi(%) peuvent 6nale- 

ment être calculés à l'aide de la relation suivante: 

2.2.2.2 Résultats 

Les paramètres N, a et @ doivent être choisis pour ajuster la méthode de colloca- 

tion. Intuitivement, le nombre cle points N devrait être maximal pour obtenir une 

meilleure précision. Ce n'est pourtant pas le cas ici: un nombre de points trop élevé 

implique l'utilisation de polynômes de Lagrange de degré élevé ce qui peut causer 

rapidement d'importantes erreurs numériques lors de l'application. L'utilisation de 

moins de 20 points est donc impérative. 

La position des points de collocation dans le réacteur est déterminée par les paramétres 

a et qui doivent tous les deux etre supérieurs à -1. 11 n'existe pas de règle an- 

alytique claire dictant le choix de ces paramètres. Par contre, certaines règles 

qualitatives peuvent être utilisées (Cho et Joseph, 1983). Ainsi, 1 'augmentation de 

a permet de rapprocher les points de l'entrée du réacteur, alors que l'augmentation 

de jf? les rapproche de la sortie. Bourre1 (1996) et Tali-bfaamar (1994) présentent 

tous deux une étude exhaustive de l'ajustement de ces paramètres par simulation. 

Récemment, Lefevre et al. (2000) ont présenté une analyse analytique à ce sujet. 

Dans le cas du réacteur de blanchiment, le choix de a! = 1 et /3 = 1 donne des 



résultats adéquats aux conditions d'opération nominales. 

La méthode de collocation orthogonale a tout d'abord été appliquée sur le système 

linéaire pour des fins de validation. La figure 2.8 présente donc une comparai- 

son de la résolution par la méthode analytique et par la méthode de collocation 

orthogonale avec 12 points. 

tmpr (M) 

Fmiü du rbaUwr 

PO- (ml 

Figure 2.8 Validation de la méthode de collocation orthogonale 

La figure 2.9 permet d'apprécier L'impact du nombre de points de collocation sur la 

résolution du modèle de Gendron. Ainsi, pour un trop faible nombre de points la 

solution présente des oscillations en amont et en aval de la transition dynamique. 

Par contre, l'utilisation de 12 points permet d'avoir une solution stable. 

Le désavantage principal de la méthode de collocation est la sensiKité de l'ajustement 

des paramètres. La figure 2.10 présente une simulation pour laquelle le débit a été 

doublé et la dispersion réduite d'un ordre de grandeur. Dans ce cas, toutes les solu- 



Figure 2.9 influence du nombre cle points de collocation 

tions oscillent, ce qui indique ciairement qu'un ajustement différent cles paramètres 

serait nécessaire. 

2.2.3 Rhsolution par éléments finis 

Tout comme dans le cas des méthodes de résidus pondérés la solution par la méth- 

ode des éléments Finis est construite à partir d'une approximation sous la forme 

d'une sommation de fonctions .le base. Par contre, au lieu de considérer l'ensemble 

du domaine, la méthode des éléments finis utilise les approximations sur chacune 

des portions d'un maillage. Dans Ie cas de la méthode de GaIerkin qui sera utilisée 

ici, les fonctions de pondération sont bs mêmes que les fonctions de base. 

La méthode des éléments finis utilise une formulation variationnelle de système 

d'EDP. Cette formulation est obtenue en muttipliant les équations par une fonction 



Figure 2.10 Collocation orthogonaie: Modèle de Gendron avec Pe = 100 

de pondération puis en intégrant le tout sur la longueur clu rcacteur de la faqon 

suivante: 

Le théorème de Green est, par la suite, appliqué sur ces équations. Cette opération 

permet d'obtenir une formulation faible du problème dans laquelle les contraintes 

de régularité sur les solutions sont amoindries. Cette approche permet aussi de 

faire apparaître explicitement les conditions frontières natureiles. La brmulation 



faible est donc: 

Sur chacune des mailles, cette formulation demeure valabIe. 11 est donc possible 

d'obtenir: 

Les approximations suivantes des variables sont donc utilisées: 

Ce qui permet d'obtenir les expressions suivantes: 



La formulation complète sur une maille est donc composée des équations précé- 

dentes qui sont exprimées pour chacune des fonctions de pondération, En util- 

isant les propriétés des polyn6mes orthonormaux aux frontières, la formulation 

matricielle suivante est obtenue: 

Pour simplifier les calculs des differentes intégrales, un changement de variable est 

appliqué. Ce changement permet de normaiiser le calcul en considérant une maille 

unitaire. En considérant h Ia longueur de la maille originaie, les équations suivantes 

permettent d'effituer le changement de variable: 



dz = hdx 

Les éléments de l'équation matricielle sont donc maintenant: 

La formulation complète du problème est obtenue en assemblant l'équation ma- 

tricielle de chacune des mailles dans une équation matricielle générale. Par la suite, 

il suffit d'intégrer directement les conditions frontières du problème pour obtenir 

un système d'équations différentielles ordinaires qui finalement est l'approximation 

par éléments finis du modèle de Gendron. 

La méthode des éléments finis a tout d'abord été appliquée sur le système linéaire 

pour des fins de validation. La figure 2.11 présente donc une comparaison de la 

résolution par la méthode analytique et par la méthode des éléments finis pour 20 

éléments. 

La méthode des éléments finis de type Galerkin peut être ajustée à l'aide de 

deux paramètres: l'ordre de l'approximation N e t  le nombre d'éléments. L'ordre 

d'appruximation 1 à été utilisé car l'utilisation drun ordre supérieur complique forte 



Figure 2.11 Validation de la méthode cles éléments finis 

Figure 2.12 Éléments f i s :  Muence du maillage 



Figure 2.13 Éléments finis: Résoiution pour Pe = 2 0 0  

ment l'expression des ODE compte tenu de l'ordre élevé de la cinétique de réaction. 

La figure 2.12 présente les résultats de simulations pour un Peclet de 20. Ainsi pour 

un système suffisamment dispersif, la méthode des éléments finis est suffisament 

précise pour un nombre d'éléments inférieur à la méthode des différences finies. 

Par contre, la méthode des éléments 6nis ne permet pas de résoudre des problèmes 

où la convection est largement dominante. En effet, la figure 2.13, qui présente des 

résultats de simulation pour le cas d'un nombre de Peclet égal a 2000, montre bien 

que la réponse devient rapidement osciilatoire si la convection domine. De plus, 

pour un maillage trop faible, des problèmes de diffusion numérique apparaissent. 



2.3 Mhthode de r6solution num6rique par alternance 

L'utilisation d'un modèle à paramètres répartis dans une stratégie de commande 

peut faire appel à sa résolution en ligne. Malheureusement, les méthodes numériques 

classiques sont peu adaptées à ce type d'utilisation. En effet, la priorité principale 

de ces algorithmes est d'obtenir la solution la plus précise possible. Ainsi, la ro- 

bustesse à l'ensemble des variations industrielles et la rapidité d'exécution sont des 

objectifs secondaires. De plus, dans le cas de systèmes faiblement dispersifs, la 

résoIution en transitoire est affectée par le problème de diffusion numérique. Ces 

observations motivent donc le développement d'un nouvel algorithme de simula- 

tion mieux adapté pour une utilisation dans un contexte industriel sur des systèmes 

faiblement dispersifs. 

Cette section présente donc une méthode de résolution numérique conçue pour une 

application en ligne. La précision n'est donc pas la seule préoccupation considérée 

lors du développement de cet algorithme. En effet, la stabilité du schéma, la sim- 

plicité, le temps de calcul et la réponse en fréquence du modèle numérique sont 

aussi des facteurs importants. Cette nouvelle approche est basée sur L'organisation 

en séquence des phénomènes dans le temps plutôt que sur une formulation vari- 

ationnelle. Ainsi, chacun des phénomènes, soit la convection, la diffusion et la 

réaction, est appliqué de façon successive à chaque pas de temps. Cette approche 

relativement simple permet d'obtenir un schéma numérique stable et rapide. De 

plus, la réponse en fréquence du modéle numérique est améliorée par le traitement 

indépendant de la convection. 



2.3.1 Description de la mhthode par alternance 

Soit le système d'EDP général suivant qui décrit un réacteur tubulaire: 

Les méthodes numériques classiques approchent la résolution de cette équation en 

ii tilisant des approximations dans l'espace ce qui permet d'obtenir des équations 

différentielles qui seront, par la suite, résolues. La méthode de résolution par 

alternance utilise plutôt le comportement dans le temps du système comme cadre de 

travail. Dans uii système ciécrit par des équations paraboliques, trois phénomènes 

se produisent à chaque pas de temps: la convection, la dispersion e t  la réaction. Si 

te pas de temps est suffisamment petit, il est possible de considérer que chacun des 

phénomènes est indépendant et qu'ils se produisent successivement. De cette façon, 

il est possible de formuler simplement les équations e t  les conditions frontières de 

chacun des sous-systèmes ainsi que de les résoudre. Cette vision est a la base 

de  l'dgorithme de Ia méthode par alternance (MA) qui consiste donc à passer la 

solution du pas de temps précédant à travers des sous-systèmes de convection, de 

diffusion et de réaction afin obtenir la réponse au pas de temps actuel, la solution 

d'un sous-système devenant la condition initiale du prochain sous-système à chaque 

transition. Mathématiquement, cet algorithme peut être décrit de la façon suivante: 

1. Soit xo (t) le profil initial du réacteur 

2. Le profil initial est utilisé comme condition initiale du sous-système de con- 



vection suivant: 

Ce sous-système est résolu pour un pas de temps At. 

3. Le profil obtenu après la résolution de t'étape de convection soit x;,(z) = 

x* (2,  h t )  devient la condition initiale du soussystème de diffusion suivant: 

dx** (O, t) 
= O 

az 
dx" ( I ,  t )  

= O 
a2 

x**(z,O) = xL,(z) 

Ce sous-système est résolu pour un pas de temps At. 

4. Le profil obtenu après la résolution de l'étape de diffusion soit x z  = xf*(z, At) 

devient la condition initiale du soussystème de réaction suivant: 



Ce sous-système est, résolu pour un pas de temps At. 

Cet algorithme permet donc d'obtenir la solution du problème de base pour un pas 

de temps At. Ce processus peut être répété pour toute la durée de la simulation. 

Ainsi, A chaque pas de temps, le contenu du réacteur est poussé vers la sortie 

du réacteur selon la vitesse superficielle. La dispersion est ensuite appliquée sur 

tout le réacteur et finaiement, la réaction est réalisé sur chacun des points selon 

les concentrations en présence. Cette approche peut être utilisée aussi bien sur 

les équations hyperboliques que paraboliques sans modification de la définition 

des conditions frontières et sans modifier un paramètre de réglage quelconque en 

fonction du nombre de Peclet. 

2.3.2 Résolution des sous-problèmes 

Pour un pas de temps At, N éléments de dimension Az sont utilisés pour définir 

le maillage. Les discrétisations suivantes sont donc utilisées: 

Selon ce choix, la précision du maillage détermine le rraftinement de la solution dans 

l'espace et le temps. Cette approche impose l'utilisation d'un maillage régulier mais 

l'utilisation d'un maillage asymétrique peut aussi être envisagée. De plus, le pas 

de temps peut être modifié directement pour tenir compte d'un débit variable. 

La résolution du sous-système de convection est la partie la plus simple de l'algorithme 

car il s'agit d'un simple système avec délai. Donc, à chaque pas de temps, iî suf- 



fit de faire progrmer les concentrations d'un pas vers la sortie dans ie maillage. 

Ainsi, La concentration qui était à la sortie est éliminée et la concentration présente 

à l'entrée du réacteur est ajoutée sur le premier noeud du maillage. 

Le sous-système de dispersion peut être résolu de différentes façons. En effet, la 

méthode des différences finies et celle des éléments finis sont toutes deux efficaces et 

stables pour résoudre ce type d'équation. Les différences finies ont t'avantage d'une 

formulation plus simple alors que les éléments finis traitent plus eficacement les 

conditions fronti6re de Neumann. Dans Ie cas de ces deux approches, le problème 

de dispersion se ramène a: 

Pour les résultats de cette thèse, la méthode des différences finies est utilisée avec 

la définition de différence centrée suivante: 

Le système matriciel suivant est donc obtenu: 

x** (A.?, t) 

5" (2A2, t) 

i" ( ~ A z ,  t )  

Y* (NAz, t )  

Comme ce système est linéaire, il peut être solutionné pour un At donné en utilisant 



la matrice de transition suivante (Rugh, 1993): 

z** (2. nt) = mp (- -M nt * I** (z. o) " ) 
Le calcul de la matrice exponentielle peut étre fait au préalable. La résolution du 

sous-système de dispersion se raméne donc à une simple multiplication entre une 

matrice et un vecteur. 

La résolution du sous-système de réaction est généralement la portion la plus lente 

de l'aigocithme de résolution par alternance- En effet, l'équation de réaction doit 

être résolue à chaque point du maillage ce qui génère un nombre important d'EDO 

indépendantes. Ces équations peuvent étre résolues par séparation (le variable de 

la façon suivante: 

Cette approche permet d'obtenir la relation: 

f (x, xo, At) 

S'il est possible d'exprimer s comme une fonction de t et de XO, la solution est alors 

simple et rapide. Par contre, si la réaction implique plusieurs réactifs et des ciné- 

tiques non linéaires, cette approche risque de mener à une relation transcendantaie 

insoluble analytiquement. Dans ce cas, deux approches sont possibles: résoudre 

numériquement cette relation ou raoudre directement les équations différentielles. 

L'algorithme de résolution par alternance est donc simple à mettre en oeuvre et 

plrrsieurs variations peuvent être mises en place pour raffiner la solution selon le type 

de problème. La résolution ne nécessite pas une attention particulière au nombre 

de Peclet. Ainsi cette approche est bien adaptée aux procédés pour lesquels les 

conditions d'opération sont variables. Par exemple, il est possible de simuler en 



utilisant cette approche un système dans Iequel le terme dispersif est négligeable 

ou non selon les conditions dtop6ration. 

2.3.3 Analyse de la méthode par alternance 

Pour valider la méthode par alternance, le système Linéaire et sa solution analytique 

seront encore une fois utilisés. De pIus, la méthode des différences finis (MDF) sera 

utilisée pour une validation à des nombres de Peclet élevés. Un maillage de 100 

noeuds est utilisé pour toutes les simulations et des nombre de Peclets de 1, 104 et 

108 seront considérés. 

La simulation selon la méthode par alternance est redisée selon L'algorithme présenté 

précédemment et le code de simulation est présenté à la figure 2.14. Comme la ciné- 

tique est de premier ordre, le sous-système de réaction peut être solutionné a l'aide 

de la solution analytique ci-dessous: 

x( t ,  2) = exp(-k * At) * x i * ( t )  

Les figures 2.15-2.17 montrent la concentration a la sortie et Ie profil du réacteur 

obtenus lors de la résolution du système linéaire pour différents nombres de Peclet 

et différents rnaiilages. Dans le cas de Pe = 1 la solution analytique est aussi 

présentée. Une première analyse des résultats montre que toutes les méthodes 

numériques permettent d'avoir une idée générale du comportement du réacteur. 

Toutefois deux problèmes subsistent: la méthode des différences finies représente 

difficilement un réacteur piston et la méthode par alternance commet une erreur 

sur le profil à l'entrée dans le cas de réacteur fortement dispersif. 

Dans le cas d'un réacteur piston, la biA donne la réponse exacte tout comme la 



% I n i t i a l i s a t i o n  
v = 0.05; % s u p e r f i c i a l  veloci ty  
k = 0.057; % k ine t i c  parameter 
D = 0.05; % Dispersion for Pe=l 
N = 100; % Mesh d e f i n i t i o n  
dz = l / N ;  % Space s tep 
d t  = h / v ;  % Time s tep 
t  = 0:dt:50; %Tirne span 

% Results i n i t i a l i s a t i o n  

r e su l t  = z e r o s ( N , l e n g t h ( t ) ) ;  

% Input 

% Diffusion matrix ca lcu la t ion  

matexp = -2/dza2*eye(N) ; 
f o r  i =l:N-1 

matexp ( i  , i +l)=l /dz -2; 
matexp( i+ l , i )= l /dz  ^2; 

end ; 
matexp(l , l)= - l / d z e 2 ;  
matexp(N,N)= -1/dz -2; 
matexp = expm( matexp*D*dt ) ; 

% Simulation loop 

f o r  i=2 : l eng th ( t )  
% Convection 

result (:, i )  = [L in ( i -1 ) ; r e su l t  (1:N-l,i -1)); 
% Reaction 

r e su l t  (:, i )  = exp(-kl*dt).* r e su l t  (:, i  ) ;  
% Diffusion 

r e su l t  (:, i )  = rnatexp*result (:, i ) ;  
end ; 

Figure 2.14 Programme ~ a t l a b @  dans le cas linéaire 



Figure 2.15 Solution du systènie linéaire pour Pe = IOB 

Pcaium 

Figure 2.16 Solution du système linéaire pour Pe = IO4 
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Figure 2-17 Solution du système linéaire pour Pe = 1 

méthode des caractéristiques car Ie problème est dégénéré au cas hyperbolique. 

Par contre, la MDF induit une diflfusion numérique dans les cas de Pe = 108 et 

P e  = IO4 tel que le montrent les figures 2.15 and 2.16 . Par sa formulation, la 

MDF ne peut tenir compte des variations abruptes des entrées car elle correspond 

en fait au modèle bien connu des réacteurs parfaitement mélangés en série. La 

MDF génère des équations du type suivant: 

L'application de la transform& de Laplace à cette équation permet d'obtenir l'équation 



suivante: 

Cette équation permet de voir que chaque portion du maillage agit en fait comme un 

filtre passe-bas dont la fréquence de coupure est fonction des éléments suivants: le 

facteur de dispersion, la vitesse superficielle, la constante cinétique et la définition 

du maillage. Pour mettre ce phénomène en évidence, la figure 2.18 présente les 

diagrammes de Bode des approximations par hIA et MDF pour différents rriaillages. 

Pour un nombre de Peclet faible, les réponses en fréquence sont similaires car le 

facteur de dispersion est dominant et limite donc la largeur de bande. Par contre, 

pour un nombre de Peclet élevé, c'est l'approximation numérique qui limite la 

largeur de bande dans le cas de la MDF. Pour la hI.4, la définition du maillage 

détermine directement la largeur de bande. 

L'analyse fréquencielle permet aussi de voir que le temps de simulation peut être 

relié directement au contenu fréquenciel de l'entrée du réacteur comme le montre 

la figure 2.19. Ainsi, le temps de simulation par la méthode MA ne varie pas 

en fonction de la fréquence de l'entrée car il s'agit d'une méthode à pas fixe. Par 

contre, le temps de résolution par la MDF croit exponentiellement avec la fréquence 

de l'entrée. Cette observation peut s'expliquer simplement par l'utilisation d'une 

méthode à pas variable d'intégration des ODE. Cette utilisation est essentielle pour 

assurer la stabilité du schéma numérique. Finalement, le temps de simulation pour 

la méthode MA est aussi indépendant du nombre de Peclet. 

Dans le cas d'un nombre de Peclet élevé, les figures 2.15-2.16 montrent que les 

solutions obtenues par la MDF sont toujours légèrement plus élevées que celles 
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Figure 2.18 Analyse en fréquence 

Figure 2.19 Analyse du temps de simulation 



obtenues par la MA. En fait, la MDF conduit à une erreur en régime permanent. 

Il est possible de le démontrer en analysant le cas d'un réacteur piston en régime 

permanent comme suit: 

La solution analytique de cette équation est: 

En utilisant la MDF la solution est plutôt: 

II est possible d'obtenir l'expression analytique de l'erreur entre les d e w  solutions 

en iitilisant les développements en série suivant: 

L'équation d'erreur est donc: 

Cette équation d'erreur est une fonction monotone décroissante de n. Elle permet 

donc dkxpliquer la surestimation systématique de la valeur en régime permanent 

de la MDF par rapport à la MA pour des nombres de Peclet élevés. 

Pour P e  = 1, les deux méthodes numériques peuvent être comparées à la solution 



exacte. La figure 2.17 montre que la solution à la sortie du réacteur est calculée 

adéquatement par les deux algorithmes. Par contre, la MA arrive difficilement 

à obtenir la solution exacte du profil à l'entrée du réacteur. Cette lacune de la 

méthode MA peut être expliquée par les conditions frontières qui sont modifiées 

par le découplage en sous-systèmes. En effet, cette séparation cause la perte de 

l'information sur le gradient à l'entrée qui est apportée par les conditions originales 

de Danckwerts. Pour retrouver ce gradient, le maillage doit ëtre fortement raainé 

a l'entrée du réacteur. Ainsi, dans ce cas, l'utilisation d'un maillage non-uniforme 

peut être avantageux. La figure 2.20 présente la variation de l'intégrale de la 

valeur absolue de l'erreur pour la MDF et la MA par rapport à la définition du 

maillage, Ces cotirbes montrent que la MA cause une erreur plus importante que 

la MDF. Toutefois, t'erreur est du même ordre de grandeur pour les deux méthodes 

et elle a des propriétés de consistance intéressante. Après la condition frontière à 

l'entrée clri réacteur. la soiircc principale d'erreur clans la méthode par alternance 

est évidement la séparation en sous-systèmes et leur ordre de résolution. Pour un 

système linéaire, les pliénomènes de dispersion et de réaction sont commutatifs. 

Leur ordre de résolution n'est donc pas important. La convection, par contre, 

doit être appliquée en premier lieu pour éviter une surestimation de la conversion. 

Heureusement, la propriété apparente de consistance de la MA permet de bien 

contrôler l'erreur en réduisant le maillage. 

2.3.4 Application au modéle de Gendron 

L'application de la méthode par alternance au modèle de Gendron est réalisée 

en utilisant un maillage de 200 noeuds et les résultats de la MA sont comparés 

à ceux de la MDF. La figure 2.21 présente les entrées qui sont utilisées pour les 

simulations. Les figures 2.22 à 2.24 montrent les résultats de simulation obtenus 



Figure 2.20 Analyse de l'erreur 

pour différents nombres de Peclet. Elles montrent que les caractéristiques des 

méthodes numériques observées dans le cas linéaire se retrouvent aussi dans le cas 

non linéaire. Ainsi la MDF est limitée par sa faible bande passante et la MA ne 

permet pas de solutionner adéquatement le profil l'entrée du réacteur. 

Comme le sous-système de réaction est non-linéaire, les sous-système de dispersion 

et de réaction ne sont plus commutatifs. L'influence de l'ordre de résolution doit 

donc être étudiée. Les figures 2.22-2.23 montrent que l'ordre de résolution n'est pas 

important pour les systèmes faiblement dispersifs. Par contre, la figure 2.24 mon- 

tre que la solution avec l'ordre convection-réaction-dispersion (Cm) plut6 t que 

convection-dispersion-réaction (CRD) cause une erreur importante. L'amplitude 

de cette erreur est en partie attrïbuabIe à l'ordre élevé de la cinétique de réaction. 

La figure 2.25 montre l'intégrale de la valeur absolue de l'erreur entre les solutions 

CRD et CDR pour différents nombres de Peclet et différentes définitions du mail- 



Figure 2.21 Entrées du réacteur 

Figure 2.22 Modèle de Gendron: simulation pour Pe = 108 



Figure 2.23 Modèle de Gendron: 
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Pmim 

simulation pour Pe = 10" 

Figure 2.24 Modèle de Gendron: simulation pour Pe = 1 



lage. Même si l'erreur est consistante par rapport au maillage, le nombre de Peclet 

est le facteur dominant pour la qualité de la solution. L'utilisation d'un maillage 

de dimension variable qui serait fonction de la vitesse de réaction est probablement 

une façon efficace de réduire l'erreur si le nombre de Peclet est faible, 

Figure 2.25 Erreur entre la MA avec CDR et la MA avec CRD 

2.4 Synth4se des résultats 

,s 

Ce chapitre a présenté diflérentes méthodes n b é r i c p s  qui permettant de solu- 
O 

tionner un système à paramètres répartis de type convection-diffusion-réaction. Ce 

tableau 2.2 suivant résume les avantages et inconvénients de chaque méthode. 



Tableau 2.2 Synthèse des caractéristiques des méthodes numériques utilisées 

Méthode 1 Avantages 
Méthode des 
différences finies 

EvIét hode de 
collocation 
orthogonale 

Méthode des 
éléments finis 

Méthode par 
alternance 

- Mise en oeuvre simple 

- Nombre réduit d'EDO 
- Simulation rapide 

- Traitement exact des 
conditions frontières 

- Mise en oeuvre simple 
- Méthode à pas fixe 
- Pas de diffusion 

numérique 
- Simulation ~xacte d'un 

comportement piston 
- Robuste aux 

perturbations 
des paramètres 

Désavantages 
- Nombre important d'EDO 
- Diffusion numérique 
- Simulation correcte d'un 

réacteur piston impossible 
- Traitement approximatif 

des conditions frontières 
- Choix difficile des 

point de collocations 
- Peu robuste a u  variations 

des paramètres du modèle 
- Mise en oeuvre cornpl~xe 
- Oscillation en transitoire 

dans le cas de systèmes 
dominées DU la convection 

- Méthode heuristique 
- Erreur plus importante dans 

le cas de systèmes dispersifs 
- Conditions frontières 

a l'entrée inexactes 



Partie II 

Commande d'un système à 

paramètres répartis 



CHAPITRE 3 

PROBLEMATIQUE, COMMANDE PRÉDICTIVE ET COMMANDE 

PAR PF&-APPROXIMATION 

Les opérateurs des usines de pâte peuvent assurer le fonctionnement des tours de 

blanchiment sans l'aide d'algorithme de commande ou de modèles. Par contre, 

l'opération manuelle a ses limites: variabilité importante du produit, utilisation 

excessive de réactif chimique, etc. Plusieurs algorithmes de commande ont donc 

été mis en place pour optimiser le rendement du procédé de blanchiment. Indus- 

triellement, l'algorithme de blancheur compensé ("compensated brigthness") peut 

être vu comme un standard. Depuis, l'application de la commande adaptative a 

permis d'augmenter les performances du procédé. Par exemple, Gendron et al. ont 

présenté un régulateur adaptatif à modèles pondérés qui est maintenant appliqué 

dans plusieurs usines. Dans le cadre de la problématique de cette thèse, Hamelin 

(1999) a présenté l'application de cet algorithme au modèle de Gendron et propose 

d'y ajouter une composante anticipative pour réduire l'impact des perturbations. 

De plus, Crête (2000) a présenté l'utilisation de la commande prédictive de type 

DMC sur le même modéle. Les résultats de ces travaux ne seront pas présentés 

directement dans cette thése quoi qu'il fassent partie intégrante du projet. Ainsi 

seule une variante de l'algorithme DMC présenté par Renou et al (20006) sera util- 

isé afin de servir de base de comparaison avec les algorithmes basés sur le modèle 

à paramètres répartis. 

L'objectif de ce chapitre est de présenter l'application et l'adaptation d'algorithmes 

connus au problème de commande d'un réacteur de blanchiment. La première par- 

tie du chapitre présente donc la problématique de la commande d'un réacteur de 



blanchiment ainsi que les principales hypothèses de simulation. La seconde présente 

Ie comportement en boucle ouverte du réacteur en réponse aux diverses pertur- 

bations et variations du point de fonctionnement. La troisième partie présente 

une adaptation de l'algorithme de commande prédictive avec matrice dynamique 

qui permet de tenir compte efficacement de la variation du débit. Finalement, la 

dernière portion du chapitre présente l'utilisation des différences giobales dans une 

approche de pré-approximation pour la commande de la tour de blanchiment. 

3.1 Problématique générale de commande 

Le problème de commande d'une tour de blanchiment est principalement carac- 

térisé par le temps de résidence important du réacteur et la non-linéarité de la. 

cinétique. De plus, la compiexité du problème est accentuée par la mauvaise qual- 

ité de l'identification des cinétiques, les nombreuses perturbations qui influencent le 

procédé et le peu de capteurs disponibles sur le procédé. Cette section présente donc 

les différentes hypothèses qui sont utilisées pour simuler le comportement du réac- 

teur et étudier les performances des systèmes de commande proposés. L'objectif 

n'est donc pas de reproduire exactement le comportement du réacteur, mais bien 

d'avoir une idée générale de son comportement sous l'influence de variations bien 

contrôlées. 

La configuration de l'instrumentation d'un réacteur de blanchiment n'est pas uni- 

forme entre les différentes usines et ce, même au sein d'une même compagnie. La 

figure 3.1 présente la configuration du réacteur qui a été choisie. 

Ainsi, une mesure de la lignine en amont du procédé est réalisée ainsi qu'une 

mesure en a d .  Le dioxyde de chlore, qui est la vanable manipulée du procédé, est 

aussi mesuré à la sortie du réacteur. Les hypothèses suivantes sur l'utilisation des 



Figure 3.1 Schéma du réacteur de blanchiment 

capteurs sont considérées: 

1 .  Lu pâte a des propriétés ~rniformes. La pâte, lors du blanchiment, a générale- 

ment une consistance élevée. Ainsi, le mélange avec les réactifs n'est prob- 

ablement pas uniforme. De plus, la Lignine n'est pas répartie uniformement 

dans les fibres. Ces constatations peuvent, par contre, difficilement être prises 

en compte lors de l'élaboration de la stratégie de commande. Cette variabilité 

caiisée par la mesure est probablement inférieure à la variabilité naturelle des 

fibres. Elle sera donc négligée. 

2.  Les mesures prises sont en confonnité avec le modèle. La mesure de la lignine 

est faite en Kappa. Cette mesure découle d'un test standard qui relie une 

expérience de laboratoire au taux réel de lignine. Comme la réaction globale 

est mal connue, ce test ne permet pas d'avoir une mesure précise de la lignine 

effectivement extraite des fibres ou encore de celie qui sera extraite aprés le 

lavage. Pour simplifier l'analyse, cette étude assume donc que le modèle est 

consistant Le. que le taux de lignine est bien la variable contr6lée et que Ies 

mesures en Kappa reflètent bien ce taux de lignine. 

3. Les mesures sont prises en ligne. Industrieliement, peu de capteur de lignine 



sont disponibles en ligne pour le moment. Les taux de lignine sont donc 

généralement calculés suite à des tests en laboratoires effectués à toutes les 

heures. Par contre, certaines usines utilisent maintenant des capteurs de 

lignine en ligne à l'entrée de la tour. Cette étude assume que les mesures 

sont prises en ligne aux deux extrémités et que la fréquence d'échantillonage 

est suffisante. 

L'élaboration d'un système de commande, pour le procédé de blanchiment, doit 

prendre en considération la présence de plusieurs perturbations causées tant par 

l'opération du procédé que par la matière première. Ainsi, la pâte a des propriétés 

physico-chimiques et une composition qui varie fortement au cours du temps. Cette 

variation est issue de diverses sources telles que: l'espèce du bois, les conditions 

d'entreposage, les étapes précédentes du procédé de mise en pâte, etc. De plus, le 

fonctionnement de l'unité de blanchiment est aussi une source de perturbation im- 

portante, En effet la température, le pH et d'autres conditions de fonctionnement 

peuvent varier. Tenir compte directement de toutes ces perturbations dans le mod- 

Cle mènerait rapidement à un modèle de dimension importante difficile à identifier. 

Donc, pour tenir compte de toutes ces perturbations, les modéles suivants de per- 

turbation seront utilisés: 

1. La lignine à l'entrée varie de façon stochastique. Les différentes variations 

de la matière première ainsi que les procédés utilisés en amont causent une 

variabilité importante de la lignine. Cette variation est observable dans les 

données d'usines. Le modèle utilisé sera donc la valeur nominale de la lig- 

nine auquel sera ajouté la somme cumulée d'une variable aléatoire de faible 

amplitude. 

2. Le débit et le point de consigne varient subatement Ce modèle n'est pas 

conforme à la réalité car généralement la variation du débit de production 



ainsi que les changements de point de consigne sont faits de façon progressive 

en usine. Toutefois, cette approche est de tjpe "pire cas" et permet d'assurer 

et d'imposer une certaine robustesse aux algorithmes de commande. 

3. Les paramètres cinétzques varient subitement. Les paramètres physico-chimiques 

de fonctionnement de la tour idluencent directement la réaction chimique. 

Ses variations seront donc modélisées par une approche pire cas qui consiste 

à varier subitement les constantes cinétiques. Des perturbations échelons des 

deux constantes cinétiques seront donc utilisées. De plus, ce modèle permet 

de tenir compte de la réactivité variable de la matière première sans consid- 

érer toutefois un rnodète réparti de ce type cle perturbation. 

4. Diflérentes cinétiques sont possibles. L'identification du modèle cinétique 

pour ce type de réaction est difficile. De plus, cette cinétique peut varier en 

fonction de la matière première. Les différents modèles cinétiques identifiés 

au chapitre 1 donnent donc une gamme cle cinétiques possibles. 

Sur la base de ces hypothèse, le problème de commande consiste donc à maintenir 

la lignine à la sortie du réacteur (la variable commandée) à son point de consigne 

en variant la concentration de dioxyde de chIore à l'entrée du réacteur (la variable 

manipulée). L'élaboration des stratégies de commande doit tenir compte des varia- 

tions stochastiques de lignine à l'entrée et des perturbations de type échelon sur les 

constantes cinétiques. De plus, l'algorithme doit étre robuste par rapport à divers 

modèles ciné tiques. 

3.2 Comportement en boucle ouverte 

Avant de développer différents algorithmes de commande, iI est important d'avoir 

une idée de la sensibilité du procédé. En effet, Ia performance d'un régulateur 



est toujours relative à son comportement en boucle ouverte. Les figures 3.2 à 3.5 

donnent une idée de la sensibilité du modèle M l  présenté au chapitre 1. 

Figure 3.2 Effet de la variation du débit en boucle ouverte 

Ces figures permettent d'apprécier le comportement non linéaire du procédé. En 

effet, la non-symétrie par rapport aux valeurs nominales est évidente dans le cas 

d'une. variation des constantes cinétiques. Cette caractéristique est aussi présente 

plus faiblement dans le cas de la variation de la lignine à l'entrée et d'une variation 

du débit. Ces observations déterminent donc le niveau des perturbations qui seront 

appliquées lors des analyses subséquentes. Les perturbations sur les paramètres 

cinétiques seront donc de l'ordre de 20% de leur valeur nominale alors que ceIles 

sur le débit seront de 50% de la vaIeur nominale- Ces niveaux de perturbations 

permettront donc de pousser le procédé hors de la zone linéaire autour du point de 

fonctionnement. La variation du niveau de Iignine B l'entrk est choisie en fonction 

des données industrielles disponibles. Ainsi une ùistribution normale de moyenne 

nuile et de variance 0.05 sera cumulée à chaque pas de temps et ajouté à la valeur 



Figure 3.3 Effet de la variation de kL, en bouclc ouverte 

Figure 3.4 Effet de Ia variation de kc en boucle ouverte 



Figure 3.5 Effet de la lignine à l'entrée en boucle ouverte 

nominale de l'entrée. 

Les modèles M 2  et M3 du chapitre seront utilisés pour l'étude de robustesse. 

Comme les perturbations des constantes cinétiques seront aussi appliquées sur ces 

modèles, leurs variations doivent être ajustées pour tenir compte du changement 

d'ordre de la cinétique. La figure 3.6 montre I'adéquation des variations en boucle 

ouverte pour les variations équivalentes des constantes cinétiques présentées au 

tableau 3.1 

Tableau 3.1 Équivalence de la variation des constantes cinétiques 

Paramètre (1 Ml M2 



Figure 3.6 Équivalence de la variation en boucle ouverte des variations des con- 
stantes cinétiques 

3.3 Commande pr4dictive 

La commande prédictive apparaît sous diverses formes dans la littérature compte 

tenu que ses origines sont principalement industrielles. L'idée de base est générale- 

ment attribuée à Cutler et h a k e r  (1979) ou il Richalet et al. (1978). Le principe 

de base de cet algorithme est d'utiliser un rnodéle pour bâtir une prédiction du 

comportement futur du procédé dans le cas où la commande n'est pas modifiée. 

Cette prédiction est comparée au comportement désiré, ce qui permet de déter- 

miner les modifications de la commande à effectuer sur un certain horizon pour 

atteindre la référence. À chaque itération, seule la première action de commande 

calculée est appliquée au procédé. De plus, la trajectoire prédite est adaptée en 

fonction de l'évolution du procédé a h  de tenir compte des perturbations- La figure 

3.7 résume les éléments principaux de cette stratégie. 



t .-.i.i.-.-.-.*.-i-.-.-.-.I. m m '  
*lm ' 

b .  

Horizon de prédiction 

Figure 3.7 Principe de la commande prédictive 

3.3.1 Mise en oeuvre 

L'algorithme DMC (Dynamic Matrix Control) présenté, par exemple, dans (Ogunnaike 

et Ray, 1994) est utilisé ici. Cet algorithme utilise une formulation discrîite de la 

réponse à l'échelon sous la forme d'une matrice. Soit le vecteur suivant: 

Les p(i)  représentent la valeur en variable de déviation de la sortie du procédé 

en réponse à l'échelon jusqu'a P(N)  qui est la valeur en régime permanent. En 

assumant un horizon de prédiction de dimension p et un horizon de commande na, 

il est possible de construire la matrice suivante: 



Cette fomulation matricielle permet de construire la prédiction de l'évolution de 

la sortie après l'application de l'horizon de commande de la façon suivante: 

Dans cette équation, le vecteur i 0 ( k )  de dimension p représente la prédiction 

du comportement sans action de commande , le vecteur Au(k) de dimension m 

représente les variations de commande et finaiement le vecteur w(k} de dimension 

p représente la différence entre la prédiction et Ia sortie réelle du procédé à l'instant 

k. Les paramètres p et na sont les paramètres d'ajustement de l'algorithme. 

Si la trajectoire désirée sur l'horizon de prédiction est représentée par le vecteur 

y*(k), 1e problème de commande consiste donc à trouver Au(k) de sorte que 

l'équation suivante soit vérifiée: 

Il n'existe évidemment pas de solution 5 cette équation sauf dans certains cas par- 

ticuliers. Toutefois, il est possible de reformuler ce problème comme un problème 

d'optimisation en déhissant l'équation d'erreur suivante: 

L'erreur en fonction de l'action de commande est donc: 



Ce qui permet de formuler le problème d'optimisation suivant: 

min (e(k + 1) - B A U ( Y ~  (e(k + 1) - pAu(k)) 
h W )  

La solution bien connue de ce problème classique de moindre carré est donc: 

Cet algorithme peut être aussi bien formulé dans le cas monovariable que clans le 

cas multivariable. En utilisant la formulation multivariable dans le cas du réacteur 

de blanchiment, il est possible d'obtenir ilne Formulation qui inclut une composante 

anticipative. Toutefois, cette composante ne modifie pas la loi de commande di- 

rectement. En effet, L'effet anticipatif apparaît dans la prédiction ce qui influencera 

par la suite l'effort de commande. En iitilisant la matrice dynamique f iLt  qui 

représente l'impact d'une variation de lignine à t'entrée sur la sortie, la prédiction 

devient donc: 

La commande prédictive DhiC est relativement sensible à une variation du débit. 

En effet, l'utilisation d'un modèle fixe peut provoquer des oscillations si les délais 

du modèle et du système sont trop différents car cette différence introduit un délai 

dans l'application de l'action de commande. Afin de compenser cette lacune, une 

mise à l'échelle temporelle est utilisée. Dans cette approche, l'intervalle de temps 

At du modèle discret est considéré variable, Il peut donc être ajusté pour tenir 

compte des tariations du débit, ce qui permet d'ajuster le délai du modèle au délai 

du réacteur et d'éviter un comportement oscilIatoire. Toutefois, l'algorithme DMC 

avec mise à l'échelle temporelle ne tient pas compte de la variation de la conversion 



dans le réacteur causée par une variation de débit. 

Cette approche peut etre directement appliquée en simulation si la méthode par 

alternance est utilisk. Comme le pas de temps de cette méthode de simulation 

est modifié directement en fonction du débit, la programmation directe du DMC 

permet la mise en oeuvre de cette approche. Par contre, l'application dans un 

contexte industriel est plus complexe. En effet, pour s'insérer dans un système dis- 

tribué ou le temps cl'application des efforts de commande est des mécanismes 

d'interpolation entre les points du modèle et de la préIliction doivent être utilisés. 

3.3.2 Rhsultats de simulation 

Les matrices dynamiques P et pLL sont construites en effectuant des variations de 

10% des entrées nominales sur le modèle M l  du chapitre 1. L'horizon de prédiction 

p choisi est égal à la dimension des réponses a l'échelon soit p = 234 alors que 

l'horizon de contrôle est minimal avec m = 1. Ces choix permettent de maximiser 

la robustesse de l'algorithme. Les simulations sont effectuees en utilisant la méthode 

par alternance avec un maillage de 100 noeuds pour le modèle Ml. 

La figure 3.8 présente les performances de la commande prédictive avec mise a 

I'échelIe temporelle à des variations du débit. Cet algorithme permet un retour 

adéquat à la référence sans oscillation ou dépassement. Le comportement, suite à 

des variations de consigne, est présenté à la figure 3.9. Encore une fois, la commande 

prédictive permet d'atteindre le point de consigne sans aucun dépassement dans 

un temps similaire à celui du temps de résidence du réacteur. Ce comportement 

est Iargement imputable au choix conservateur des paramètres d'ajustement. Les 

figures 3.8 et 3.9 permettent d'apprécier la qualité de la compasante d'anticipation. 

En effet, les perturbations de la lignine à I'entrée du réacteur n'affectent aucune- 



Figure 3.8 Commande prédictive : variation du débit 

Figure 3.9 Commande prédictive : variation du point de consigne 



Figure 3.10 Commande prédictive : variation des constantes cinétiques 

ment la sortie du réacteur. La figure 3.10 montre la performance de l'algorithme 

lors de perturbations échelon des constantes cinétiques, Une perturbation éche- 

lon de +20% sur kL est appliquée a 50 minutes puis une perturbation échelon de 

-20% est appliqué sur kc à 350 minutes. Suite à ces perturbations, l'algorithme de 

commande n'arrive plus à compenser adéquatement les variations de la lignine à 

l'entrée. 

Afin de tester la robustesse de la commande prédictive avec ajustement de l'échelle 

de temps, le régulateur, conçu à partir du modèle Ml, est appliqué sur les modéles 

M2 et  M3 du chapitre 1 . Une série de perturbations qui éloigne progressivement le 

système de son point de fonctionnement nominale est appliquée. Ces perturbations 

sont présentées à la figure 3.11. Les résultats de simulation de Ia figure 3.12, perme- 

ttent de constater que la commande prédictive est relativement robuste par rapport 

au modèle du système. Toutefois, l'effet des perturbations de lignine devient de 



Figure 3.1 1 Variation de paramètres pour I'anaIyse de robustesse 

Figure 3.12 Commande prédictive : analyse de robustesse 



plus en plus important lorsque le système s'éloigne du point de fonctionnement 

nominal. 

3.4 Commande adaptative par differences globales 

La section précédente a permis de voir que l'utilisation d'un modèle basé sur une 

réponse à l'échelon présente certaines limites lorsque le procédé s'éloigne du point 

de fonctionnement nominal. Cette observation motive l'utilisation d'un modèle 

global, valide sur l'ensemble de la plage de fonctionnement. L'utilisation d'un 

modele d'EDP du réacteur pour ta conception de la loi de commande peut donc 

être une approche intéressante. Par contre, l'application des techniques de com- 

mande classiques est rendue difficile par la complexité mathématique et par la 

présence non-explicite de l'action de commande dans les EDPs. Pour aborder ce 

problème, Dochain (1994) a proposé une méthode de pré-approximation qui con- 

siste à remplacer les dérivées partielles spatiales par des différences globales. Cette 

approche, relativement simple à appliquer, permet de faire apparaître explicitement 

l'action de commande dans les équations du modèle. De plus, le modèle approxi- 

matif obtenu permet, par lasuite, l'utilisation des techniques de linéarisation exacte 

pour la conception du régulateur. Cette approche a été utilisée par Bourre1 (1996) 

dans le cas d'un système hyperbolique de traitement biologique de l'eau potable. 

Cette section présente donc l'application de cet te technique de pré-approximation 

au réacteur de blanchiment. 

3.4.1 Mise en oeuvre 

Pour appliquer la technique des différences globales, il faut tout d'abord exprimer 

les bilans du modèle d'EDP à la sortie du réacteur. Ce qui permet donc d'obtenir 



les équations suivantes dans le cas du modèle Ml du chapitre 1: 

A la sortie du réacteur, les dérivées partielles spatiales peuvent être approximées 

par les différences globales suivantes 

En utilisant les conditions frontières de Danclciverts à la sortie du réacteur, la 

simplification suivante des différences globales est obtenue: 

Ces d8érences globales sont par la suite introduites dans les bilans de matière. Ce 

qui permet d'obtenir les équations dflérentielles suivantes: 



Pour obtenir une relation directe entre l'action de commande et la variable com- 

mandée, les deux équations sont intégrées l'une dans l'autre à l'aide du terme de 

réaction. Cette approche permet d'obtenir l'équation suivante: 

En utilisant une différence arrière pour Ia dérivée du dioxyde de chlore à la sortie 

et en mettant en évidence l'action de commande C(0, t), l'expression suivante est 

obtenue: 

Ce résultat permet maintenant d'utiliser le principe de linéarisation exacte et de 

proposer la boucle de commande interne suivante: 

L'application de cette boucle interne sur l'approximation par différence globale 

permet d'obtenir le système linéaire suivant: 



Ce système peut ainsi être commande par n'importe queue stratégie de commande 

linéaire. Ici, un simple réguiateur PI est utilisé. La boucle de commande externe 

est donc: 

u = ((L, - L(I ,  t ) )  + 7 1 t ( ~ ,  O - ~ ( e '  t ) ) d t )  (3.27) 

Les paramètres X et 7 sont les seuls paramètres d'ajustement de la loi de com- 

mande globale. L'application de cette stratégie de commande au système réel a ses 

Figure 3.13 Structure de la commande par différences globales 

limites car l'approximation par différence globaie est grossière. Afin d'augmenter 

la robustesse de l'algorithme, un mécanisme d'adaptation de la constante cinétique 

de la lignine est ajouté. La Ggure 3.13 présente la structure du système de com- 

mande complet dans lequel un modèle du réacteur de blanchiment est simulé en 

parallèle avec le système. L'erreur sur Ia concentration de lignine à la sortie entre 

le modèle et le système est utilisée pour faire l'adaptation de la constante cinétique 

kA du bilan de lignine du modèle. Les équations suivantes permettent de mettre 

en oeuvre cette stratégie d'adaptation. 



3.4.2 Résultat de simulation 

Les paramètres d'ajustement du contrôleur ont été fixées aux vaieurs suivantes: 

X = 0.05, y = 0.01 et j~ = 0.00002. Les paramètres ont été ajustés par simulation en 

tentant de trouver le meilleur compromis entre la réponse à l'échelon et la réponse 

aux variations des paramètres cinétiques. Toutes les simulations sont effectuées en 

utilisant la méthode par alternance avec un maillage de 100 noeuds et le modèle 

Ml. 

La figure 3.14 présente les performances de la commande par différence globale à 

des variations du débit. Cet algorithme réagit moins bien que la commande pré- 

dictive. En effet, le retour à la référence s'effectue rapidement mais avec quelques 

oscillations. Ce comportement oscillatoire est aussi présent suite à des variations 

de consigne comme le montre la figure 3.15. Le dépassement est important et il est 

fonction de l'amplitude de l'échelon. Les figures 3.14 et 3.15 permettent d'apprécier 

la réponse de la boucle interne aux perturbations de lignine à l'entrée du réacteur. 

Comme cette loi de commande inclut directement la valeur de la lignine à l'entrée, 

elle contient un effet anticipatif efficace. La figure 3.16 montre les performances de 

l'algorithme lors de perturbations échelon des constantes cinétiques, Une pertur- 



Figure 3.14 Commande par différences globales : variation du débit 

Figure 3.15 Commande par différences globales : variation du point de consigne 
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Figure 3.16 Commande par différences globales : variation des constantes cinétiques 

bation échelon de +20% sur kL est appliquée à 50 minutes puis une perturbation 

échelon de -20% est appliquée sur kc à 350 minutes. La boucle adaptative réagit 

correctement en corrigeant le paramètre cinétique du modèle mais les déviations par 

rapport à la référence sont importantes. Toutefois, la réponse aux perturbations 

sur la lignine demeure adéquate. 

Afin de tester la robustesse de la commande par différences globales, le régulateur 

conçu B partir du modèle MI, est appliqué sur les modèles M2 et M3 du chapitre 

1. Une série de perturbations qui éloigne progressivement le système de son point 

de fonctionnement nominale est appliquée. Ces perturbations sont présentées à la 

figure 3.17. Les résultats de simulation de Ia ligure 3.18, permettent de constater 

que cet algorithme est robuste par rapport au modèle M2 mais pas par rapport au 

modde M b  En effet, pour un éloignement suffisant du point de fonctionnement, 

la réponse aux perturbations des constantes cinétiques oscilie fortement. 
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Figure 3.17 Variation de paramètres pour ['analyse de robustesse 

Figure 3.18 Commande par àifEQences globales : analyse de robustesse 



CHAPITRE 4 

STRA-GIE DE COMMANDE BASEE SUR UNE 

POST-APPROXSMATION 

Les stratégies de commande présentées dans le chapitre 3 n'utilisent pas toute 

l'information contenue dans le modèle à paramètres répartis. Ainsi, ces deux straté- 

gies de commande peuvent présenter des limites dues à une mauvaise adéquation 

entre le modéle utilisé par le régulateur et le procédé. En effet, dans le cas de la com- 

mande prédictive, des oscillations sont observées lorsque le procédé s'éloigne trop 

du point de fonctionnement tandis que dans le cas de la commande par différences 

globales, des déviations importantes par rapport à la référence sont observées en 

réponse à l'échelon. M n  d'utiliser toute l'information disponible sur le procédé, 

l'utilisation directe du modèle dtEDP dans le régulateur peut être une approche in- 

téressante. En plus d'être plus précis, ce modèle permet d'indroduire, explicitement 

dans la stratégie de commande, les paramètres hydrodpamiques et les cinétiques 

de réaction. Ainsi, ï i  est possible d'espérer un comportement adéquat sur une large 

plage de fonctionnement. Toutefois, l'utilisation d'un modèle non linéaire peut in- 

duire certains problèmes de robustesse si la structure du modèle n'est pas identifiée 

correctement. 

Ce chapitre présente une structure originaie de commande par post-approximation 

qui utilise directement le modèle à paramètres répartis du procédé dans la loi de 

commande. En effet, ce modèle est u t ~ c o m m e  modèie interne dans une structure 

de commande composée de deux niveaux de régulateur- Cette structure est présen- 

tée dans la première partie du chapitre. Par Ia suite, la seconde partie présente 

la boucle interne alors que la conception de Ia boucle externe est traitée dans la 



troisième partie. L'application au modèle de blanchiment de cette stratégie de com- 

mande par post-approximation est présentée dans la quatrième partie. Finalement, 

les principaux résultats de simulation sont présentés dans la cinquième partie du 

chapitre. 

Le problème de commande, identifié au chapitre 3, est de réguler la concentration 

à la sortie d'un réacteur de blanchiment en variant la concentration du dioxyde de 

chlore à l'entrée. La loi de commande choisie pour effectuer cette tâche doit, de 

plus, tenir compte de la variation de la lignine a l'entrée ainsi que des perturbations 

au niveau des paramètres cinétiques- Mathématiquement, le problème générique 

correspond donc à la régulation d'un système d'équations à paramètres répartis, 

non linéaire, stochastique et non-stationnaire par une condition frontière. Compte 

tenu de l'état actuel des connaissances, aborder mathématiquement ce problème de 

front est utopique. Afin d'obtenir une formulation plus simple pour la conception 

d'un régulateur par post-approximation, les simplifications suivantes sont donc 

ii t ilisées: 

1. Les composants non-commandés à l'entrée du réacteur sont constants. Cette 

simplification permet d'obtenir un système déterministe. Les variations de 

lignine à l'entrée du réacteur devront toutefois être compensées par l'ajout 

d'une composante anticipative à la loi de commande. 

2. Les constantes cinétiques constantes mais inconnues. Cette simplification 

permet d'obtenir un système stationnaire. Cette hypothèse est valide dans 

la cas d'une stratégie de commande adaptative si les paramètres cinétiques 



varient très lentement ou s'ils sont constants sur des périodes de temps suff- 

isamment longues pour que l'adaptation converge. 

Le problème se résume donc à la régulation par la condition frontiere d'entrée d'un 

système d'équations non linéaires à paramètres répartis avec des coefficients incon- 

nus. Par soucis de généralisation, le développement d'une stratégie de commande 

est fait pour un réacteur tubulaire avec m réactions impliquant n composants. Le 

système considéré est donc: 

Dans ce modèle, A(r, t )  (molli) est un vecteur de dimension (n, 11 qui contient 

les profils de concentration des composants du réacteur. L'hydrodynamique du 

réacteur est caractérisée par d e u  matrices diagonales de dimension (n: n) soit v 

(m/s) qui contient la vitesse superficielle v de chaque composant et D (m2/s) 

qui contient le coefficient de dispersion D de chaque composant. Les cinétiques 

sont décrites par le terme -KR(A(r, t)) 06 K est une matrice (n, m) qui contient 

les constantes cinétiques dors que R(A(z, t ) )  est un champ vectoriel de dimension 

(m, 1) qui comporte le reste du terme cinétique. En accord avec les simplifications 

proposées, les matrices u, D et R(A(z, t)) sont supposées être connues contraire- 

ment aitu coefficients de la matrice K. Dans ce modèle, la variable manipulée est 

notée A& tan& que la variable commandée est notée Am,. 

Les hypothèses simplificatrices utilisées pour obtenir ce modèle imposent l'utilisation 

d h e  stratégie de commande adaptative pouvant inclure une composante anticipa- 

tive- La composante adaptative permettra de déterminer des valeurs admissibles 



pour les paramètres cinétiques inconnus alors que la composante anticipative est 

utilisée pour compenser les variations des composants iibres à l'entrée du réacteur. 

La structure de commande proposée est composée de deux niveaux de régulateur. 

Tout d'abord un régulateur adaptatif basé sur une structure à modèle interne per- 

met d'assurer la convergence entre le modèle et le procédé. Cette loi de commande 

a donc comme objectif d'identifier en Iigne des paramètres cinétiques minimisant 

l'erreur entre le modèle et le procédé. Par contre, elle ne permet pas d'assurer 

la convergence vers un point de consigne à la sortie car la référence a L'entrée de 

la variable manipulée est utilisée comme point de consigne, Cette tâche est alors 

accomplie par un régulateur externe. Ce régulateur utilise les paramétres identifiés 

par le régulateur adaptatif ainsi que tes mesures à l'entrée et à la sortie du réacteur 

pour déterminer l'effort de commande requis à l'entrée pour atteindre le point de 

consigne à la sortie. Cet effort de commande est donc le point de consigne du 

régulateur adaptatif tout comme dans le cas d'un régulateur de type cascade. Le 

régulateur externe peut utiliser une stratégie basée sur la rétroaction, l'anticipation 

ou une combinaison des deux approches. 

4.2 Conception du régulateur adaptatif 

La seconde méthode de Lyapunov, présentée entre autres dans Khalil (1996), est 

utilisée pour faire la conception du régulateur adaptatif. Cette technique utilise une 

fonction définie positive qui représente l'erreur pue l'on désire minimiser. L'analyse 

de la dérivée dans le temps de cette fonction permet la conception du régulateur. 

En effet, le régulateur doit être choisi de telle sorte que la dérivée dans le temps 

de la fonction d'erreur soit strictement défmie négative. Ainsi, au cours du temps, 

la fonction ne peut que décroître ce qui permet de tendre vers une erreur nuile, 



Cette convergence et la stabilité du système sont assurées par le théorème de Lya- 

punov. Le choix de la fonction d'erreur, qui est dors appelé fonction de Lyapunov, 

représente la principale difficulté de cette technique. 

Figure 4.1 Structure du régulateur interne 

La stratégie de commande choisie avec modèle interne se prête bien à l'application 

de cette méthode de conception. En effet, une fonction de Lyapunov peut être 

construite en utilisant l'erreur entre le modèle et le système ainsi que les erreurs 

d'estimation des paramètres. Cette analyse permettra de concevoir la loi de com- 

mande ainsi que les lois d'adaptation qui forment le regdateur adaptatif dont la 

structure est présentée à la figure 4.1. La convergence du modéle vers le système 

est alors assuree par la proposition suivante: 

Proposition 

Soit le système a paramètres répartis suivant: 



et le moddle interne à paramètres répartis suivant: 

L'erreur entre la solution du modéle M ( t ,  t j  e t  la solution du système 

A[z, t )  tend vers zéro lorsque t tend vers i ' inhi  lorsque la loi de com- 

mande 

et la loi d'adaptation 

& j ( t )  = -aii(ei(z, t ) ,  Rj(A(r ,  t ) ) )  

sont utilisés. 

La preuve de cette proposition est basée sur l'utilisation de La seconde méthode 

de Lyapunov. Afin de construire une fonction de Lyapunov, les équations d'erreur 

suivantes sont considérées: 



En utilisant ces équations, il est possible de construire la fonction d'erreur définie 

positive suivante: 

1 "  1  l n *  1 
v(z, t) = - C ( ~ ( 2 ,  t), ~ ( z ,  t ) )  +-(~; , ( t ) -~ef  (t)in)'+- 11 -$t(t) (4.15) 

2 i=i 2~ 2 i=i j=i 

Cette fonction de Lyapunov inclut l'erreur entre les profils du modèle et ceux 

du système, l'erreur sur l'estimation des paramètres ainsi que l'erreur entre la 

variable manipulée et la référence interne. Ce dernier terme est ajouté afin de faire 

apparaître explicitement l'effort de commande dans la dérivée de la Fonction de 

Lyapunov et permettre ainsi Ia construction de la loi de commande. Le calcul de 

la dérivée dans le temps de la fonction de Lyapunov permet d'obtenir: 

La dérivée dans le temps de l'erreur sur les profils est alors calculée de 

suivante: 

(4.16) 

la façon 

ae(z't) + - KR(A(z,t)) + K(~)R(M(z, t)) (4.17) è ( z , t )  = -v- 
az az2 

ae(z? t) + D é(z, t) = -v- 
az 

aze(z' t ,  - $(t) R(A(r, t)) + Ü ( t ) ~ ( z ,  t )  (4.18) 
azz 

De plus, la dérivée temporelle de l'erreur sur les paramètres cinétiques est simple- 

ment: 

d(t) = k(t)  (4.19) 

En utilisant ces dérivées des erreurs, il est possible d'obtenir l'expression suivante: 



B 2 c  2 t L'intégration par parties des termes du deuxième ordre (ei(z, t), &-*) donne: 

n n 
+ c ~ ( 2 ,  t)&-l - c ei(r, t )~ i i - l  

i=l dz +, a.? Q 

+ C (ei(zlt), ~ t , ( t ) ~ ~ ( ~ ( z ,  t ) ) )  + 2 (e(r ,  t), K,(~)Q,(Z, t)) 
i= 1 j=l i= f j=l 

n m i  

Pour simplifier cette expression, les conditions frontières du système et du modèle 

définis dans la proposition sont introduites, ce qui permet d'obtenir: 

L'équation d'adaptation des paramètres est choisie de la façon suivante: 



Ce qui permet de simplifier l'équation 4.22 car: 

n m 1 n m 1 C C -~kï(t)& (t) = C C -$ij(t) - aij ( e i ( ~ ,  t), Rj(A(z, t))) (4.24) 
i=i j=l Q j  el j=l Qij 

n rn 

= - C ( e i ( i  t)? C t l i j ( t ) ~ j ( ~ ( ~ ,  t ) ) )  (4.26) 
i=L j=l 

La dérivée de la fonction de Lyapunov devient alors: 

n 

Y(%, t) = C (ei(r, t ) ,  -IJ. t )  ) + 2 (aei(r, t )  aei(z,  t )  
a~ az f-Dii  az 

i=I i= 1 
) 

Finalement en choisissant la loi de commande suivante: 

L'expression de la fonction de Lyapunov devient: 

Cette expression est semi-définie négative. Toutefois, les concentrations des réactifs 

ne sont jamais nuiie à l'entrée du réacteur ce qui assure Ia condition d'excitation 



persistante et la stabilité asymptotique du système. De plus, la convergence du 

modèle vers le système est assurée. En effet, au point d'équilibre, la fonction 

de Lyapunov assure que pour chacun des composants, les relations suivantes sont 

vérifiées: 

Or, par définition de l'intégrale, l'erreur entre le modèle et le système pour chaque 

composant vérifie: 

En utilisant l'inégalité du triangle sur cette équation et en majorant, il est possible 

de montrer que le modèle converge bien vers le système de la façon suivante: 

Ce qui permet de conclure la preuve de la proposition. 

La loi de commande 4.29 construite par cette approche doit toutefois être modifiée 

afin d'éviter des divisions par zéro lors de la mise en oeuvre. La loi de commande 



suivante est donc obtenue: 

L* 

A, = 

+ 
Ai:, = 

f c  = 

+ 

f 

Dans cette expression, w est un paramètre d'ajustement de petite valeur positive. 
',* 

Cette loi de commande est identique a la loi originale si Ain = O. De plus, lorsque 

l'erreur entre le modèle et le système est nulle? la loi de commande se résume à 

l'expression de la référence interne soit: 

4.3 Conception du r&ulateur externe 

Le rôle du régulateur externe est de déterminer la référence interne qui permettra 

d'atteindre le point de consigne à la sortie du réacteur tout en minimisant l'impact 

des perturbations. L'utilisation d'un régulateur adaptatif interne modifie peu la 

problématique de la conception du régulateur externe. Eh effet, l'action de ce régu- 

lateur est présente seulement lorsque le modèle diffère du système. Dans tous les 

autres cas, le problème de régulation reste entier. Toutefois, le régulateur externe 

peut bénilicier de l'identification en ligne des paramètres cinétiques, 
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Figure 4.2 Structure du régulateur avec rétroaction 

La figure 4.2 présente la structure du régulateur avec une boucle externe par 

rétroaction. Il est possible d'utiliser comme régulateur externe par rétroaction 

tout type de compensateur qui peut être formulé sous une forme différentielle. Par 

exemple, le simple compensateur proportionnel-intégral suivant peut être utilise 

L'action de ce régulateur peut être décomposée en deux En effet, l'action propor- 

tionnelle est instantanée et ne se produit que Iorsqu'il y a des variations du point de 

consigne tandis que l'action intégrale modifie en tout temps l'effort de commande 

pour que le procédé atteigne le point de consigne. Toutefois, l'utilisation d'une 

simple rétroaction n'est pas efficace si les composants à l'entrée du réacteur subis- 

sent de fortes variations- En effet, si te réacteur a un temps de résidence important, 

une compensation adéquate n'est pas possible car l'information sur la perturbation 

est disponible seulement lorsque son effet est terminé. Ainsi, une stratégie avec 

anticipation doit être considérée. 

La figure 4.3 présente la structure du régulateur avec une boucle externe par an- 

ticipation. Ce régulateur détermine & partir du modèle à paramètres répartis la 



Figure 4.3 Structure du régulateur avec anticipation 

commande Arn requise pour atteindre la consigne en tenant compte des composants 

non-manipulés à chaque pas de temps. Ce calcul est réalisé à l'aide rl'urie combi- 

naison d'un algorithme de tir et d'un algorithnie de relaxation. La méthode de 

relantion est utilisée pour solutionner le modèle à des conditions frontières don- 

nées alors que la méthode de tir est utilisée pour déterminer progressivement la 

valeur de A& permettant d'obtenir le point de consigne désiré à la sortie du réac- 

teur. Cet algorithme est mis en oeuvre en utilisant la méthode des différences finies 

sur un maillage de N + 1 noeuds. Soit le système en régime permanent suivant 

pour un composant Ai: 

La dérivée du second ordre de cette équation est approrùmée par une différence 

finie centrée alors que la dérivée du premier ordre est approximée par une différence 



arrière. Ainsi, il est possible d'obtenir au noeud k, l'approximation suivante: 

dAi(zk) - -  
N 

Ai(&) - & (xk-1) (4.48) 
dz (A4 

Pour les conditions frontières, les approximations suivantes sont obtenues: 

De cette façon, il est possible de formuler l'approximation par différences finies avec 

les conditions frontières pour un composant du réacteur tel que: 

M o ,  + + M2,i& + M ~ + ( A )  = O 

Cette formulation est composée des éléments ci-dessous: 

T 
A, = [&(O) A$) ... A,(*) ] 



Une équation matricielle avec des matrices bloc-diagonales peut alors être constru- 

ite pour l'ensemble des composants du réacteur: : 

À partir de cette formulation du problème en régime permanent, les profils de con- 

centrations du réacteur peuvent être calculés en utilisant l'algorithme de relaxation 

suivant: 

1. Estimation initiale ~ ( k )  des profils; 

2. Calcul des résidus E(k).  Ces résidus sont obtenus en introduisant la valeur 

estimé de la solution A(k)  dans le problème en régime permanent initial; 

3. Calcul de l'incrément AA selon la méthode de Newton à l'aide de l'équation 

suivante: 
a(Mo + M ~ A  + + M ~ ( A ) ) * ~  - 

aA 
- -E(k)  (4.59) 



4. Construction de la nouvelle valeur estimée de la réponse en régime permanent; 

A ( k  + 1) = A(k) + AA (4.60) 

5. Répétition de la procédure jusqu'à la vérification d'un critère d'arrêt sur la 

norme de l'incrément 

Cet algorithme de calcul du régime permanent est alors utilisé dans l'algorithme 

de tir suivant qui forme la loi de commande par anticipation: 

1. Choix d'un estimé initial de l'effort de commande Ai,,; 

2. Résolution de l'algorithme de relaxation pour obtenir le AL, correspondant; 

3. Calcul de l'erreur entre la valeur de la variable commandée obtenue AL, et 

le point de consigne Am,,,,; 

4. Ajustement de Ai,, selon l'erreur obtenue tel que 

où S doit être choisi pour obtenir une convergence adéquate. 

Cet algorithme permet d'obtenir des résultats adéquats si le modèle représente 

bien ie système. De plus, la combinaison avec le régulateur adaptatif permet 

d'obtenir un comportement adéquat malgré une perturbation des paramètres ciné- 

tiques. Toutefois, cet algorithme est sensible à une mauvaise identification de la 

structure de la cinétique. En effet, il conduit inévitablement à une erreur en régime 



Figure 4.4 Structure du régulateur avec anticipation et rétroaction 

permanent si la structure de la cinétique du procédé diffère trop de celle du modèle 

car aucune information sur la sortie du procédé n'est utilisée par I'algorithrne. 

La figure 4.4 présente la structure du régulateur avec une boucle externe qui com- 

bine une action de rétroaction et une action d'anticipation. En fait, la base de la 

boucle externe de cette structure est formée du régulateur par anticipation. Dans 

te cas où le procédé diffère du modèle, il est possible d'assurer une bonne compen- 

sation B l'aide d'une boucle de compensation par rétroaction. Tout d'abord, afin 

d'éliminer l'impact du retard, le point de consigne AL,,, du régulateur par rétroac- 

tion est modifié en fonction de l'hydrodynamique du modèle. En effet, le nouveau 

point de consigne Re fmt,,, pour le régulateur par rétroaction est la solution du 

système d'équations suivant: 

Ainsi, Refmt,,, représente le comportement attendu à la sortie du réacteur. Ce 

signal est par la suite comparé à la véritable sortie du réacteur. L'erreur entre les 



deux signaux alimente le régulateur par rétroaction qui peut être alors un simple 

intégrateur car son rôle se limite à compenser la dérive du compensateur anticipatif. 

Le régulateur par rétroaction est alors simplement: 

4.4 Application au rêacteur de blanchiment 

Afin d'appliquer au réacteur de blanchiment le formalisme de la section précédente, 

le modèle Ml du chapitre 1 peut Gtre exprimé de la façon suivante: 

Les conditions frontières sont alors: 

La variable commandée est donc ici LouL et la variable manipulée est Gin- Le modèle 

interne suivant est utilisé: 



Les conditions frontières de ce modèle sont: 

La loi de commande adaptative directe est alors: 

Les lois d'adaptation des paramètres cinétiques sont définies par: 



Finalement, le régulateur par rétroaction est simplement: 

= -Wh - c:t,sp1 

La mise en oeuvre du régulateur interne adaptatif en accord avec les capteurs 

disponibles implique des ajustements importants. En effet, l'application de ce 

régulateur nécessite la mesure de tous les profüs et le calcul de Ieur dérivées spa- 

tiales. En simulation, la post-approximation se limite à l'utilisation du maillage 

de la méthode numérique utilisée. Bien évidemment, cette information n'est pas 

disponible en usine. L'hypothèse sur les capteurs du chapitre 3 limite à deux te 

nombre de capteurs disponibles: un à l'entrée du réacteur et l'autre à la sortie du 

réacteur. Pour tenir compte de cette contrainte, la loi de commande adaptative est 

modifiée de la façon suivante: 

De la même façon, les lois d'adaptation des paramètres deviennent: 

$L ( t )  = -a((e~,in(z, t )  Lin(z, t)'Cin (2, t)2) 



Le réglage des paramètres de ce régulateur implique Ie choix de cinq paramètres 

soit E ,  O, a, b et W .  Le réglage d'un nombre si important de paramètres peut 

s'avbrer particulièrement lourd et délicat compte tenu de la durée importante des 

simuiations dans le cas des systèmes a paramètres répartis. Toutefois, la structure 

de commande proposée est relativement découplée, ce qui permet un ajustement 

relativement facile des paramètres. Le réglage peut débuter par le choix de a et 

6, qui déterminent la rapidité de l'adaptation des paramètres cinétiques. Si le sys- 

tème admet une seule solution, il est possible d'obtenir une convergence lisse et 

rapide. Dans le cas contraire, des oscillations entre les différentes solutions admis- 

sibles peuvent apparaitre. Dans ce cas, les solutions possibles sont de limiter la 

vitesse d'adaptation ou d'assurer une bonne initialisation. Une fois l'adaptation des 

parmètres cinétiques ajustée, les paramètres 0 and E peuvent ëtre considérés. Le 

paramètre O ajuste l'effort de l'intégrateur, il doit donc être réglé afin d'obtenir une 

réponse adéquate en présence de perturbations non-modélisées. Son ajustement est 

facilité en utilisant une perturbation exogène a la sortie du réacteur, Le paramètre 

E. détermine l'impact de la commande adaptative directe. Il permet donc de doser 

l'effort de cette commande par rapport ii la commande de la boucle externe. Plus 

la structure du système est proche du modèle, plus la valeur de ce pararnètre peut 

être élevée. Ce paramètre doit donc être ajuste pour une performance adéquate 

dans le pire cas possible de mauvaise adéquation entre le modèle et Ie système. 

Finalement, le paramètre w est utilisé seulement afin d'éviter une division par zéro 

lors de la mise en oeuvre. IL suffit donc de choisir La pIus petite valeur qui assure 

un effort de commande suf3sament lisse. Le tableau 4-1 résume les fonctions de 

chacun des paramètres de réglage. 



Tableau 4.1 Fonction des paramètres de réglage 

4.5 Résultats de simulation 

Ordre de réglage 
1 
2 
3 
4 

Toutes les simulations sont effectuées en utilisant la méthode par alternance avec 

un maillage de 100 noeuds et le modèle Ml. Les paramètres d'ajustement du 

régulateur ont été fixés aux valeur suivantes: 

La figure 4.5 présente les performances de la commande par post-approximation à 

des variations du débit. Le régulateur permet de compenser adéquatement ce type 

de pertubation avec une faible déviation de La référence. La compensation semble 

s'effectuer en deux temps: une compensation rapide grossière puis un retour plus 

lent vers la référence. Dans 1e cas des variations de consignes présentées à la 

figure 4.6, le comportement du régulateur est optimal. La réponse est typique 

d'une stratégie par anticipation qui utilise Ie bon modèle. Les figures 4.5 et 4.6 

permettent d'apprécier la réponse de la boucle interne aux perturbations de lignine 

à l'entrée du réacteur. Encore une fois, l'effet anticipatif est efficace car aucune 

perturbation de la lignine à l'entrée n'est transmise A la sortie du réacteur. La 

figure 4.7 montre les performances de l'algorithme lors de perturbations échelon des 

Pararn4tres 
a' b 
0 
c 
w 

Objectif de réglage 
Rapidité de l'adaptation 
'havail de l'intégrateur 
Impact de la commande adaptative directe 
Filtre de l'action de commande 



Figure 4.5 Commande par post-approximation : variation du débit 

Figure 4.6 Commande par post-approximation : variation du point de consigne 



Figure 4.7 Commande par postrapproximation : variation des constantes cinétiques 

constantes cinétiques. Une perturbation échelon de +20% sur kt est appliquée a 50 

minutes puis une perturbation échelon de -20% est appliquée sur kc à 350 minutes. 

Le régulateur par post-approximation réagit très efficacement aux perturbations 

de modèle en n'admettant qu'une très faible déviation par rapport à la référence. 

L'estimation des paramètres cinétiques est très efficace malgré les simplifications 

apportées au régulateur adaptatif. 

A h  de tester la robustesse de la commande par post-approximation, le régulateur 

conçu à partir du modèle Ml, est appliqué sur les modèles M2 et M3 du chapitre 1. 

Une série de perturbations qui éloignent progressivement le système de son point 

de fonctionnement nominal est appliquée. Ces perturbations sont présentées a la 

figure 4.8. Les résultats de simulation sont présentés aux figures 4.9 et 4.10. Ces 

résultats permettent de constater que le régulateur est très robuste par rapport au 

modèle M2 mais un peu moins par rapport au modèle M3- En effet, l'ajustement 



Figure 4.8 Variation de paramétres pour l'analyse de robustesse 

Figure 4.9 Commande par post-approximation : analyse de robustesse 



Figure 4.10 Commande par post-approximation : estimation des paramètres ciné- 
tiques 



des paramètres cinétiques dans ce dernier cas est beaucoup plus fastidieux et néces- 

siterait un ajustement différent des lois d'adaptations. Dans le cas de la simulation 

avec le modèle M2, l'ajustement des paramètres suit bien les différentes perturba- 

tions. 



CHAPITRE 5 

ANALYSE COMPARATIVE DES STRATEGIES DE COMMANDE 

La comparaison entre différents algorithmes de commande est difficile car peu 

d'outiis théoriques permettent d'utiliser une approche systématique. La simulation 

de cas types, malgré ses limites, demeure donc t'outil privilégié pour distinguer les 

avantages et les limites de différentes structures de commande. Dans ce chapitre, 

les algorithmes de commande présentés dans les chapitres 3 et 4 sont comparés 

dans le cadre de l'application au réacteur de blanchiment. L'objectif de cette com- 

paraison est de tenter de répondre à la question principale abordée au début de 

ce travail: Y a-t-il un avantage à utiliser une stratégie de commande basée sur un 

modèle à paramètres répartis dans le cas d'un réacteur tubulaire? 

Le principal obstacle à la comparaison d'algorithmes de commande est probable- 

ment l'utilisation de structures différentes. Par exemple, comparer un régulateur 

proportionnel intégral à un régulateur adaptatif est un processus biaisé car les possi- 

bilités des deux algorithmes sont différentes. Dans le cadre de cette thèse, un effort 

à été fait afin de comparer des structures qui ont des modes de fonctionnement sim- 

ilaires. En effet les trois algorithmes présentés ont des mécanismes d'adaptation, 

les trois utilisent un modèle du procaé afin d'évaluer si le procédé réagit de façon 

adCquate par rapport au modèle. De plus l'utilisation de capteurs est restreinte aux 

extrémités dans les trois cas. Toutefois, le modèle utilisé pour faire une prédiction 

différencie la commande prédictive des deux autres algocithmes. En effet, la com- 

mande prédictive utilise seulement une réponse a lY6cheIon alors que les deux autres 

algorithmes utilisent le modèle à paramètres repartis- Finalement, la commande 

par différence globale utilise une approximation préalable pour faire la conception 



de la loi de commande alors que la commande par post-approximation utilise une 

approximation après la conception de la loi de commande sur le modèle PDE. 

Ce chapitre présente donc différentes simulations comparatives afin de mettre en 

retief l'impact du modèle utilisé pour la conception des différentes stratégies de 

commande. Les performances relatives des algorithmes seront évaluées i l'aide 

d'indices de performance classiques permettant d'évaluer l'kart entre le comporte- 

ment du système et une situation idéale. La première partie du chapitre présente 

la méthodologie de simulation suivie ainsi que les indices de performance utilisés. 

Les trois parties suivantes présentent les résultats des régulateurs sur différents 

systèmes. Finalement, la dernière partie du chapitre expose une synthèse des ré- 

sultats. 

5.1 M4thodologie et critéres de performance 

Afin de comparer efficacement les algorithmes de commande, toutes les simulations 

sont effectuées à partir du m&me patron de séquence de perturbation. Les simu- 

lations sont toutes effectuées avec la méthode par alternance décrite au chapitrc 2 

pour un maillage de 100 noeuds. Les lois de commande et leurs ajustements sont 

identiques a ceux présentés aux chapitres 3 et 4. Les régulateurs utilisés sont donc: 

a La commande prédictive avec ajustement de l'échelle de temps (PM); 

La commande par différences globales (DG); 

La commande par post-approximation (PA). 

La conception de tous ces regulateurs est basée sur le modèle M l  du chapitre 

1. Par contre, l'analyse comparative est effectuée en comparant leur performance 



respective sur les modéles M l ,  M2 et M3. 

En premier lieu, l'analyse comparative est qualitative. Ainsi les résultats de sim- 

ulation sont analysés pour !es cas suivants qui ont déjà été présentés au chapitre 

1. Variation du débit. Le débit du réacteur est diminué de 50% à t = 50 minutes, 

puis passe à 150% de sa valeur nominale à t = 150 minutes avant de revenir 

à sa valeur de départ. Cette simulation permet d'assurer la robustesse de 

l'algorithme à une variation du rythme de production de l'usine: 

2.  Variation <lu point de consigne. Le point de consigne passe de sa vitleur 

nominale de 16.49 i 18 Kappa a t = 50 minutes. Par la suite, le point 

de consigne est diminué à 15 Kappa à t = 350 minutes avant de revenir à 

sa valeur nominale à 650 minutes. Cette simulation permet d'analyser le 

comportement en suivi de trajectoire des lois de commande; 

3. Variation des constantes cinétiques Dans le cas du modèle Ml, la constante 

kL est augmentée de 20 % à t = 50 minutes tandis que la constante kc 

est diminuée de 20% ii t = 350 minutes. Dans le cas des simulations sur 

les modèles M2 et M3, les variations sont ajustées afin d'obtenir la même 

variation en boucle ouverte de Ia variable contrôlée. Cette simulation permet 

d'analyser le comportement en régulateur des lois de commande; 

4. Séquence de perturbations. Lors de cette simulation, une séquence de pertur- 

bation, présentée à la figure 5.1, est appliquée au modèle. Cette simulation 

permet d'analyser le comportement des lois de commandes lorsque des per- 

turbations successives éIoignent de plus en plus le procédé de son point de 

fonctionnement. 



Figure 5.1 Séquence de perturbations 

Dans toutes ces simulations, la lignine est perturbée stochastiquement et varie donc 

entre 31 et 27 Kappa. Cette variation est construite par la sommation cumulée 

d'une distribution normaie de variance 0.02 à partir de 31 Kappa. 

La deuxième portion de l'analyse est quantitative. Les résultats de simulations sont 

analysés à l'aide d'indices de performance classiques. Les livres d'automatique de 

base tel celui de Kuo (1998) présentent souvent une série d'indices qui permettent 

de quantifier la déviation d'un système par rapport au comportement désiré. Ces 

calculs se ramènent le plus souvent à quantifier l'erreur entre le point de consigne 

et la variable commandée. En commande des procédés, l'objectif est générale- 

ment d'obtenir Ia meilleure performance sans générer d'oscillations ou de dépasse 

ments ce qui correspond a une réponse en amortissement critique- Ainsi, cette 

stratégie évite de propager une certaine variabilité d'une êtape à l'autre du procédé. 

Dans le cas d'un réacteur tubulaire, cette approche conespond à hpplication de 



l'hydrodynamique sur le point de consigne SP. Cette solution SP;, peut être 

obtenue en résolvant l'équation suivante: 

L'erreur entre la dynamique de la variable commandée et la performance optimale 

Cette définition d'erreur est utilisée a h  de calcuier les indices de performance 

suivants: 

1. DM: Ce critère détermine la déviation maximale entre la solution optimale 

et la variable optimale. 11 est calcuié de la façon ci-dessous: 

2, ISE: Ce crit6re permet d'évaiuer l'erreur globale sur la solution en péndisant 

plus fortement les écarts importants. Il est calculé comme suit: 

3. ITAE: Ce critére calcule la valeur absolue de l'erreur pondérée par le temps. Il 

permet donc d'évaluer si la convergence vers la consigne est rapide et pénalise 



fortement une erreur en régime permanent. Il est calculé ainsi: 

Finalement, afin d'évaluer la performance des régulateurs en fonction de l'éloignement 

du point d'opération nominal, des simulations sont effectuées sur des variations du 

point de consigne de -15% à +15% et sur des variations de kL de -20% à +20%. 

Les différents critères de performance seront appliqués sur chacune des variations 

afin d'analyser l'évolution de la performance en fonction de l'éloignement du point 

d'opération. 

5.2 Résultats avec le systeme M l  

La simulation des lois de commande sur le modèle M l  représente le cas idéal. En 

effet, le système à réguler correspond exactement au modèle qui a été utilisé pour 

construire les régulateurs. 

La figure 5.2 présente les performances des contrôleurs suite à une variation du 

débit. Ce type de perturbation impose forcément une déviation de la référence. En 

effet, lors de l'application du nouveau débit, le contenu du réacteur ne peut plus 

être modifié alors que le temps de résidence du réacteur est différent. Ainsi, sans 

anticipation spécifique, il est impossible d'éliminer une partie de la déviation. La 

réponse a ce type de perturbation diffère selon la loi de commande utilisée. Dans 

le cas de la commande PM, la déviation de la référence est symétrique et sans 

oscillation, Ce comportement est assuré par le choix conservateur des horizons 

de commande et de prédiction. La commande DG répond plus rapidement mais 

provoque un dépassement dans le sens contraire à la déviation causée par la per- 

turbation. Ce comportement peut être attribué aux approximations utilisées maïs 



Figure 5.2 Modèle Ml : Variation du débit 

il est par contre difficile d'en faire une analyse précise. Daas le cas de la commande 

PA, la réponse Q la perturbation est en deux temps. La première déviation plus 

forte est essentiellement due à la perte de contrôle sur le contenu du réacteur, tan- 

dis que la deuxième déviation plus faible est simplement attribuable au travail de 

l'intégrateur. En effet, lors de la portion de la réponse qui est non commandable, 

l'intégrateur modifie la référence interne car il enregistre une erreur entre la sortie 

et la référence. Cet te modification est par la suite éliminée. Ainsi, plus la constante 

de temps de l'intégrateur sera faible, plus les variations de débit perturberont le 

système. 

La figure 5.3 présente les performances des lois de commande suite à une variation 

du point de consigne. Les commandes PM et PA présentent toutes deux une 

dynamique proche de la réponse optimde. En effet, la déviation par rapport à 

la consigne est attribuable principalement à l'hydrodynamique du réacteur. Ce 



Figure 5.3 Modèle M l  : Variation du point de consigne 

comportement était tout à fait prévisible pour la commande P-4 qui fonctionne ici 

de façon purement anticipative car le modèle correspond exactement au système. 

Par contre, la commande PM n'est basée que sur une réponse à l'échelon et obtient 

le même niveau de performance qu'une commande anticipative basée sur le modèle 

à paramètres répartis. Cette perfomance s'explique par l'ajustement à chaque 

pas de temps de la prédiction ainsi que par le choix conservateur des horizons de 

commande et de prédiction. Par ailleur, la commande DG a plus de difficulté en 

réponse à l'échelon. En effet, un dépassement important est observé et il semble 

proportionnel à i'amplitude de l'échelon. Ce mauvais comportement peut être 

imputé aux approximations utilisées dans le développement cle cet algoci t hme. 

La figure 5.4 présente les performances des lois de commande suite à une variation 

des constantes cinétiques, La commande PM réagit moins efficacement à ce type 

de perturbations. En effet, pour la première variation, l'écart avec la référence est 



Figure 5.4 Modéle Ml : Variation des constantes cinétiques 

important alors que, suite à la deuxième perturbation, la stabilisation au point 

de consigne n'est plus possible. Ce comportement montre les limites du modèle 

entrée-sortie utilisé. En effet, la variation de la constante cinétique ne peut être 

incorporée dans l'algorithme que par la compensation des perturbations effectuées 

à la sortie du réacteur. Ainsi, avant d'agir, l'algorithme doit attendre que la per- 

turbation soit effective à la sortie, ce qui explique la large déviation observée. De 

plus, ce type de compensation n'influence pas ici la compensation par anticipation 

de l'algorithme. Ainsi, les oscilIations apparentes après la seconde perturbation 

des constantes cinétiques sont directement corrélées avec les perturbations de Iig- 

nine à l'entrée du réacteur. Il n'est donc pas possible de tirer avantage de l'aspect 

structuré d'un tel type de perturbation. La commande DG présente toujours des 

dbiations importantes par rapport à Ia référence compte tenu des approximations 

utilisées dans sa construction. Par contre, le mécanisme d'adaptation basé sur le 

modèle à paramètres répartis permet de stabiliser le système sur la consigne. Le 



comportement de la commande PA a une variation des pararndtres cinétiques est 

similaire à son comportement lors d'une variation du débit. Cette fois, la pre- 

miere déviation plus importante est imputable au temps pris par le mécanisme 

d'adaptation des constantes d'adaptation pour réagir et modifier la commande an- 

ticipative alors que la seconde plus faible est encore une fois due au regdateur par 

rétroaction. La compensatiao rapide de la commande PA est attribuable princi- 

palement à l'utilisation efficace de l'information provenant du capteur à l'entrée du 

rhacteur. Si ce capteur est situé au centre du réacteur; la performance est réduite 

car le délai de mise en oeuvre du mécanisme d'adaptation augmente, De plus, la 

sensibilité au paramètre cinétique est maximale a l'entrée du réacteur compte tenu 

de la structure de la cinétique qui est une fonction monotone décroissante. 

Figure 5.5 Modèle Ml : Séquence de perturbations 

La figure 5.5 présente les performances des contrôleurs suite à une séquence de per- 

turbation. L'éloignement progressifdu point d'opération nominal permet d'observer 

une degradation plus importante des caractéristiques déijà observées de la com- 



mande DG. En effet, le temps de réponse augmente sensiblement. Toutefois, le 

comportement des commandes PM et PA demeure sensiblement le même. 

Tableau 5.1 Performances des régulateurs sur le modèle Ml 

Les indices de performance pour l'ensemble des simulations sur le modèle Ml sont 

présentés au tableau 5.1. Les variations du débit influencent de façon similaire 

les indices de performance dans le cas des trois algorithmes de commande. Dans 

la cas des variations du point de consigne, tous les indices permettent d'identifier 

les difhences de performance entre les différents algorithmes. La commande PA 

obtient de très faibles valeurs de DM et ISE Ces résultats sont obtenus grâce à 

l'algorithme par anticipation dont la référence est la réponse optimale du système. 

Cet algorithme présente aussi une meilleure performance dans le cas d'une variation 

des paramètres cinétiques. Toutefois, l'indice ITAE ne permet pas de distinguer 

que la consigne n'est pas rejointe aussi rapidement que dans le cas des autres 

algorithmes. Finalement, L'anaIyse de Ia séquence de variation par les critères de 

perfomances met clairement en évidence la meilleure performance de l'algorithme 

PA. Cette performance est ici largement attribuable à l'adaptation efficace des 

Type de 
perturbation 

Variation 
du 

débit 
Variation 
du point 

de consigne 
Variation 
des const. 
cinétiques 
Séquence 

de 
variations 

Indice de 
performance 

DM 
ISE 

ITAE 
DM 
ISE 

ITAE 
DM 
ISE 

ITAE 
DM 
ISE 

ITAE 

Commande 
PM 
0.36 
3.72 

6.0 * 102 
0.12 
0.37 

4.3 * 103 
1.87 

1.6 * 102 
5.2 * 104 
1.77 

1.1 * 102 
1.9 * 105 

Commande 
DG 
0.25 
3.78 

1.3 * IO3 
1.83 

1.4 * 102 
7.5 * lo4 
2.38 

3.6 * 102 
8.3 * 10" 
2.50 

3.5 * 10" 
4.5 * 105 

Commande 
PA 
0.30 
2.21 

9.8 * 102 
0.01 
0.01 

6.9 * 102 
0.32 
3.39 

6.4 * 103 
0.39 
3.99 

2.9 * 104 



paramètres cinétiques et à la contribution anticipative de cet algorithme. 

ci- ! I I  -0) O -15 -10 -5 O 5 10 15 nI 

Figure 5.6 Modèle Ml : Performance selon la variation du point de consigne 

Les figures 5.6 et 5.7 montrent les performances des algorithmes de commande 

par rapport à l'éloignement du point d'opération. Dans le cas d'une variation du 

point de consigne, la commande PM et la commande PA obtiennent des résultats 

similaires. Ainsi, leur performance est peu influencée par l'amplitude de la variation 

du point de consigne. Par contre, la perte de performance de la commande DG est 

effectivement proportionnelle à l'amplitude de l'échelon. Dans le cas de variations 

de kt, la performance des commandes PM et DG est fonction de l'importance de la 

perturbation alors que la commande PA est influencée dans une moindre mesure. 

Il faut, de plus, noter l'asymétrie de la performance qui révèle la non-linéarité 

importante du modéle dans le cas d'une variation du point de consigne. 



Figure 5.7 Modèle M l  : Performance selon la variation de kt 

5.3 Résultats avec le système M2 

La simulation des lois de commande sur le modèle M2 permet d'étudier La robustesse 

relative des algorithmes de commande sur un système dont la cinétique est diérente 

mais tout de même semblable, En effet, le terme cinétique du modèle M2 est L3C3 

plutôt que L2C2. 

La figure 5.8 présente les performances des lois de commande suite à une variation 

du débit. La commande PM agit de la même façon que sur le modèle Ml avec 

des déviations de la consigne similaire. La commande DG cause aussi le même 

type de déviation que lors des simulations sur le modèle précédent. Toutefois, 

l'amplitude des déviations est plus grande. Cette disparité s'explique par le fait que 

le mécanisme d'adaptation de la commande prédictive agit de la même façon dans 

les deux cas. Alors que dans le cas de la commande par différences globales, c'est 



Figure 5.8 Modèle Ad2 : Variation du débit 

l'adaptation du paramètre kA qui permet l'ajustement. La commande PA réagit 

moins bien que lors des simulations précédentes sur le bon modèle. Le mécanisme de 

rétroaction doit compenser pour la variation du gain causé par Ia perturbation sur 

le débit. En effet, le mécanisme d'adaptation des constantes cinétiques est moins 

efficace car les paramètres estimés varient constamment selon les perturbations de 

lignine. De plus, il faut noter que le mécanisme d'adaptation assure l'adéquation 

entre le modèle et le système seulement, l'identification exacte des paramètres 

cinétiques n'est pas assurée. Ainsi, comme seulement deux capteurs sont utilisés 

par le mécanisme d'ajustement des paramètres cinétiques, ce mécanisme identifie 

donc des constantes qui assurent i'ad4quation du modèle et du système à ces deux 

endroits seulement. Si tout le profil du réacteur est mesuré, cette déviation est 

résorbée car des paramètres cinétiques adéquat peuvent être identifiés. 

La figure 5.9 présente les performances des lois de commande suite à une variation 



Figure 5.9 Modèle M2 : Variation du point de consigne 

du point de consigne. Encore une fois, la commande Pb1 réagit de la même fqon 

que dans le cas des simulations sur le modèle M l .  La commande DG présente 

aussi un comportement similaire quoique Lin peu plus oscillatoire; l'adaptation du 

paramétre cinétique kA permet de rejoindre la consigne. Les perfurmances de la 

commande PA sont, cette fois, Iégèrement inférieures à celles de la commande 

PM. Cet éloignement de la performance idéale s'explique par une efficacité réduite 

du mécanisme d'anticipation qui n'utilise plus le bon modèle. Le mkanisme de 

rétroaction permet toutefois d'obtenir une performance globale adéquate. 

La figure 5.10 présente les performances des lois de commande suite à une variation 

des constantes cinétiques. Le comportement des trois algorithmes de commande 

e~ similaire à celui observé lors des simulations avec le modèle ML Toutefois la 

commande DG a, cette fois, de la diEüculté à compenser la variation de kc alors 

que la commande PA laisse le système dévier Iégèrement du point de consigne après 



Figure 5.10 Modèle M2 : Variation des constantes cinétiques 

cette même perturbation. La commande DG est naturellement plus sensible aux 

perturbations sur kc &ant donné que seule une adaptation de kL est réalisée. Dans 

le cas de la commande PA, cette Iégére variabilité montre simplement que le travail 

réalisé par les lois d'adaptation des paramètres cinétiques est plus important car 

leur valeur est en constant mouvement compte tenu de la différence entre le modéle 

et le système. 

La figure 5.11 présente les performances des contrôleurs suite à une séquence de 

perturbation. Cette simulation est débutée a partir des conditions initiales du 

modde Ml, ce qui permet d'apprécier le comportement des lois de commande 

A un changement brusque de modèle. Les trois algorithmes répondent à cette 

perturbation avec une dynamique similaire à celle observée lors de variations du 

débit. L'analyse du reste de cette simulation est similaire à celle faite pour la 

simulation avec le modèle Ml. 



Figure 5.11 Modèle M2 : Séquence de perturbations 

Tableau 5.2 Performance des régulateurs sur le modèle M2 

1 Type de 1 Indice de 1 Commande ) Commande 1 Commande 
perturbation 

Variation 
du 

débit 
Variation 
du point 

de consigne 
Variation 
des const. 
cinétiques 
Séquence 

de 
variations 

;!3 1 4.49 1 30.1 1 5.61 
ITAE 7.6 * 102 5.0 * lo3 2.1 * lo3 

0.08 2.06 0.25 
0.35 2.0 * IO2 5.38 

ITAE 2.1 * 103 9.5 * 104 2.1 * 103 

performance 
DM 

ITAE 

PM 
0.40 

DG 
0.63 

PA 
0.32 



Les indices de performances pour l'ensemble des simulations sur le modèle M2 

sont présentés au tableau 5.2 qui permet de quantifier les observations précédentes. 

Ainsi, la commande prédictive est plus robuste lors de changement de la consigne 

que la commande PA. Par contre, la commande PA conserve ses bonnes propriétés 

lors de perturbations des constantes cinétiques. 
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Figure 5.12 Modèle M2 : Performance selon la variation du point de consigne 

Les figures 5.12 et 5.13 montrent les performances des aigorithmes de commandes 

par rapport à l'éloignement du point d'opération. Dans le cas d'une variation du 

point de consigne, la commande PM et la commande PA obtiennent des résultats 

similaires pour les indices DM et ISE. Par contre, le critère ITAE qui pénalise 

fortement une erreur en régime permanent favorise la commande PM par rapport 

à la lente convergence de la boucle de rétro-action de le commande PA. Dans le cas 

de la variation de kt, des performances tout à f&it similaires à celle des simulations 

sur le modèle Ml sont observées. 



Figure 5.13 Modèle M2 : Performance selon la variation de kL 

5.4 Rhsultats avec le systéme M3 

La simulation des lois de ccmmande sur le modèle M3 permet d'étudier la ro- 

bustesse relative des algorithmes de commande sur un système dont la structure de 

la cinétique est différente. En effet, la cinétique du modèle M3 est composée d'une 

réaction instantanée ii l'entrée du ceacteur et par la suite d'un terme cinétique 

bilinéaire LC. 

La figure 5.14 présente les performaoces des lois de commande suite a une varia- 

tion du débit. L'ensemble de ces simulations présente une variabilité beaucoup plus 

grande que dans les cas précédents- La commande PM assure le même comporte 

ment que précédemment avec un peu plus de variabilité- Par contre, les simulations 

avec les lois de commmde DG et PA sont beaucoup plus variables et n'atteignent 

que difficilement le point de consigne. Dans ce cas la commande PA, la boucle de 



Figure 5.14 Modèle M3 : Variation de débit 

rétroaction semble incapable de compenser rapidement la déviation à la sortie du 

réacteur. Toutefois, il est possible d'obtenir de meilleurs résultats en changeant 

l'ajustement des paramètres de cette Loi de commande. 

La figure 5.15 présente les performances des lois de commande suite à une variation 

du point de consigne. Les résultats obtenus sont similaires à ceux obtenus dans le 

cas du modèle M2. Toutefois, les perturbations de lignine affectent plus fortement la 

loi de commande PA. Ce comportement est causé par l'algorithme par anticipation 

dont le modèle ne tient pas compte de la structure de la cinétique du modèle M3. 

En effet, une partie de la réaction est fixe dans ce modéle alors que l'algorithme 

anticipatif utilise un modéie dont la réaction dépend entièrement des concentrations 

des composants. Ainsi, l'impact des variations sera toujours surestimé dans le cas 

d'une baisse de lignine et sous-estimé dans le cas d'une augmentation. Cette analyse 

permet aussi d'expliquer pourquoi la réponse du système avec un régulateur PA est 



Figure 5.15 Modèle h43 : Variation du point de consigne 

généralement sous le point de consigne dans toutes les simulations sur ce modèle. 

La figure 5.16 présente les performances des lois de commande suite a une variation 

des paramètres cinétiques. Dans cette simulation, la commande DG ne permet 

plus d'atteindre le point de consigne, alors que les propriétés intéressantes de la 

commande PA sont fortement dégradées. Toutefois, la commande PM assure la 

même qualité de réponse similaire à celle observée dans des simulations sur le 

modèle M2. Dans cette simulation, la dégradation apparente de la commande DG 

s'explique simplement par le calcul d'une concentration de dioxyde de chlore it 

l'entrée qui est inférieue à 1.3 g / l  alors que la condition frontière de ce modèie 

retranche 1.3 g / l .  L'amplitude trop importante des déviations de la référence ainsi 

que la différence de structure entre le modèle et le système provoque l'instabilité de 

l'ensemble. Dans le cas de la commande PA, les importantes oscillations obtenues 

après la variation de kC peuvent être expliquées par le fait que l'adaptation des 



Figure 5.16 Modèle M3 : Variation des constantes cinétiques 

paramètres cinétiques est hussée par la proximité de ce meme point limite de la 

concentration de chlore à l'entrée, 

La figure 5.17 présente les performances des contrôleurs suite à une séquence de 

perturbation. Cette simulation permet de confirmer la tendance de la commande 

PA à être inférieure au point de consigne qui a été observé lors des simulations 

précédentes. De plus, cette simulation permet d'apprécier les performances de la 

commande PM qui sont ici encore similaire à celle observés lors des simulations sur 

le modèle M l .  

Les indices de performances pour l'ensemble des simuiations sur le modèle M3 sont 

présentés au tableau 5.3 qui permet de quantifier les observations précédentes. La 

robustesse de la commande PM par rapport aux deux autres stratégies est ainsi 

aisément observable car eue permet d'obtenir de meilleurs indices de performance 

dans presque tous les cas. Seule la variation des constantes cinétiques donne un 



Figure 5.17 Modèle M 3  : Séquence de perturbations 

Tableau 5.3 Performances des régulateurs sur le modèle M3 

Type de 1 Indice de 

du 
débit 

Variation 
du point 

de consigne 
Variation 
des const. 
cinétiques 
Séquence 

de 
variations 

Commande 
PM 
0.23 
3.72 

1.4 * 103 
0.27 
5.61 

ISE 
ITAE 
DM 
ISE 
ITAE 
DM 
ISE 

ITAE 
DM 
ISE 

ITAE 

Commande 
DG 
0.33 
9.43 

3.6 * IO3 
1.43 

1.5 * 102 

Commande 
PA 
0.26 
7.62 

2.7 * 103 
0.38 
17.7 



léger avantage à la commande PA sur la déviation maximale et i'indice ITAE. 
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Figure 5.18 Modèle M3 : Performance selon la variation du point de consigne 

Les figures 5.18 et 5.19 montrent les performances des algorithmes de comman- 

des par rapport à l'éloignement du point d'opération. Dans le cas d'une variation 

du point de consigne, la commande PM et la commande DG montrent une per- 

formance similaire aitu simulations sur le modèle M2. Par contre, la commande 

PA réagit de façon tout à fait asymétrique. En effet, pour des variations néga- 

tives du point de consigne le comportement est similaire au cas des simulations 

sur le modèle M2 alors que pour des variations négatives, les différents critères 

se dégradent fortement. Cette dégradation est attribuée à l'effet combiné de la 

sous-estimation de l'anticipation avec celui de la condition frontière du modèle M3 

qui fausse l'adaptation. Dans le cas de la variation de kt ,  les trois algorithmes de 

commande ont une performance variant de façon similaire. La commande PA n'a 

donc plus cet avantage lorsque la structure du modèle est trop différente. 
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Figure 5.19 Modèle hl3 : Performance selon la variation cle kt 

5.5 Synth4se des résultats 

Les simulations et leurs analyses présentées dans ce chapitre permettent de tirer 

les concliisions suivantes: 

La commande prédictive avec ajustement de l'échelle temporelle est plus ro- 

buste que les deux autres algorithmes proposés par rapport à la structure 

de la cinétique. En effet, elle permet d'obtenir des perfomances similaires 

lors des simulations avec les trois modèles. Toutefois, elle est plus sensible 

aux perturbations des constantes cinétiques et ne permet pas dans ce cas 

une bonne compensation des perturbations sur la lignine à l'entrée du réac- 

teur. Cette limitation est attnbuable au modèle entrée-sortie utilisé dans 

l'anticipation; 

La commande par différence globale est facile à mettre en oeuvre. Toutefois, 



les approximations grossières utilisées ne permettent pas d'obtenir des per- 

formances aussi intéressantes que les autres approches. De plus, l'ajustement 

des paramètres de la boucle PI externe est ardu; 

La commande par post-approximation permet d'obtenir d'excellents résultats 

lorsque le système est proche du modèle interne utilisé. Par contre, lorsque 

la structure du systéme est trop différente, les performances sont moindres 

que celle de la commande préàictive. La performance de ce régulateur est 

directement reliée à la capacité d'adéquation du modèle interne avec le sys- 

tème; 

La performance au changement de point de consigne ne justifie pas l'iitilisation 

d'un modéle B paramètres répartis. Cette utilisation est toutefois justifiée 

lorsque les constantes cinétiques sont perturbées; 

L'utilisation de In commande par post-approximation permet d'accroître les 

performances du systéme si l'éloignement du point d'opération est suffisant 

pour que la non-linéarité de la cinétique ait un impact. 



CONCLUSION 

La performance de la commande d'un réacteur tubulaire est limitée principalement 

par deux facteurs: le comportement non linéaire du système causé par la ciné- 

tique de réaction et un délai déterminé par l'hydrodynamique qui peut être très 

important. Ces problématiques sont des contraintes importantes des stratégies 

de commande traditionnelles qui sont généralement basées sur un modèle obtenu 

par une réponse à l'échelon. En effet, ce type de modèle ne permet pas de tenir 

compte des effets non linéaires lors d'une variation du point d'opération. De plus, 

la présence du retard de façon explicite dans le modèle force un ajustement con- 

servateur des paramètres de la loi de commande afin d'éviter un comportement 

oscillatoire. 

Afin d'améliorer les performances du système de commande d'un tel système, 

I'utilisation d'un modèle à paramètres répartis a été considérée dans cette thèse. 

Dans le cas d'un réacteur piston dispersif' ce modèle correspond à un système 

d'équations paraboliques tel que présenté dans le chapitre 1. L'hypothèse de base 

de ce travail est donc que l'utilisation de ce modèle pour la conception du régula- 

teur permet d'accroître les performances du procédé. Pour rester dans un contexte 

de recherche appliquée et pour favoriser le développement de solutions viables in- 

dustriellement, une application à un réacteur de blanchiment avec des contraintes 

industrielles typiques a été considérée. Pour étudier la validité de l'hypothèse de 

recherche, les objectifs spécifiques suivants ont été considérés: 

1. Élaborer des outils de simulation efficaces; 

2. Adopter les stratégies de commande existantes à la problématique de la com- 

mande de blanchiment; 



3. Élaborer une stratégie de commande par post-approximation pour les sys- 

tèmes commandés par la condition frontière; 

4. Comparer les différentes stratégies sur une application. 

Le chapitre 2 a présenté différentes stratégies de simulation applicables au système 

d'équations paraboliques non linéaires. Ainsi, les méthodes classiques de résolu- 

tion ont d'abord été présentée, soient: la méthode des différences finies, la méthode 

de collocation orthogonale et la méthode des éléments finis. L'application de ces 

méthodes au modèle du réacteur de blanchiment a mis en évidence les limites à leur 

application en ligne dans un algorithme de commande. Une nouvetle approche de 

résolution numérique a donc été proposée: la méthode par alternance. Cette tech- 

nique est basée sur la résolution successive à chaque pas de temps des phénomènes 

de convection, diffusion et réaction. Au prix d'une solution un peu moins précise 

pour des Peclet plus faibles, cette approche permet une résolution beaucoup plus 

stable et rapide qui n'est pas affectée par les problèmes de diffusion numérique ou 

d'oscillation. Elle est donc bien adaptée à la résolution en ligne du système de 

blanchiment. 

Le chapitre 3 a présenté l'adaptation de stratégies de commande existantes a la 

problématique de la commande d'une tour de blanchiment. Tout d'abord, la com- 

mande prédictive de type DMC a été modifiée pour tenir compte des variations 

du débit en ligne. Ainsi, la commande prédictive avec ajustement de l'échelle 

de temps ajuste I'echelle temporelle du modéle en fonction du temps et permet 

d'éliminer les oscillations causées par une mauvaise compensation du retard. Par 

la suite, l'utilisation des différences globales a été appliquée au cas d'un système 

parabolique commandé par la frontière. De plus, un modéle interne à été ajouté 

afin de faire l'adaptation du rapport des paramètres cinétiques. 



Le chapitre 4 a présenté le développement d'une stratégie de commande origi- 

nale par post-approximation. Cette approche est composée de deux boucles de 

commande: une boucle adaptative avec modèle interne qui permet d'obtenir une 

estimation des paramètres cinétiques, et une boucle externe qui permet s'assurer 

le suivi de la consigne à l'aide de composantes par rétroaction et par anticipa- 

tion. La convergence du modèle vers le système a été démontrée par m e  analyse 

de Lyapunov tandis que la solution de l'algorithme anticipatif est assurée par le 

croisement d'une technique de relaxation et de l'algorithme de tir. 

Le chapitre 5 a présenté une analyse des perfommces des lois de commande dévelop 

pées aux chapitres 3 et 4. Elle est effectuée par simulation sur trois modèles dig 

férents, Ml, M2, et M3 alors que tous les régulateurs sont construits a partir du 

modèle Ml. Cette analyse montre que la commande prédicitive réagit avec des 

performances similaires quelque soit le modèle sur lequel la commande est effec- 

tuée. Par contre, cet algorithme laisse une variabilité importante à la sortie lorsque 

les constantes cinétiques du système sont perturbées. L'algorithme par différences 

globales permet de stabiliser le système mais des déviations importantes par cap 

port à la consigne sont observées dans le cas de toutes les variations analysées. 

Finalement, les performances de la commande par post-approximation dépendent 

de l'adéquation entre le modèle interne et le modèle du systéme utilisé pour la 

simulation. En effet, si les simdations sont effectuées sur le bon modèle ou sur une 

structure similaire, le régulateur permet d'obtenir une réponse proche du comporte- 

ment optimal désiré. Toutefois, si la structure de la cinétique est trop différentes, 

les performances peuvent être dégradées au point d'être inférieures à celle de la 

commande prédictive. 

Les résultats obtenus dans le chapitre 5 montre bien que l'accroissement des perfor- 

mances du procédé par l'utilisation d'un modèle à paramètres répartis est fonction 



principalement de la qualité de l'identification de la cinétique du procédé. En &et, 

c'est essentiellement l'utilisation directe des cinétiques dans le modèle qui permet 

d'accroftre les performances. En fait, la problématique étudiée ici est relativement 

la même que l'étude des performances de lois de commande non linéaire par r a p  

port au régulateur linéaire sur un réacteur parfaitement agité. Les conclusions à 

en tirer sont d'ailleurs identiques: un accroissement de la performance est possi- 

ble seulement si le procédé est suffisamment perturbé pour que l'éloignement du 

point d'opération nominal entraîne une dégradation des performances des lois de 

commande linéaire. Dans le cas contraire, l'amélioration de la performance est nég- 

ligeable. L'hypothèse de recherche est donc vérifiée pour le réacteur de blanchiment 

dans les conditions suivantes: l'identification du modèle est précise et le procédé 

est suffisamment perturbé pour que la performance des lois de commande Linéaires 

soit dégradée. 

Le travail effectué lors de cette thèse a permis de réaliser deux contributions orig- 

inales dans le domaine de la commande des procédés chimiques. Tout d'abord un 

nouvel aigorithme de simulation a été proposé. Cet algorithme n'est pas une contri- 

bution au champ des mathématiques appliquées mais bien à celui de la commande 

en temps réel. En effet, l'utilisation d'un modèle à paramètres répartis dans un algo- 

rithme de commande à l'aide des méthodes traditionnelles est difficile compte tenu 

des temps de simulation importants requis et du manque de robustesse de ces alge 

rithmes aux variations des paramètres d'opérations. La simulation par alternance 

proposée permet une simulation rapide et robuste au coût d'une certaine perte 

de précision. Ceile-ci demeure toutefois acceptable compte tenu de l'incertitude 

des mesures industrielles. La seconde contribution originale de cette thèse est le 

développement d'une loi de commande par post-approximation. Les principes util- 

isés dans cette loi ont déjà été utilisés pour des systèmes à paramètres localisés 

mais leur transposition aux systèmes à paramètres répartis est originale. Cette 



loi permet d'utiliser la structure du modèle à paramètres répartis afin d'identifier 

en ligne les paramètres cinétiques d'un modèle interne. Cette information permet 

d'utiliser efficacement le modèle du système dans une boucle d'anticipation. 

Le travail effectué dans cette thése ne permet en fait que de répondre à certaines 

facettes de l'hypothèse de recherche de départ car l'application au réacteur de 

blanchiment limite l'impact de l'utilisation d'un modèle à paramètres répartis. En 

effet, le peu de capteurs disponibles sur ce système, les perturbations importantes a 

l'entrée du réacteur et le point de consigne seulement sur la sortie limite fortement 

les avantages de l'utilisation d'un tel modèle. Toutefois certains axes de recherche 

sur la commande de ce procédé devraient encore être explorés tel que: 

O Plusieurs usines utilisent un capteur au quart de la hauteur de la tour de 

blanchiment afin d'avoir une rétroaction rapide. Une loi de commande qui 

utilise l'information de ce capteur pour la rétroaction en plus de l'information 

sur la sortie serait intéressante; 

O La cinétique du blanchiment est encore mai déterminée. L'analyse de dif- 

férentes cinétiques avec une modilication de la structure à modèle interne sur 

des données d'usine pourrait être une méthode intéressante pour contribuer 

a la modélisation des cinétiques de blanchiment; 

0 Le blanchiment de la pâte est réalisé à L'aide d'une séquence de réacteurs- 

L'utilisation d'un modèle à paramètres répartis représentant l'ensemble des 

tours comme un seul réacteur avec différents points d'injection des réactifs 

pourrait être une approche intéressante pour l'optimisation de la séquence 

complète. 

L'étude de la méthode de simulation par alternance proposée au chapitre 2 devrait 

aussi être poursuivie en explorant les aspect suivants: 



0 L'analyse des performances de cet algorithme pourrait être étendue à des 

réacteurs à température et pression distribuées. Une approche par alternance 

des phénomènes de transport ou par alternance des bilans pourrait donner 

des résultats intéressants; 

0 Cet algorithme demeure heuristique pour le moment. Une analyse rigoureuse 

de l'erreur pourrait être entreprise en considérant l'utilisation d'ordre de ré- 

solution différents. En effet, il est possible de minorer et majorer la solution 

par l'utilisation de séquences différentes. 

Finalement, dans l'étude générale de la commande des réacteurs à paramètres 

distribués, les axes de recherche suivants sont prometteurs: 

0 L'algorithme de post-approximation utilisé peut aussi être utilisé avec une 

structure à modèle de référence. Cette approche pourrait être utile dans 

le cas de réacteurs où la commande d'une erreur minimale sur le profil est 

désirée. 

0 L'avenir de la commande par post-approximation est somme toute dans 

l'utilisation d'un maximum d'informations de ce modèle. Ainsi, la théorie 

des systèmes de dimension infinie doit être abordée en conjonction avec la 

théorie des systèmes non linéaires afin d'identifier ilne stratégie de linéarisa- 

tion exacte applicable sur un système à paramètre répartis. Cette approche 

est facilement envisageable dans le cas d'une commande répartie mais elle 

devrait aussi être transposée au cas d'une commande par la frontière. 
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Annexe I 

Solution of the Convection-Dispersion,Reaction Equation by a 

Sequencing Method 

Ce manuscrit a été soumis en août 2000 à la revue Cornputers & Chernical Engi- 

neering. 



SOLUTION OF TlXE 

CONVECTION-DISPERSION-REACTION EQUATION 

BY A SEQUENCING METHOD 

Stéphane Renou, Michel Perrier, Denis Dochain t 

and Sylvain Gendron t 

Département de génie chimique, École Polytechnique de Montréal 

C.P. 6079, succ. Centre-ville Montréal, H3C 3A7 

t Université Catholique de Louvain, Bâtiment Euler 

Av. G. Lemaitre 4-6, 1348 Louvain-La-Neuve, Belgium 

t PAPRICAN, 570 Blvd St-Jean, Pointe-Claire, H9R 359 

Abstract : 

A new approach for solving convection-diffusion-reaction equations is presented. 

The method is based on the separation of the different phenornena. At each time 

step, convection, diffusion and reaction are applied successively on the reactor mesh. 

This sequencing methoci allows to solve both hyperbolic and parabolic equations 

and to extend the frequency response of the numerical solution. Simulation results 

are given for linear and nonlinear reaction kinetics. These are compared to the exact 

solution for the high difision case and with upwind finite diierence methods br 

ali cases. 



1.1 Introduction 

Tubular reactors have a distributeci nature and their mathematical formulation 

leads to a systern of partial differential equations (PDEs). Modeling of an isother- 

mal tubular reactor, using m a s  balances, leads to convection-dispersion-reaction 

equations. The resulting well-known dispersion mode1 for a non-ideal reactor is 

composed of second order parabolic equations. Several common numericd meth- 

ods have been used to approximate PDEs by ordinary differential equations (ODEs) 

For numerical simulation and control design: finite differences methods (FDM), fi- 

nite elements rnethods (FEM) and orthogonal collocation methods (OCM) (Gerald 

et Wheatley, 1990; Villadsen et Michelsen, 1978; Varma et Morbideili, 1997; Reddy, 

1993). In the specific case of hyperbolic PDEs, the method of characteristics give 

an exact transformation of the PDEs into ODEs (Farlow, 1993). Recently other de- 

veloprnents occurred to address specific problems such as shock wave propagation: 

rnoving finite element rnethod (Sereno et ai., 1991; Sereno et al., 1992), upwïnd 

finite elernent method (Pack, 1995), wavelet transform approach (Kosanovich et 

al., 1997) and mmy others. 

Traditional numerical methods leaà ta sat isfactory results in many cases, especidly 

when the systern has a clear behavior such as plug-flow reactors (PFR) or contin- 

uously stirred tank reactors (CSTR). Unfortunately, none of the above could be 

applied for the whole raage of behaviours. The accuracy of the solution depends on 

the relative importance of the convection, dispersion and reaction terms. Moreover, 

for low dispersion systems, many problems may arise such as numerical diffusion or 

oscillation and even instabiity caused by the inappropriate use of the Danckwerts' 

boundary conditions. 

The proposed method bas been developed in the context of an on-line application, 



i.e. the nurnericai simulation of a PDE mode1 within a control scheme for an 

industriai application. Therefore, accuracy is not the only key issue of the problem: 

stability, ease of use, CPU time demand, and adequate frequency response of the 

numerical scheme are al1 other important issues. 

This paper presents a novel approach for solving partid differential equations. The 

solution is based on the time occurrence of phenomena instead of using a varia- 

tional formulation. Here each phenornenon is solved successively at each time step. 

This simple approach exhibits stability and rapidness properties. Moreover, the fre- 

quency response of the scheme is enhanced by treating the convection phenomena 

separately. 

The next section of the paper describes the main concepts of this approach. It 

is followed in the third section by a detailed description of the algorithm. In the 

fourth section, the results from the novel approach is cornpared with the finite 

difference method and the analytical solution for the linear case. The fifth section 

shows an application to the nodinear PDEs of a chlorine dioxide bleaching reactor 

application. 

1.2 Description of the sequencing method 

The dynamics of a tubular reactor can be modeled by transient mass balance on a 

thin transverse section. The resdting unsteady state convection-cifision-reaction 

equation may be written as follow: 



with the following closed-closed Danckwerts' boundary conditions and initiai con- 

centration profile in the reactor: 

In those equations, x represents the concentration in the reactor, v the superficial 

velocity, D the dispersion coefficient and r(x(z, t)) the reaction kinetics. 

Traditional numerical methods approximates the solution of Equation (1.1) using 

space and time approximations. In FDM, a finite approximation is used to trans- 

f o m  space partial derivatives to obtain a system of ordinary differential equations 

(ODE). OCM and FEM use a summation of polynomials for approximating the 

solution. Each term of the summation is composed of a function of time multiplied 

by a function of space. The problem is then mpressed in a variational formulation 

in which test functions are used to measure the approximation error in a functional 

space. The choice of this test function dictates the method to be used. For OCM, 

Dirac functions are used as test functions. The method then focuses on obtaining 

exact response at some specific points in the reactor. If approxjmation polyno- 

mials are used as test functions, the Galerkin method is derived. Applying this 

method over each portion of a mesh leads to the sirnplest form of FEM. For al1 of 

these methods, the resulting ODE system is finally solved using backward finite 

ciifference, Runge-Kutta or predictor-corrector algorithms. 

The sequencing method proposeci in this papa addresses the problem from a differ- 

ent viewpoint. The behavior in time of the system is considered as the framework 

for the analysis. If one looks at a set of parabolic equations, three phenornena 



simultaneously occur a t  each tirne step: convection, reaction and dispersion. If the 

time step is smail enough, it is assumed that each phenornenon occurs separately 

in a sequentiai fashion. In this way, the formulation of equations, boundary condi- 

tions and simulation of each subsystem are easier to determine. This is the main 

idea behind the sequentiai algorithm. The solution is passed through a convection, 

a diiusion and 6nally a reaction sub-problem successively. For each subsystem, 

the solution becomes the initiai condition of the next subsystem. Mat hematically, 

it can be described by the following algorithm. 

For a given reactor, let xo(z) be the initial profile of the reactor. This profile is 

used as an initial condition for the following convective subsystem which is solvecf 

for one time step At : 

Next, the result of the convection profile solution is passed through the following 

diffusion subsystem where it is used as an initiai condition such that x;,(z) = 

x*(z, At) for a time step At: 



Finaiiy, the profile solution of the diffusion subsystem is useà as the initiai condition 

xt;l = z'*(z, At) of the reaction subsystem for a time step At: 

The solution of this equation is the solution to the general Equation (1.1) for a 

time step At. The process is repeated until the whole time span has been covered. 

In fact, at  each time step, (1) the whole content of the reactor is moved toivard 

the output according to superficial velocity, (2) dispersion occurs throughout the 

reactor and (3) a reaction occurs according to the reaction rates at each location 

in the mesh. This approach can be used equally well for hyperbolic and parabolic 

equations without changing boundary condition or adapting sorne timing parameter 

based on the Peclet number Pe = d / D  which account for convection-dispersion 

phenomena ratio. 

1.3 Sub-problems resolution 

For a time step At, N elements of dimension Az are used to define the reactor 

mesh. The following values are used: 

So the choice of the mesh dimension determines tirne and space discretization. This 

approach implies an equally spaced mesh but extension to a variable mesh is also 



possible. For varying flow, the tirne step is adjusted according to the preceding 

equations. 

Resolution of the convection subsystem (1.5)-(1.7) is the simplest part of this dg+ 

rithm. It is a delay system from an input-output point of view. Thus, at each time 

step the data are moved one step forward in the mesh, the outlet coucentrations 

are removed and the concentration at  the reactor inlet is placed a t  position one in 

the mesh. 

The dispersion subsystern (1.8)-(1.11) can be solved in many ways. FDM and 

FEM will lead to a similar formulation of the problem and they are both efficient 

and stable for a pure dispersion system. FDM has the advantage of a simple 

formulation but FEM deais more efficiently with Newman boundary conditions. 

For both approaches, the dispersion sub-problem is transformed into the following 

linear system: 

A simple FDM scheme was used for al1 results presented in this paper. The following 

centrai finite difference spatial approximations were use& 



The following linear system is then obtained: 

/ I.* (Ar, t) 

x** (2A2, t )  

x**(3Ar, t )  

\ f ** (NA2 , t) 

Since this system is linear, it can be solved for a given At using a transition matrix 

formulation such as (Rugh, 1993): 

qz, nt) = exp (-Wh[ * AL * ql, 0) " 1 
The computation of the exponentiai matrix can be done in advance, so the resolu- 

tion of the dispersion subsystem only implies a matrix-vector multiplication. 

The resolution of the reaction sub-problem (1.12)-(1.13) may be the slowest part of 

this algorithm. In fact, the reaction equation must be calculated a t  each point of 

the mesh. This may lead to a large number of independent differential equations to 

be solved. This problem has a solution using a variable separation approach such 

as: 

which could then be solved to obtain the following relation: 

If z can be expresseci as a function of t and XO, the solution is straightfomard. 

Unfortunately, if the reaction implies many species, the formulation of the reaction 

term may lead to a transcendental relationship and sometimes it could not be soIved 



in x. %O choices are then available: to use a numeric ODE solver on Equations 

(1.12)-(1.13) or to salve Equation (1.22) numericaüy. 

Overall, this algorithm is easy to implement and many variations c m  be considered 

to refine the approach. Its development does not require a specific attention to the 

Peclet number. In fact, plug flow reactors to highly dispersive systems can be 

solved in the sarne way with this algorithm. Thus, this approach is well suited 

for a system in which sorne variations of operating conditions have an important 

influence on the flow type. For instance, a important increase of the fiow rate can 

increase significantly the back-rniuing in a tubular reactor. The flow type will then 

pass from dominant convection to dominant dispersion. 

1.4 Sequencing method analysis 

A simple linear PDE equation is used as a first test for the sequencing method. 

Solutions are compared to the solution by FDM and to an analytical solution in 

the case of dispersive systems. The following system is considered: 

where u = 0.05 mlrnin, 1 = 1 rn, k = 0.057 min" and xin = 1 g / l .  Three 

different values are considered for the PecIet number: 1, 104, 108. A PecIet number 

of 108 represents a near plug-0ow situation and a Peclet number of 1 is for a highly 



dispersive system that behaves almost like as a continuous stirred tank reactor. 

Uniess specified, al1 the simulations are performed for a 100-nodes mesh. 

The simulation with the sequencing method is done according to the aigorithm 

presented in the preceding section. The simulation code for this system is shown 

in Figure 1.1. Since the reaction subsystem is linear, it has  the following simple 

analyticai solution: 

x(t, z) = exp(-k * At) * xr(z)  (1.27) 

Simulation by the FDM is done by using the first order backward difference Equa- 

tion (1.28) for the first order space partial derivative and the second order central 

difference Equation (1.29) for the second order space partial derivative. A backward 

difference approach is used to avoid high Peclet number oscillations occurring with 

central formulations. The following approximations have been used: 

@xb* (2, t) ~ * * ( q + ~ ,  t) - 2xC*(Zi, t) + x*' (q- t )  
~3 (1.29) 

az2 (W2 

~ a t l a b @  FDM prograras wre  developed using in-house software for automatic 

simulation code generation. The time integration of ordinary differential equations 

obtained is performed with ODE15s. 

Siuce the reaction term is of f i t  order, the mode1 is linear and the equation has an 

anaiytical solution (Winkin et a l ,  2000) using the Gamework of infinite dimensional 

state space systems as shown in (Curtain et Zwart, 1995). Equation (Ll) can be 

rewritten as a Fattorini mode1 of boundary control (Fattorini, 1968) such as: 



% I n i t i a l i s a t i o n  
v = 0.05; % supe r f i c i a l  velocity 
k = 0.057; % kine t ic  parameter 
D = 0.05; % Dispersion for Pe=l 
N = 100; % Mesh def in i t ion  
dz = l /N;  % Space s tep  
d t  = h / v ;  % T h e  step 
t  = 0:dt:50; %Tirne span 

% Results i n i t i a l i s a t i o n  

resu l t  = z e r o s ( N , l e n g t h ( t ) ) ;  

% Input 

% Diffusion matrix calculat ion 

matexp = -2/dza2*eye(N) ; 
for  i =l:N-1 

matexp ( i  , i +l)=l/dz -2; 
matexp( i+l , i )= l /dzn2;  

end ; 
matexp(l , l )= -1/dz^2;  
matexp (N,N)= - l /dzn2;  
matexp = arpm(matexp*D*dt ) ; 

% Simulation loop 

fo r  i=Z:length(t)  
% Convection 

r e su i t  (:, i )  = [Lin( i  -1);resuit  (1:N-1,i -1)]; 
% Reaction 

r e su l t  (:, i )  = exp(-kl*dt ) ** resu l t  (:, i  ) ;  
% Diffusion 

r e su l t  (:, i )  = matexp*result (:, i  ) ;  
end : 

Figure 1.1 ~ a t l a b a  code for linear case 



in which d(t) is the Dirac distribution and A is a Riesz spectral operator on an 

Hilbert space. The following nom and inner product are used on the Hibert space 

L2 (071) 

The mild solution of the abstract inhomogeneous problem (1.30) is: 

This solution is obtained by considering the foilowing definitions: 

in rvhich Kn is chosen siich that I[&llz = 1 and Mn such that S,' &$,,dz = 1. This 

spectral solution is applicable for dispersive systems in which the eigenvalues A, 

are well spaced and a small n is enough to give a good representation of the system. 

In practice, this solution can be used only when the Peclet number is less t han 10. 

Figures 1.2-1.4 show outlet concentration and reactot profile for different Peclet 

numbers when solving by SM or FDM. The exact solution in also included for 

Pe = 1 and different mesh sizes are used for al1 approaches. A lkst examination of 

resuIts shows that overall, both numerical approaches capture the behavior of the 

reactor but: (1) the FDM is unable to account for plug flow behavior and (2) SM 



does not capture the inlet gradient for high dispersion reactors. 

Figure 1.2 Linear system solution for Pe = 108 

For the plug flow case, the SM gives the exact response like the method of char- 

acteristics since the system is degenerated to a hyperbolic case. Otherwise, FDM 

induces numerical diffusion for P e  = los and Pe = 104 as shown in Figures 1.2 

and 1.3 . By definition, FDM cannot account for sharp inputs since it corresponds 

to the well-known tank in series model. For instance, taking one equation of this 

model leads to: 

Then, applying the Laplace transform on this equation leads to the foliowing =- 



0.3 - 
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4 a t -  
O 
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Figure 1.3 Linear system solution for Pe = IO4 

Figure L4 Linear system solution for Pe = 1 



pression: 

This equation shows that each element of the mesh is in fact a low pass filter with a 

bandwidth which is a function of the dispersion factor, the superficial velocity, the 

kinetic constant and the mesh definition. To emphasize this point, amplitude Bode 

diagrams in Figure 1.5 shows the difference between the frequency responses of SM 

and FDM. Thus, for low Peclet number, the frequency responses are similar because 

the dispersion phenornenon is limiting the reactor bandwidth. Otherwise, for high 

Peclet numbers, the numerical approximation effect dominates the bandwidth in 

the case of FDM. The SM does not exhibit this behavior, since its bandwidth is 

Iirnited only by the mesh precision. Moreover, frequency analysis also shows that 

the simulation time can be directly related to the frequency content of the input 

as shown in Figure 1.6. The tirne to solve the SM simulation do not vary with the 

frequency composition of the input since it is a fixed time step approach. On the 

other hand, the FDM simulation time grows exponentially as the input frequency 

grows. This can be explained by the time integration with ODE15s which uses 

a variable time step to catch input variations and insure stability. Note that the 

simulation time is independent of the Peclet number for the SM. 

For high Peclet nurnbers, Figures 1.24.3 show that FDM cuves are always siightly 

higher than SM curves. In fact, FDM Ieads to a steady state error. This can be 

demonstrated easily with the analysis of a plug-flow reactor. If the following steady 

state problem is considered: 



Figure 1.5 Frequency analysis 

F- 

Figure 1.6 Simulation time analysis 



the solution at steady state is 

With the FDM approximation, the solution is 

An error function between two preceding solutions is obtained by considering the 

following series expansion: 

The approximation error is then: 

This error function is a monotonic decreasing function of n. With a finite dimension 

mesh, a steady state error is expected which explains the systematic overestimation 

of FDM compare to SM for high Peclet numbers. 

For Pe = 1, cornparison of SM and FDM can be made according to the exact 

solution. Figure 1.4 shows that outlet time response of the reactor is adequately 

calculateci by both algorithms but the SM does not match the inlet of the reactor 

profile. This can be explained by the modified boundary condition used. The 

separation of convection and dispersion phenomena at the reactor inlet leads to a 

lois in the üilet gradient information given by the Danckwerts' boundary conditions. 



In order to obtain an adequate gradient, the mesh must be significantly reduced 

a t  the beginning of the reactor. Thus, a non-uniform mesh size should be used to 

improve the solution. Figure 1.7 shows the variation of the integral of absolute error 

related to mesh dimension for the profile and the output concentration response- It 

shows that SM methods exhibits a higher error than FDM but this error is of the 

same order of magnitude and have interesting consistency properties. The main 

source of error in the SM algor i th ,  after the inlet boundary couditions, is the 

subsystems resolution sequence. For a linear system, application of dispersion and 

reaction is commutative since they are both linear applications. Thus, the main 

enor source is due to the application of the convection in a separated manner from 

the preceding phenornena. It l e d s  to an overestimation of the conversion in the 

reactor. Fortunately, this error could be well controlled by increasing the mesh 

definition as shown in figure (1.7). 

Figure 1.7 E m r  analysis 



1.5 Nonlinear PDE: Application to a bleaching reactor 

Consider the following system of PDE, describing a chlorine dioxide bleaching re- 

actor (Gendron, 1997a): 

where the equations are space normaiized to obtain a reactor length of 1 m. The 

parameters values are equal to: 

Typical industriai influent concentrations of this process are shown in Figure L8. 

Figures 1.9-1.11 show simulation results for different Peclet number and different 

simulation approaches. These figures show almost the same characteristics observed 



in the linear case namely: (1) FDM bas a poor frequency response and (2) SM does 

not adequately solve the inlet profile for low PecIet numbers. 

Tlmi (min) 

Figure 1.8 Input history 

Since the reaction subsystem is nonlinear, the sequence of subsystem resolution has 

to be addressed. Figure 1.9-1.10 show t hat the sequence is not important for systems 

with slight dispersion. On the other hand, Figure 1.11 shows that the solution in the 

convection-reaction-diffusion (CRD) sequence instead of the convection-diffusion- 

reaction sequence gives an important error. This error could be explaineci by the 

high order of the reaction kinetics involved in Equation (L47). Figure 1-12 shows 

the integral absolute error between CRD and CDR for different Peclet and mesh 

definition. Even if both solutions seem to converge to the same solution, the effect 

of Peclet number is dominant. A variable rnesh size with a mesh precision defineci 

by the rate of the reaction could be an efficient way to reduce the error for low 

Peclet number problems. 



Roll* 

Figure 1.9 C102 bleaching system simulation for Pe = 108 

Figure 1.10 C102 bleaching system simulation for Pe = IO4 



Figure 1.11 CIO2 bleaching systern simulation for Pe = 1 

Figure 1.12 Error between SM CDR and SM CRD for the bleaching reactor 



1.6 Conclusion 

A new algorithm for simulation of convection-dispersion-reaction PDE systems has 

been presented. This dgorithm is based on a time solution approach of the PDE 

mode! and is validated by phenornenological arguments. It implies the successive 

solution of a specific subproblem describing each phenornenon. Its main character- 

istics include: to solve of parabolic and hyperbolic problems, to enhance numerical 

mode1 frequency response, to give adequate transient responses to sharp and noisy 

inputs and robustness to flow type variations. The SM methods can be improved by 

using a non-uniform or daptive mesh to compensate for inlet boundary condition 

error and importance of reaction rate. 
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Abstract : 

Reactor engineering generally uses distributed parameter models for design pur- 

pose. These models are not often used for process control design. May the use of 

this kind of complex models improw control performance? This paper compares 

different control strategies based on a distributed parameter model to a time-scaled 

DMC that only uses a simple input-output model for the control of a bleaching re- 

actor. 

11.1 Introduction 

The design of tubular reactors is usually performed by using m a s  and energy 

balances on a thin siice of the reactor. This modelling approach leads to partial 

diffkrentiai equation models. However, process control practice for this type of 



reactor often uses lumped models such as first order plus delay transfer functions. 

Could there be some advantage to use the distributed parameter model for control 

purposes? On one hand, answering this question is easier when actuators and sen- 

sors are also distributed Iike in furnace heat controI. Using a distributed parameter 

model then allows to use al1 the information in a stmctured rnanner. On the other 

hand, when sensors and actuators are only present at  boundaries, performance en- 

hancement using a distributed parameter model is not obvious. This question will 

be explore in this paper on a bleaching reactor application. 

The bleaching process is the last step of pulp preparation. Its purpose is to improve 

the brightness of the pulp to a specified Ievel which fulfills customers needs. The 

control objective for a bleaching reactor is then to obtain the desired brightness 

with a minimum output brightness variance at  the lowest chemical cost. Tradi- 

tionirl approaches to this control problem include variations around compensatexi 

brightness and scheduling, but the increase of computer power and the introduction 

of on-line analyzers offer new possibilities for model-based control such as directly 

using the PDE model. 

Different models for the bleaching are presented in the literature for control pur- 

poses* Traditionally transfer function or other input-output models are used. But 

the need for more complex models is point out ivith the use of mixed model. 

Barrette and Perrier (1995) use multiple CSTR and Wang et al. (1995) use a com- 

bination of CSTR and PFR. Recently, a PDE model have been proposed by Renou 

et al (20006). 

Various approaches have been considered to use a PDE phenomenological model 

directly. Ray (1981) proposed to divide control approaches on PDEs in two groups 

. The first group is composed of early lumping methods where a prelirninary dis- 

cretization of the PDE model is used to obtain a set of ODES- This lumping is often 



realized by numerical techniques such as h i t e  Merence, orthogonal collocation or 

finite elements. Early lumping techniques includes the use of global difterentiation 

proposed by Dochain (1994) as an approximation of partial derivative. This a p  

proach have been applied to hyperbolic PDE on a bioreactor by Bourre1 (1996) and 

on a bleaching reactor model by the authors (20006). The second group of tech- 

niques is based on late lumping methods where the controller design probIem is 

soived directly with the PDE model. When necessary, lumping rnay be applied for 

controller implementation. The control of parabolic PDE has been previously ad- 

dressed by Hong and Bentsman (1994). They provide a design solution for systems 

in which the control action appears explicitly in the PDE systern. For the bound- 

ary control problem, the author have proposed a direct adaptive control strategy 

in Renou et al (2000~) for the linear case. 

The objective of this study is to present some results on the use of more complex 

models to enhance control performance. For this purpose, an early lumping and 

a late lumping strategy are compared to a simple timascaied Dynamic Matriv 

Control (DMC) algorithm. The first section of the paper presents the PDE mode1 

development for a C1O2 bleaching reactor. The second section briefly show the 

design ideas for eüch controller. The foilowing section presents the main compara- 

tive results in terms of response to Bow variations, step point changes and kinetic 

parameter mismatch. 

11.2 Bleaching reactor model 

The bleaching process for chernical puip consists of extracthg Lignin fiom wood 

fibre. This brownish colored complex polymer is responsibIe for wood fiùer col- 

oration. It couid be degraded by using a strong oxïdant like CIO2. A PDE model 



for this process reactor can be obtained by mass balances on lignin (L) and Cl& 

(C) on a thin section of the reactor- The following space axial dispersion model is 

t hen obtained: 

In this model, reaction kinetics explicitly appears and c'm be identified by labora- 

tory batch experiments. Hydrodynamical parameters v and D can be determined 

by tracer analysis. Here the kinetic data obtained by Savoie et Tessier (1997) 

have been considered and hydrodpmical parameters were deduced from Pudlas 

et  al. (1999) as shown in (Renou et al., 20006). The following kinetics model and 

hydrodynamical parameters are used: 

rLI  ( L ,  C) = -kt C2 L~ = -0.0065 C2L2 (11.4) 

rci ( L ,  C )  = -kc C2 L2 = -0.0010 C2 L~ (11.5) 

u = 1 m/s, D = 0.001 m2/s (11.6) 

for a 30 meter tower. Finally we consider the inlet concentration of C102, Gin, and 

the lignine concentration at  the outlet, Lat, as the manipulated variable and the 

controiled variable, respectively. Lignine and ClOz measurement are assumed to be 

available at the both ends of the reactor. 



11.3 Time-Scaled DMC 

The DMC controller is designed using two dynamic matrices: for ClOz input 

to lingin output response and f l t L  for lignin input to lignin output response. At 

each control step, the following criterion is applied: 

min r$ = [e(k + 1 )  - kt + ~ ' ~ u ( k ) * A u ( k ) ~ ] ~  
W k )  

[e(k + 1) - kL + ~ ~ A u ( k ) ~ A u ( k ) ~ ]  (11.7) 

The prediction error takes the input lignin disturbances into account such as: 

Tn the preceding equation, y* is the set point, Go is the prediction if no further 

control action is taken, w is the estimation of disturbance and AL is the variation 

of lignin at the inlet. Traditionai DMC is sensitive to Bow rate variations since 

they represent, in fact, a variation of dead-time €rom an input-output point of 

view. To overcorne this problem efficiently, information about the flow rate has 

to be transmitted to the controller. To reach this goal, the prediction time span 

is scaled by the variation of flow rate. Thus, the At between each calculation of 

the control action is scded by the ratio between the new flow rate and the old 

flow rate. This approach can be practically implemented by using oversampling or 

mterpolating dynarnic matrices and prediction. 



11.4 Early lumping approach 

One of the problem with the PDE model described by equations (11.1)-(11.3) is 

that the control action does not appear explicitly in the PDE equations. Dochain 

(1994) have proposed to use global differences as an approximation for space partial 

derivatives. This early lumping approach introduces CIO2 input and lignin output 

in an approximate model. An exact linearization approach of this rnodel can then 

be considered. The following approximation are used for both species: 

To obtain the approximate model, system m a s  balances are expressed at  the re- 

actor outlet, global differences are introduced and both eqiiations are cornbined by 

their kinetic term. These operations give the following result: 

Ushg a backward h i t e  ciifference to approximate the ClOz time derivative, an 

input-output relation between C102 input and lignin output can be obtained. Ex- 

act linearization principle can be applied on this equation to obtain the foiiowing 



control law in which X and 7 are external loop tuning parameters: 

To insure more robustness to this algorithm, an adaptation mechanism is added 

for the reaction rate ratio as shown in figure 11.1. A mode1 is simulatecl in parallel 

with a variable kL1, noted kA, which is modified according to the error between the 

adaptation model and the system model on lignin using a linear first order filter. 

Figure IL1 Global differences controller 

11.5 Late lumping approach 

To use the whole information of the PDEs model an internid model approach is 

considered. The error between the model and the system is then used in direct 



adaptive control scheme. To account for lignin inlet variation a feedforward com- 

pensation is added to this controller. The feedforward controller action is divided 

in two parts. The first part uses an internal mode1 of the process to give an esti- 

mation of the ceference output to the controiier. The second part directly gives a 

correction of C102 needed to compensate for the deviation of lignin from the nomi- 

nal operating point. Those calculation are based on a relaxation algorithm. Figure 

11.2 shows the proposed control structure. The controller design is performed us- 

Figure 11.2 Late lumping internal mode1 controller 

ing the Lyapunov second rnethod folIowing the approach presented in (Renou et 

al., 20004. The controller and adaptation laws are defined by: 

-d(Lmt(t) - Re ff ( t )  

(II. 16) 

(IL17) 

(II-18) 

(11.19) 



using the following error functions: 

In those equations, M(z ,  t) and N(t, t) are the lignin and chlorine dioxide model 

profiles, respectively. The controller law uses, or implementation purposes, only 

information from sensors at  both ends of the reactor. Overall this control structure 

will behave as a feedfonvard controller if the mode1 match the system. Otherwise 

the feedback part will account for rnodel mismatch. 

11.6 Simulation results 

Numerical simulation of the control algorithm applied to the system has been per- 

formed using a sequencing algorithm with a 100 node mesh (Renou et al., 2000~). 

In this algorithm, convection, dispersion and reaction phenomena are successively 

considered at  each tirne step. The controller parameters have been chosen to min- 

irnize overshoot and oscillations. 

Simulations are started a t  steady state 6 t h  Lin = 31 Kappa and Ch = 2.35 g/k. 

A sequence of events is applied to deviate the process from its nominal operating 

point as shown in in Figure iI.3. 

Figure 11.4 shows the response of the system to 0ow rate variations In each case 

the response of the controiler to the variation of the delay is adequate. This result 

is guaranteed in the DMC case by the time-scaling of the model. In PDE based 

models, the time delay is implicit, and therefore, including flow rate variation 



Figure 11.3 Operating conditions variations 

directly in the control Iaw accounts for time delay variation. The late lumping 

controller gives the less important deviation [rom set point in transient. 

Figure 11.5 shows the response of the systern to set-point variations. In this sim- 

dationt time-scaled DMC and late iumping controller give similar results that 

match open-loop dynamics of the reactor. The early lumping controller exhibits 

an overshoot in case of set-point variation : this is due to the use of important 

simplihtions in the PDE model. This overshoot can be reduced at the cost of a 

slower response tirne. 

Figure n.6 shows the response of the system to kinetic parameter disturbances 

and parameter adaptations in PDEbased controller are shown in Figure II.7. In 

this simulation time-scaled DMC exhibits oscilIations. The linear model use in 

this controiier is showing its limits to the successive deviations kom the nominal 



Figure 11.4 Flow rate variations 

operating point. The early lumping controller induces a large detiation from the 

set point as for the set-point variation, but the transient is still smooth. The late 

lumping controlIer provides a fast response to kinetic parameter variation. This 

fast adaptation is guaranteed by two factors in this case: the use of a sensor a t  

the inlet of the reactor and the kinetic structure . The sensitivity to a variation of 

kinetic parameter is then at a maximum a t  the reactor inlet, 

II.? Conclusion 

A cornparison between three levels of modeling for control have been presented: 

time-scaled DMC, a early lurnping approach based on global differentiation of par- 

tial derivatives and a late lumping approach based on Lyapunov second method 

with feedforward action. The simulation resuits show the improvement by using a 



Figure iI.5 Set-point variations 

PDE model for tubular reactors. This improvement is particularly important when 

the process moves away from its nominal operating point where the nodinearities 

in the kinetics cannot be foiiowed adequately by a simple tinear model. 



Figure 11.6 Model perturbations 

Figure II.? Kinetic parameter estimations 
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111.1 Introduction 

Plusieurs systèmes réels peuvent être décrits par un modèle à paramètres répartis. 

Une classe importante de ces modèles est formée par les systèmes paraboliques de 

type convection-diffusion-réaction. Par contre, ce type de modèle, formé d'équations 

aux dérivées partielles (EDP), est peu utilisé pour la conception de contrôleurs. 

Ainsi, les fonctions de transfert ou d'autres modèles Linéaires sont privilégiés afm 

d'utiliser la théorie des systèmes linéaires. Ces approches utiliseront généralement 

des composantes adaptatives ou prédictives afin de tenir compte des nonlinéarités 

du système et des problèmes d'adéquation de modèle (Ogunnaike et Ray, 1994). 

L'utilisation directe de modèles répartis est toutefois prometteuse, car ces modèles 



sont beaucoup plus près de la physique de certains systèmes et donc plus riches en 

informations. De plus, ils fournissent un cadre privilégié pour l'analyse de prob- 

lèmes appliqués tel que le positionnement des capteurs et des actionneurs. 

Les efforts de recherche dans le domaine de la conception de contrôleur pour 

un modèle à paramètre répartis sont divisés principalement entre les méthodes 

de pré-approximation et les méthodes de post-approximation (Ray, 1981). La 

pré-approximation consiste à utiliser une simplification préalable des EDPs sous 

la forme d'un système d'équations différentielles ordinaires. Cette approxima- 

tion est généralement réalisée à l'aide de techniques d'approximations numériques 

telles que les différences finies, les éléments finis ou la colocation orthogonale. 

Compte tenu du nombre d'équation différentielles important généré par ces méth- 

odes, des techniques de réduction de modèles doivent généralement être utilisées 

(Christofides, 1996). Ainsi, la conception du contrôleur peut être réalisée en util- 

isant cette approximation du modèle original. Finalement, des composantes ro- 

bustes ou adaptatives peuvent être incluses dans la loi de commande pour assurer 

une bonne performance. A l'inverse, la post-approximation utilise directement le 

modèle à paramètres répartis pour la conception du contrôleur. Les approxima- 

tions des dérivées partielles sont utilisées seulement lors de l'application de la loi 

de contrôle. 

Cet article présente une approche de post-approxituation pour la commande d'un 

système parabolique constitué de deux équations. Une approche adaptative est 

proposée car les coefficients des termes de réaction sont inconnus et peuvent varier 

dans le temps. Ce problème a été étudié précédernent par Hong and Bentsman 

(1994) et plus récemment par B6hm et al (1998) dans un cadre plus théocique. Ces 



auteurs proposent une solution au problème lorsque l'action de commande apparaît 

explicitement dans le système dlEDP. Le problème considéré ici est la commande 

d'un système parabolique où l'action de commande est située à la frontière d'entrée 

alors que le point de consigne est assigné à la sortie du système. Il s'agit donc d'un 

problème de contrôle par la frontière. Bourre1 (1996) a considérée ce problème dans 

une application sur un bioréacteur. Elle propose une loi de contrôle basée sur les 

méthodes de linéarisation exacte dans le cas d'un système hyperbolique, 

Cet article propose donc une stratégiede contrôle adaptatif avec modèle de reférence 

pour un système dlEDP. La section suivante présente !e développement du con- 

trôleur basé sur la seconde méthode de Lyapunov. Par la suite, divers résultats de 

simulation seront présentés pour des changement de consigne ainsi que des pertur- 

bations des paramètres du terme de réaction. 

111.2 Design du contrôleur 

Soit le système à paramétres répartis suivant, composé de deux équations différen- 

t ides paraboliques et  de leurs condi tions frontières: 



Figure IIL1 Structure du contrôleur. 

Dans ces équations, les paramètres de transport v et D sont supposés connus alors 

que les paramètres de réaction kt - k4 sont inconnus. Le point de consigne est 

sur la variable L à z = 1 alors que l'effort de contrôIe Cin est situé à z = O. Les 

EDPs suivantes sont utilisées comme modèle de référence avec les mêmes conditions 

frontières que le système original: 

La Figure 1 prhente la structure du contrôleur proposé. L'entrée Ch est manipulée 

afin que la sortie Lat suive la référence. Les signaux Lin et Cmt sont libres. La 



seconde méthode de Lyapunov est utilisé pour concevoir les lois de contrôle et 

d'adaptation des paramètres. Soit les équations d'erreur suivantes: 

ainsi que les équations d'erreur d'estimation de paramètres suivantes: 

(III. 11) 

(111.12) 

(111.13) 

(111.14) 

La dérivée par rapport au temps des équations (111.9)-(111.14) permet d'obtenir: 

- k2e~+*lM+$2N (III. 15) 

(III. 17) 

(111.18) 

La seconde méthode de Lyapunov utilise une fonction définie positive V(x ,  t) avec 

des dérivées partielles de premier ordre par rapport au temps teiie que V(0, t) = 0. 



Cette fonction doit être choisie de sorte que la dérivée V(Z,  t) de cette fonction est 

definie négative. Dans ce cas, le système est asymptotiquement stable. De plus, 

si V ( x ,  t) n'a pas de limite radiale, cette propriété est globale- Soit la fonction de 

Lyapunov suivante: 

La dérivée par rapport au temps de cette fonction est: 

En insérant (111.15) dans (III.22), on obtient: 



L'intégration par partie des termes de second ordre permet d'obtenir: 

En utilisant la loi de contrôle suivante: 



La fonction de Lyapunov devient: 

Finalement, 8 suffit d'utiliser les lois d'adaptation suivantes: 



pour obtenir l'expression finale de la fonction de Lyapunov: 

Comme cette expression est définie négative, l'ensemble formé du systeme, de la loi 

de contrôle et des lois d'adaptation est asymptotiquement stable. Pour éliminer les 

discontinuités possibles de la loi de commande, l'expression suivante est utilisée: 

Le paramètre w doit être ajusté, autour d'une faible valeur positive, afin d'optimiser 

la performance . U est possible de vérifier que la loi de commande originale et la 

loi modifiée sont en fait identiques pour Ci, = O. 



111.3 Résultats et discussion 

La simulation numérique du système et  de l'algorithme de commande est réalisée 

par la méthode séquentielIe avec un maillage de 100 éléments pour un éléments 

de 1 mètre de long (Renou et al., 2000~). Dans cet algorithme les phénomènes de 

convection, dispersion et réaction sont considérés de façon successive à chaque pas 

de temps. 

Les paramètres de départ du système sont: 

Les paramètres du contrôleur ont été choisis afin de minimiser le dépassement et 

les réponses oscillatoires. L'objectif principal est de rejeter les perturbations et les 

variation des paramètres du système plutôt que d'optimiser le suivi de trajectoire. 

Les simulations débutent en régime permanent pour des entrées de L et C égales 

à 1. Les paramètres ajustables sont alors: 

e = 1 6  = .O5 7 = 100 

a = 2 b = 2  

c = 2 d = 2  

Re J,, = 0.1854 g / l  

La Figure ni.2 montre la réponse du sytème à une variation échelon du point de 

consigne de L de 0.17 de 0.20 g / L .  Les courbes à la sortie z = 1 sont lisses et avec 

un faible dépassement tel que requis- Une adéquation parfaite entre les réponses 
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du système et du modèle est observée. De plus, aucune adaptation des paramètres 

de réaction n'est observée. 

Figure 111.2 Variation de la référence Rejmt. 

Figure 111.3 Perturbation du modèle- 

La Figure 111.3 présente Ie réponse du système asservi à une variation d'un paramètre 

de cinhtique de réaction. Ces parametres ont été modifiés de la façon suivante: 



Figure 111.4 Adaptation des paranètres. 

La figure 111.4 permet de voir que le mécanisme d'adaptation est oscillatoire mais 

permet une convergence rapide a w  véritables valeurs du système. Les réponses 

dynamiques du système et du contrôleur sont relativement identiques, seule une 

légère perturbation de la courbe du modèle est observable. Ceci suggère une cer- 

taine oscillation entre les différentes solutions possibles pour la convergence des 

paramètres. La sortie L admet une importante variation du point de consigne mais 

retourne rapidement à ce point sans erreur en régime permanent. Ce comporte- 

ment peut être expliqué par la lenteur du mécanisme d'adaptation de la référence 

utilisée. Par contre, le type de perturbation de modèle est agressif et peu réaliste 

en pratique. Il peut donc être considéré comme une analyse du pire cas. 

La Figure 111.5 présente la réponse du système asservi à la combinaison d'une vari- 

ation de point de consigne et de variation des paramètres. Comme les courbes 

d'adaptation des paramètres sont similaires à celles présentées à la Figure 111.4, 

elle ne sont pas reproduites ici. Cette similitude montre bien que le mécanisme 

d'adaptation dépend essentiellement de i'erreur entre le modèle et le système plutôt 



que des caractéristiques de l'entrée. 

Figure 111.5 Variation de la reférence et  des paramètres du système. 

Finalement la Figure 111.6 montre l'effet de l'ajout d'un bruit sur l'entrée L sur les 

mémes conditions de simulation que précédemment. La convergence vers le point de 

consigne ainsi que le mécanisme d'adaptation présente les mêmes caractéristiques 

dynamiques que précédemment. Par contre, Les perturbations sur L ne sont pas 

rejetées efficacement. 

111.4 Conclusion 

Un contrôleur adaptatif à modèle de référence a été présenté pour un système à 

paramètres répartis avec contrôle par la frontière d'entrée de la frontière de sortie. 

Cet algorithme inclut un modèle de référence à paramètres répartis, une loi de 

m o ~ c a t i o n  de la référence et une loi d'adaptation des paramètres des termes de 

réaction. L'analyse par simulation a montré une bonne réponse à une variation du 

point de cousigne ainsi qu'une estimation efficace des paramètres cinétiques. Par 



a t m  
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Figure 111.6 Variation de la référence, des paramètres du système et de l'entrée Lin 

contre, la réponse aux perturbations de l'entrée libre doit être améliorée. Ceci pour- 

rait probablement être réalisé à l'aide d'une stratégie d'adaptation de la référence 

qui inclut une composante anticipative. 
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Abstract : 

This paper presents an aciaptive model reference algorithm for a linear distributed 

parameter system with input boundary control and output boundary reference- 

The control and adaptation laws are based a model reference adaptive control 

approach. This controller is applied to a tubular reactor model with iinknown 

kinetic parameters. Simulation results are shown for set-point changes, variation 

of kinetic parameters and input perturbation. 

IV-1 Introduction 

Several chernical reactors are essentially distributed proceses and their dynamics 

can be appropriately represented by partial differential equations (PDE)- For in- 

stance, a tubular reactor modeied by m a s  balances leads to parabolic PDE which 

accaunt for convection, dispersion and reaction phenornena occurcing in the reac- 



tor. ïkaditional process control uses a transfer function representation obtained by 

input/output identification for those systems. Feedback controllers designed with 

these models often include adaptive or predictive strategies to account for process 

nonlinearities and model mismatch (Ogunnaike et Ray, 1994). Using a PDE model 

represents an interesting approach since it gives a more accurate representation of 

reality and then more information for the process engineer. Moreover, it gives an 

interesting framework for the analysis of sensor and actuator location. 

Various approaches have been considered to use the PDE phenomenological model 

directly. Ray (1981) proposed to divide control approaches on PDEs in two groups 

. The first group is composed of early lumping methods where a preliminary dis- 

cretization of the PDE model is used to obtain a set of ODES. This lumping is 

often realized by numerical techniques such as finite difference, orthogonal coi- 

location or finite elements. Regarding the numerous equations obtained, model 

reduction techniques may also be used (Christofides, 1996). Finally, lumped con- 

trol design methods can be applied on the resulting ODE models, The other group 

is based on tate lumping methods where the controller design problem is solved di- 

rectly wvith the PDE model- When necessary, lumping may be applied for controller 

impiementation. 

The problem addressed here is the control of a tubular reactor by a late Lumping 

approach. The dynamics of the reactor are defined by two parabolic equations 

representing m a s  balances on two reacting species. It is assurneci that the reaction 

kinetics are not well known Gd could vary with time, thus requiring an adaptive 

approach. The control of parabolic PDE have been addressed previously by Hong 

and Bentsman (1994) and more recently in a more theoretical framework by Bohm 

et ai (1998). They provide a design solution for systems in which the control 

action appears in explicitly in the PDE system- In this tubular reactor problem, 



the controller action is the concentration of one of the reactants at the inlet. The 

problem to be solved is then a boundary control problem. Bourre1 (1996) have 

addressed this problem for bioreactor control and they have proposed a feedback 

control law based on exact linearization in the case of hyperbolic systems of PDEs 

We propose in this paper an adaptive controller using a reference model based on 

a parabolic PDE system. The first part of this paper shows the development of 

the model based adaptive controller using a Lyapunov approach. In the second 

part, simulation results are shown for set-point changes and for perturbation in the 

kinetic parameters. 

IV.2 Mode1 Reference Controller Design 

A tubular isothermal chemical reactor can be modeled using mass balances on each 

reactmt. This leads to the well-known dispersive model. A reactor with two species 

is modeled here with two mas balances. The 6rst one is on reactant L for which 

a set-point is specified at the end of the reactor. The concentration L is variable 

at  the inlet. The second reactant C, is used as the control variable at the inlet. 

This leads to the following distributed parameter system (DPS) described by two 

parabolic h e a r  equations and their boundary conditions: 



Figure IV.1 Controller structure. 

in these equations, the parmeters .u and D can be detennined from hydrody- 

namic experiments on the process but parameters kl - k4 are considered unknown. 

The following PDEs are then used as a reference mode1 with the same boundary 

conditions: 

In this approach we consider that one input, CinT in used as the control variable 

and the other variable input, L,, is Çee. The controiied output wül be Lat while 



Cmt is free. The proposed controiler structure is shown in Figure IV.1. A Lyapunov 

approach is used to design the adaptation mechanism and the control law. Let us 

first define the error equations of the system: 

ec(z, t )  = C(z, t )  - M ( z ,  t) (IV .9) 

eL(z, t )  = L(z, t )  - N(z ,  t )  (IV.10) 

and the parameter estimation errors: 

Time differentiation of equations (IV.9)-(IV.14) those errors Ieads to: 

The above equations can be used to design conttol and adaptation laws based on 

the Lyapunov second method. The objective is then to End a positive definite 



function with continuous first partial time derivative V(x ,  t )  such that V(O, t )  = 0. 

If the derivative of this functioa V ( X ,  t )  is definite negative then the system is 

asymptotically stable. If V ( x ,  t )  is tadiaily unbounded, t his property is global. 

Consider the following Lyapunov function: 

The tinie derivative of this function is equal to: 

Introdiicing equation (IV.15) into (W.22) leads to: 



Integration by part gives: 

Using the following control Law: 



the derivative of the Lyapunov function becomes: 

Finally, the following adaptation laws are used: 

The final expression for the derivative of the Lyapunov ftinction is then: 

This expression is negative definite, ensurhg the asymptotic stability of the adap 

tation and control laws. To avoid division by zero in equation ??, the following 

modifieci control law is considered: 



were w is a tuning parameter with a small positive value. Note that both version 

of the control Law are identical for Ci, = 0. 

IV.3 Results and Discussion 

Numerical simulation of the control algorithm applied to the system has been 

performed by using a sequencing algorithm with a 100 node mesh for a 1 meter 

reactor (Renou et al., 2000~). In this algorithm, convection, dispersion and reaction 

phenornena are considered successively for each time step. Initial parameters of the 

system are: 

v = 0.05 rnjmin k2 = 0.03 l/min 

D = 0.0005 m2/rnin k3 = 0.04 1 /min 

kl = 0.02 l/min kq = 0.03 l/min 

Controuer parameters have been chosen to minimize overshoot and oscillatory re- 

sponse- The objective here is to reject disturbances and mode1 parameters variation 

rather then reference tracking, Simulations are started at steady state for an input 



of L and C equais to 1. The tuning parameters are equal to: 

Figure IV.2 shows the response of the system to a L set-point step from 0-17 to 0.20 

g / L .  The output curves of L and C are smooth and do not present any overshoot 

as  required, A perfect match between the mode1 and system is obtained and no 

variation of adaptation parameters is observed. 

Figure IV.2 Set point change on Re fat. 

Figure IV.3 shows the response of the controIled system after a variation of kinetic 
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Figure IV.3 Mode1 perturbation. 

parameters. The rate constants have been modified to the following values: 

The adaptation mechanism is oscillatory but rapidly converges to the system values 

as shown in Figure IV.4. Mode1 and system simulation curves show differences 

for a shorter time than the adaptation mechanism. This situation suggests some 

oscillations between multiple possible choices for parameter convergence. Output 

L admits an important deviatim but returns to set point without steady da te  

error. This behavior can be explained by the slow output reference adaptation 

mechanism used. But in practice, rate constants are not changing so aggressively, 

thus the sirnulated case can be considered as a worst case situation- 

Figure N.5 shows the response of the system to a set point step &ange combinecl 



0.04 - 
O 50 100 7% NO 

T m  (min) 

Figure IV.4 Parameters adaptation. 

to variation of kinetic parameters. The parameter adaptation curves are similar 

to those observed in Figure IV.4 and are not reproduced here. This indicates that 

the adaptation mechanisrn is a hnction or the enor between the mode1 and the 

system instead of the characteristics of the input. Figure IV.6 shows the effect of 

adding noise to the input L for the same conditions of previous simulation. The 

convergence around the set point and adaptation mechanism are again similar to 

the previous case but the variation of L affects directly the output and is not 

rejected efficiently. 

IV.4 Conclusion 

An adaptive mode1 reference controller has been presented for a distributed pa- 

rameter system with input boundary control and output boundary reference. This 



Figure IV.5 Set point change and mode1 perturbation. 

algorithm includes a PDE mode1 reference, an adaptation law and a reference mod- 

ification Iaw. Simulations have shown a good set-point step response and efficient 

parmeter tracking. Response to noisy input of the uncontrotled reactant L needs 

to be improved. This could probably be done by using a feedforward strategy in 

the reference modification law. Moreover, the nonlinear kinetics case has to be 

studied to cover a wider class of applications in reactur control field, 

This paper presents research results of the Belgian Programme on Inter-Universily 

Poles of Attraction initiated by the Belgim State, Prime Minister's office for Sci- 

ence, Technology and Culture. The scientific responsibility rests with its authon. 



Figure IV.6 Set point change, mode1 

n m  (n*i) 

perturbation and L, variation. 
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Abstract : 

A ClOz bleaching reactor is modeled by mass balances leading to a partial dif- 

ferential equations system. Using globd differences, an approximate input-output 

model is obtained and this model is used to design a notilinear control law. The 

performance of this control law is compared by simulation to dynamic matrix con- 

trol (DMC) and to a time-scaled DMC. Results show controllers abilities regarding 

lignin disturbances, flow variations, mode1 mismatch and set-point variations- 

V.1 Introduction 

The bleaching process is the Iast step of pulp preparation. Its purpose is to improve 

the brightness of the pulp ta a specified level which fdfilis customers needs. The 

control objective for a bleaching reactor is then to obtain the desired brightness 

with a minimum output bcightness variance for the lowest chemicd cost, Tradi- 



tional approaches to this control problem include variations around compensated 

brightness and scheduiing, but increasing computer power and introduction of on- 

line Kappa andyzer offer nea possibilities for model-based control. 

Different kinds of models and control approaches have been presented in the lit- 

erature. Several adaptive control schemes have appeared to account for process 

variability, Gough and Kay (1994), Rankin and Bialkowski (1984), Dumont et al. 

(1989) and Gendron et al. (1993) propose different kinds of algorithms to make 

on-line identification of simple rnodels. Bleaching reactor modeling is discussed in 

Barrette and Percier (1995) where they used multiple CSTR and in Wang et al. 

(1995) who used a combination of CSTR and PFR. Reaction kinetics have also 

been studied extensively; for instance, Savoie and Tessier (1997) presents kinetics 

for chlorine dioxide delignification. This approach led to a bleach plant control 

design presented by Pudlas et al. (1999). 

Dumont et al. (1989) reports that using an adaptive scheme instead of auto- 

tuned PID is not necessarily an overall improvement. The same question can 

be asked about rnodeling: Wi11 the use of a more complex model significantly 

enhance control performance? This paper addresses this problem on the specific 

case of a ClOz bleaching reactor. It considers the design of a controller based on a 

partial differential equations (PDE) model. Simulation results will be compared to 

a classical dynarnic matrix control (DMC) predictive algorithm which uses input- 

output knowledge of the system. Furthemore, a modified DMC wiil be proposed 

to account for flow variations. 

The first section of the reactor presents the PDE model development for a Cl&. 

The second section presents controuer designs based on noniiiear approaches and 

DMC approach. The foliowing section shows main comparative results between pre- 

dictive and nodinear dgorithms in response to flow variations, step point changes 



and model mismatch. Finally some conclusions will be drawn on controller perfor- 

mance. 

V.2 PDE modeling 

A PDE model for the bleaching reactor can be obtained by mass balances on lignin 

and C102 over a thin section of the reactor. The following space normalized avid 

dispersion model can then be obtained: 

In this model, reaction kinetic appears explicitly and can be identified by laboratory 

batch experiments. Hydrodynarnic parameters v and D couid be determined by 

tracer analysis on the tower. For the purpose of this study, kinetic data obtain by 

Savoie et  Tessier (1997) where used and hydrodynamic parameters where deduced 

from Pudlas et al. (1999). 

' h o  models are identified using le& squares optimization on the error between 

data and batch reactor simulation. Identification is perforrned assuming the fol- 



lowing choice of kinetic structure, where exponents are integer: 

The first kinetic model (rLi,rci) is obtained by using the whole set of data. The 

second model (rL2,rcz) is obtained by using Savoie et Tessier (1997) observations 

on the initial reaction. They proposed a model based on two time scale reactions: 

a fast reaction occurring at  the beginning of the reactor or in static mixers at the 

reactor inlet and a slow reaction in the tower. To account for those observations, 

the first point of batch result is omitted for the least squares optimization. Initial 

variations of concentration are introduced in the boundary conditions at the inlet: 

-9 kappa for the lignin and -1.3 g/l for C102 . Figure V.l shows simulations of the 

batch reactor and correspondhg data for the following identified kinetics: 

r t l ( L , C )  = -kLi C ~ L ~  = -0.0065 C ' L ~  ( v - 9 )  

ra(L, C )  = -kcL C ~ L ~  = -0.0010 C'L' (V.10) 

rL2(L, C )  = -kL2 CL = -0.035 CL (V. 11) 

rm(L,C)  = -km CL = -0.006 CL (V.12) 

Hydrodynamic parameters are deduced €rom the CSTR-PFR model of Pudlas et 

al. (1999). They use a CSTR-PFR model in which 25% of volume is a CSTR. 

Performing tracer simulation with that model and with the axial dispersion model 

leads to a superficial velocity of u = 1/30 and a dispersion coefficient D = 0.03/30 

for a space-normalized reactor. 



Figure V.1 Mode1 1 and 2 kinetic analysis 

V.3 Control Design 

Three controller designs are described in this section. The fiwt one is done using 

directly the PDE model. The two others designs are based on predictive control 

strategies using only input-ou tput identification. AI1 cont rollers are designed using 

kinetic model 1. The other kinetic model will be used for the model mismatch 

anal ysis. 

V.3.0.1 Nonlinear Controller 

One of the problem with the PDE model described by equations (V-1)-(V.6) is 

that the control action and the controiled output do not appear explicitly in the 



equations. Dochain have proposed in (1994) to use global ciifferences as an approx- 

imation for space partial derivatives. This approach introduces Cl02 input and 

lignin output in an approximate model, An exact linearization approach c m  then 

be considered. The following approximation are used for both species: 

To obtain the approximate model, system (V.1)-(V.2) is expressed at the reactor 

outlet, approximations rire introduced and both equations are combined by their 

kinetic term. These operations give the following result: 

Using a backtvard finite difference to approximate the CIO2 tirne derivative, an 

input-output relation between Cl02 input and lignin output can be obtained. h- 

act linearization principle can be applied on thi equation to obtain the following 

control Law in which X and 7 are PI tuning parameters: 



To insure more robustness to this algorithm, an adaptation mechanism is added 

for the reaction rate ratio. A model is simulated in parallel with a variable kLi, 

noted kA, which is rnodified according to the error between the adaptation model 

and the system model on lignin output. This approach is implemented with the 

following equations: 

dk.4 - = -p(L,,(t) - Mmt(t))  
dt 

(V.18) 

dM(.z, t )  - ûM(z,t) a2M(z,t) - -U 
at az + 

az2 

- kA(t )  M~ N~ (V. 19) 

aN(z,t)  - - -u 
a ~ v ( ~ ,  t )  d2~v(z ,  t )  

at + D  az az2 
- k c l h f 2 ~ * )  (v.20) 

= -(M(O, t )  - Lin(t)) (V.21) 

v 
= -(N(O,t) -Cin(t)) (V.22) 

a4n't - -  - O (V.23) 
az 

aNm, - -  - O (V.24) 
az 

V.3.0.2 DMC controller 

This controller is designed using two dynamic matrices: BCL for C102 input to 

lingin output respoose and BLt for lignin input to lignin output response. At each 

control step, the following criterion is applied: 

min q5 = [e(k + 1) - BcL + K ~ A u ( ~ ) ~ A u ( ~ ) ~ ] ~  
W k )  



The prediction error takes in account the input lignin perturbations such as: 

In the preceding equation, y' is the set point, y' is the prediction if no further 

control action is taken, w is the estimation of disturbance and AL is the variation 

of lignin at the inlet. 

V.3.0.3 Time-scaled DMC 

Traditional DMC is sensitive to flow rate variations since they represent, in fact, 

a variation of dead-time from an input-output point of view. To overcome this 

problem efficiently, information about the flow rate have to be transmitted to the 

controller- To fulfill this goal, the prediction time span is scaled hy the variation of 

flow rate. Thus, the At between each calculation of the control action is scaled by 

the ratio between the new flow rate and the old flow rate- Practically this approach 

can be implemented by using an over sampling or interpolating dynamic matrices 

and prediction. 



V.4 Simulation Resuits 

Simulations are performed using the sequencing algorith (2000~) using a 100 

node mesh. Nodinear controller design parameters are: X = -0.05, 7 = 0.02 and 

p = 0.00002. DMC tuning parameter are conservative to limit oscilIations. In 

both cases, the prediction horizon is equai to the unit step response dimension, 

and control horizon is set to 1. The penalty on the control action K is 600 in 

the case of the DMC and 200 in the case of the time scaled DMC. Al1 controtlers 

are designed using the kinetic model 1- Al1 simulations are performed with kinetic 

mode1 1 except for resiilts presented in Figure 5, where kinetic model 2 Iiave been 

used. 

Figure V.2 Effect of flow rate variation 

Figure V.2 shows the effect of a flow rate variation for each controller. It shows 

that the nonlinear controiler and the t h e  scaled DMC can maintain the set point. 



However the DMC has an oscillatory behavior. Those oscillations could be with- 

drawn by increasing the penalty on the control action but this will be a t  the cost 

of reducing the feedforward impact of bLL. The smoother inlet ClOz for DMC 

shows the actuai reduction of feedforward information for the chosen tuning. This 

tradeoff can be reduced by using time scaled DMC as shown by the lower K value 

used in this case. 

Figure V.3 Effect of set-point variation 

Figure V.3 shows the response to set point changes for each controller when the 

Bow rate is maintained at 150% of its nominai value. Once again, DMC control 

oscillates and is perturbed by variation of inlet lignin. The nonlinear controller 

has an important overshoot which is dependent of the amplitude of the set-point 

change. This overshoot can be reduced by using a less aggressive tuning but at the 

cost of reaching the set point more slowly. The time scaled DMC shows an ideal 

response reaching directly the set point. A zoom around the set point reveals that 



this controller is more influenced by Lignin variations than the nonlinear controller 

when the set point is reached. This could be explain by the penalty factor on 

control action, once again. 

Figure V.4 Effect of variation of kinetic rate 

Figure V.4 shows response to rate constant variations keeping the operating con- 

ditions prevailing at the end of the preceding simulation . At 900 minutes ktl is 

increased to 120% of its nominal value and at 1200 minutes ka is decreased to 

80% of its nominai value. These variations are applied uniformiy on the whole 

reactor. For aU controllers, an important deviation toward lower kappa values is 

notice. This behavior is caused by the dead-the of the reactor. Nonlinear control 

causes an important overshoot toward high kappa before the set point is reached 

again. This may be explaineci by the integral action inserted in the control law. 

Both DMGbased controller do not exhibit this behavior but both osciilate after 

the second perturbation. In fact, DMC controllers wiii oscillate when successive 



events push the system iar away Gom the model which have been used for identi- 

fication. The noniinear controller can be more accurate since the adaptation loop 

adjust continuously the model. 

Figure V.5 shows response to set point changes for each controller when the kinetic 

Figure V.5 Effect of kinetic structure 

structure of the system mismatch the kinetic structure used for controllers design. 

This simulation shows limitation for the nonlinear controller which deviates more 

fiom the set-point compare to the time scaled DMC. This shows the importance of 

a good identification of the structure of the reaction kinetics. If the rate constant 

could be estimated by adaptive techniques, the structure of the reaction kinetic 

can not be changd on-line easily. 



V.5 Conclusion 

A comparative study between different control strategies has been made for a 

bleaching tower. A nonlinear controller based on mass balance model has been 

proposed and compared to DMC and time-scaled DMC. Results show better feed- 

fonvard behavior of the nonlinear controller but DMC approaches show better per- 

formances in the case of mode1 mismatch. The time scaled DMC approach accoiint 

well for flow rate variation, but it  c m  shows oscillatory behavior as traditional 

DMC if the operating conditions deviate enough from model identification condi- 

tions. The nonlinear controller shows better reduction of lignin input variability 

since its feedfonvard capacities are not afkted by a penalty on control action as 

DMC. 




