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RESUME

Les objectifs de recherche de cette thése sont organisés autour de quatre themes
principaux. Le premier théme concerne le débat sur la performance économique des
compagnies dans les régions spécialisées ou diversifiées. Ici, le but principal est de fournir
une taxonomie des articles scientifiques et d'étudier les raisons derriere cette contradiction.
Le deuxieme theme de la theése concerne la création de l'innovation dans les grappes
canadiennes de biotechnologie. L'objectif est d'identifier, d’analyser et de caractériser ces
grappes, avec une concentration spéciale sur la politique de propriété intellectuelle dans les
établissements canadiens. La collaboration et les réseaux d'innovation sont le troisieme
sujet principal de ce travail. Ici la thése cherche d'abord & examiner les aspects
géographiques de la collaboration et de l'impact de la proximité géographique sur le choix
des partenaires de collaboration en biotechnologie et nanotechnologie. Ensuite, le but est de
comparer les caractéristiques des réseaux de collaboration de biotechnologie et de
nanotechnologie, et de souligner leurs roles dans la diffusion efficace de la connaissance.
Finalement, le quatrieme théme traite des inventeurs proéminents dans les grappes
canadiennes de biotechnologie et de leurs roles dans les réseaux d'innovation. Un premier
objectif ici est de développer des méthodologies innovatrices pour identifier les individus
clés dans le réseau de collaboration. Un second objectif concerne les scientifiques étoiles.
La these envisage de trouver différents moyens pour leur identification et d’étudier leurs

positions géographiques aussi bien que leurs positions dans le réseau.

L'approche principale de la thése consiste en I’exploitation d'information extraite a
partir de la base de données de brevet du Bureau des brevets et de marques déposées des
Etats-Unis (USPTO). L'information est utilisée pour la description de la création de
I'innovation en biotechnologie et en nanotechnologie au Canada aussi bien que pour la
création des réseaux d'innovation basés sur les liens parmi les co-inventeurs. Les méthodes
d'analyse de réseaux sociaux sont employées afin de créer, de caractériser et d'évaluer ces

réseaux d'innovation.
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Cette these apporte une contribution importante en clarifiant pourquoi les résultats
des études qui concernent la question de I'urbanisation et de la spécialisation d'une région
sont souvent contradictoires. Les contradictions peuvent étre expliquées par la puissance
variée des forces d'agglomération a travers des industries, pays ou périodes de temps, mais
également par les raisons méthodologiques et les divers indicateurs des externalités de
MAR et de Jacobs utilisées dans la recherche. Généralement, cette thése suggere que dans
les régions avec des industries matures et de basse technologie, la politique régionale
devrait soutenir le développement d'un ensemble étroit d'activit€s économiques dans la
région, ce qui devrait mener a une plus grande productivité. Mais dans les régions de
pointe, la politique devrait se concentrer sur la création d'un ensemble divers d'activités

économiques, ce qui devrait augmenter le développement économique.

On trouve que l'activité innovatrice au Canada est concentrée dans plusieurs
endroits qui correspondent plus ou moins aux zones métropolitaines principales. Ces
grappes ont été décrites par la quantité et la qualité de brevets, par la nature des activités de
biotechnologie, et par les caractéristiques de propriétaires de brevets et leur propension a
collaborer. Environ la moitié des brevets sont possédés par des entreprises. Cependant, la
recherche financée par des ressources publiques est trés importante pour le secteur de
biotechnologie au Canada. Les universités sont les établissements les plus actifs en
biotechnologie et elles sont aussi les plus grands producteurs des brevets. La contribution
des laboratoires gouvernementaux a la recherche et développement en biotechnologie est

également substantielle.

La majorité des collaborations des inventeurs canadiens se réalise au sein de
grappes canadiennes, alors que la collaboration parmi les inventeurs qui résident dans les
grappes canadiennes différentes est beaucoup moins commune. Les liens internationaux
forment la proportion la plus élevée parmi toutes les collaborations en dehors des grappes et
les partenaires de collaboration étrangers les plus populaires résident aux Etats-Unis. La
présence d’inventeurs étrangers est critique pour la transmission de la connaissance entre

les inventeurs canadiens eux-mémes. Les étrangers sont extrémement importants, parce
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qu’ils relient les inventeurs canadiens de grappes différentes (ou méme ceux des mémes

grappes) les uns aux autres.

La thése suggére que la distance géographique joue un ro6le tres important. Les
inventeurs canadiens préferent collaborer avec des partenaires locaux ou relativement
proches. Néanmoins, si les collaborateurs nécessaires et adéquats ne sont pas trouvés a
Pintérieur d’une distance d’environ 600 kilometres, I'importance du facteur géographique
diminue considérablement, puisque dans ce cas-ci les inventeurs optent souvent pour des

partenaires de coopération tres €éloignés ou méme outre-mer.

Les structures de collaboration dans les réseaux de biotechnologie et de
nanotechnologie sont tout a fait distinctes. Le réseau d'innovation de biotechnologie est
plus grand, plus développé et moins fragmenté que celui de nanotechnologie. La
fragmentation plus élevée du réseau de nanotechnologie est expliquée par une plus grande
disparité parmi les domaines en nanotechnologie comparée aux spécialisations de

biotechnologie qui sont beaucoup plus étroitement li€s.

L'architecture du réseau des inventeurs canadiens de biotechnologie a été étudiée
dans le cadre de deux concepts différents: D'abord, la collaboration parmi des inventeurs
travaillant dans les mémes grappes (espace géographique); ensuite, la coopération parmi
des inventeurs qui sont directement ou indirectement interconnectés dans des composantes
de réseau (espace technologique). Les deux espaces de collaboration se chevauchent dans
une certaine mesure, mais ils différent dans leurs structures. Les portiers de la connaissance
sont les inventeurs qui font le pont entre ces deux espaces et permettent ainsi d’alimenter
les grappes de biotechnologie avec la nouvelle connaissance extérieure a la grappe. Cette
theése propose des indicateurs, qui mesurent 1'importance de chaque inventeur en tant que
fournisseur de connaissance externe pour la grappe (ou pour le Canada). Seulement environ
10%-20% de tous les inventeurs canadiens dans la plupart des grappes ont été identifiés

comme portiers qui sont responsables de l'apport d'information externe a la grappe.
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Afin d'identifier les scientifiques étoiles dans les grappes canadiennes de
biotechnologie, nous avons proposé de nouvelles mesures basées sur la quantité et la qualité
de brevets et sur le nombre de citations des articles scientifiques. La majorité des

scientifiques étoiles ont également été identifi€s comme portiers responsables de l'apport

d'information externe qui contribue fortement au potentiel innovateur canadien.

Par la caractérisation des grappes canadiennes de pointe et par I’éclaircissement du
processus de transmission de la connaissance par des réseaux d'innovation, cette theése
contribue non seulement a la compréhension des transferts de connaissance dans les
secteurs de pointe, mais aussi a la facilitation de l'innovation dans les grappes canadiennes.
Les résultats de cette recherche ont été présentés a diverses conférences et sont considérés

pour la publication dans plusieurs journaux et livres.
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ABSTRACT

The research objectives of this thesis are organized around four main themes. The
first theme concerns the debate on the economic performance and growth of firms in the
specialized versus diversified clusters or regions, which has yet to reach conclusive results.
Here, the main aim is to provide taxonomy of scientific articles and to investigate the
reasons behind this inconsistency. The second theme of the thesis concerns the creation of
innovation in Canadian biotechnology clusters. The objective is to identify, analyze and
characterize these clusters, with a special focus on the intellectual property politics in
Canadian institutions. The innovation networks and collaboration are the third major topic
of this work. Here the thesis first seeks to examine the geographical aspects of the
collaboration and the impact of geographical proximity on the selection of the collaboration
partners in Canadian biotechnology and nanotechnology. Afterwards, the goal is to
compare the characteristics of the biotechnology and nanotechnology collaboration
networks and to highlight their role in the efficient knowledge diffusion. Finally, the fourth
theme deals with the prominent inventors in Canadian biotechnology clusters and their
roles in the innovation networks. One objective here is to develop innovative
methodologies to identify the key individuals (knowledge gatekeepers) in the collaboration
network. Another objective concerns the star scientists. The thesis intends to find different

ways for their identification and to investigate their geographical and network positions.

The main approach of the thesis consists in the creative exploitation of the large
amounts of information extracted from the patent database of the United States Patent and
Trademark Office (USPTO). The information is used to describe the creation of
biotechnology and nanotechnology innovation in Canada and to build the innovétion
networks based on the patent co-inventorship links. The methods of social network analysis

are used to create, characterize and evaluate these innovation networks.

The thesis has made a major contribution in clarifying why the results of the studies

concerning the urbanization and localization issue are often conflicting. The inconsistency
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1s explained not only the by differences in the strength of agglomeration forces across
industries, countries or time periods, but also by methodological issues and the various
indicators of MAR and Jacobs externalities used in the research. In general, this thesis
suggests that in regions with mature, low tech industries, regional policy should emphasize
the development of a narrow set of economic activities in the region, which will
presumably lead to greater productivity. In high tech regions, on the other hand, policy
should focus on the creation of a diverse set of economic activities, which should enhance

economic development.

It was shown that innovative activity in Canada is concentrated in several locations
which roughly correspond to the larger metropolitan areas. The thesis has made a
contribution by making a profile description for the Canadian biotechnology clusters in
terms of patenting quality and quantity, the nature of biotechnology activities, the
properties of assignees and their propensity to collaborate. Around half of the patents are
assigned to firms. However, publicly-funded research is highly important for biotechnology
in Canada. Universities are the most active institutions in biotechnology and the greatest
producers of patents. The contribution of the government laboratories to the biotechnology

research and development is also substantial.

Most of the collaborative activity of Canadian inventors takes place within Canadian
clusters, while the inter-cluster collaboration in Canada is much less common for both
biotechnology and nanotechnology. International ties account for the highest proportion of
all the collaborations outside the clusters and the most popular foreign collaboration
partners for Canadian inventors reside in the USA. The presence of foreigners in the
Canadian collaboration network is critical for the transmission of knowledge between
Canadian inventors themselves. Foreigners are extremely important in connecting Canadian

inventors from different clusters (or even those from the same cluster) together.

This thesis suggests that the distance plays an important role in selecting the research

collaborators in both biotechnology and nanotechnology. An overwhelming preference of
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the Canadian inventors is towards local and relatively proximate partnerships. Nonetheless,
if the suitable collaborators are not found within the distance of around 600 km, the
importance of the geographical factor significantly decreases, since in this case both
biotechnology and nanotechnology inventors quite often opt for very distant or overseas

cooperation partners.

The collaborative structures within biotechnology and nanotechnology networks are
quite distinct. The biotechnology innovation network is larger, more developed and less
fragmented than that of nanotechnology. The higher fragmentation of the nanotechnology
network is explained by the greater disparity among the nanotechnology specializations

compared to the more closely related biotechnology fields.

The architecture of the network of Canadian biotechnology inventors was investigated
within two different concepts: First, collaboration among inventors working in clusters
(geographical proximity); second, cooperation among inventors who are directly or
indirectly interconnected in network components (cognitive proximity). The geographical
and technological dimensions both nurture the growth of the cluster and promote
innovation through a dynamic interaction of the actors localized in clusters who absorb
external knowledge through the local and non-local networks. The geographical and
technological collaboration spaces thus overlap to a certain extent, but they differ in their
structures. Gatekeepers are the inventors who bridge over the geographical and
technological spaces and hence enable the nurturing of biotechnology clusters with fresh
external knowledge. This thesis proposes indicators, which measure each inventor’s
importance as a procurer of external knowledge for the cluster (or for Canada) based on the
share of innovative production to which he thereby contributes. Only around 10%-20% of
all inventors in most clusters were identified as gatekeepers who are responsible for the

inflow of external information to the cluster.

Star scientists are recognized as a key driving force behind the growth and innovation in

biotechnology. In order to identify the most prolific inventors in Canadian biotechnology
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clusters, new measures based on the patent quantity, quality and the number of forward
citations in scientific articles were proposed. The majority of the star scientists so defined

are also identified as gatekeepers responsible for the inflow of external information which

highly contributes to the Canadian innovative potential.

By characterizing Canadian high tech clusters and shedding light on the knowledge
transmission processes that are carried out through innovation networks, this thesis has
contributed to the understanding of knowledge transfers that characterise high technology
sectors in Canada. The results of this research have been presented in well-recognized
conferences and are also being under consideration for publication in several peer-reviewed

journals and books.
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CONDENSE EN FRANCAIS

Les flux de connaissance ont été identifi€és comme étant le facteur explicatif
principal pour la création des grappes géographiques des entreprises innovatrices et aussi
comme un €lément critique de la contribution des grappes a la croissance économique
régionale. Les distances géographiques et cognitives entre les inventeurs, les structures
de réseaux de collaboration et les positions des inventeurs dans le réseau ont un effet
important sur la diffusion de la connaissance par l'intermédiaire du réseau, et par
conséquent sur les résultats économiques et la propension d'innover des firmes au sein
des grappes. Donc, afin de comprendre les éléments clés qui soutiennent la croissance
des grappes industrielles au Canada, il est nécessaire de bien comprendre la diffusion de
la connaissance dans les grappes et dans les réseaux d'innovation. Cette theése examinera

ces thémes en détail.

Questions de recherche

Les grappes se trouvent au cceur de la these. La premiére question étudiée
concerne le r6le de la composition industrielle d'une grappe: Les grappes peuvent étre
spécialisées, ce qui est le cas quand la plupart des entreprises et des services de soutien
de la grappe appartenant a une industrie principale; mais les grappes peuvent étre
également diversifiées, ce qui est le cas quand beaucoup d'industries diverses sont
représentées dans une grappe. La question de la composition des activit€s économiques
dans la grappe et de son influence sur la croissance économique de la région a été déja
posée par beaucoup de chercheurs. Etant donné que leurs conclusions ont été trés
contradictoires, cette question est abordée dans cette theése a nouveau. Cependant, ce
travail se démarque des questions habituelles (Est-ce que les entreprises ont de meilleurs
résultats économiques dans les grappes spécialisées ou diversifiées? Est-ce la
spécialisation ou la diversité qui favorise le plus I'innovation?, etc.) et explore la raison

pour laquelle la communauté académique n'a pas encore établi un consensus.
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Néanmoins, la theése se concentre spécifiquement sur les grappes canadiennes de
biotechnologie. Les questions principales de recherche posées ici sont: Est-ce que
I'innovation canadienne en biotechnologie se réalise principalement dans les grappes?
Ou sont exactement ces grappes? Qui sont les inventeurs dans les grappes canadiennes
de biotechnologie? Quel est le role des compagnies, des universités et des laboratoires
gouvernementaux dans le processus innovateur de biotechnologie canadienne? Est-ce
que ces compagnies ou €tablissements collaborent en créant des innovations? Qui sont
leurs partenaires principaux de coopération et ol résident-ils? Est-ce que la collaboration
se réalise principalement a l'intérieur de la grappe, entre les grappes ou est-elle plutot
internationale? Est-ce que la distance géographique joue un rble dans le choix du

partenaire de collaboration?

Les autres questions concernent les chercheurs de biotechnologie pris
individuellement: Est-ce que tous les chercheurs de la grappe ont la méme importance
pour la communication de la connaissance obtenue hors de la grappe? Est-ce que il y a
des chercheurs qui sont instrumentaux a ’alimentation des grappes avec de nouvelles
informations venant de 'extérieur? Comment on peut identifier ces portiers de la
connaissance et comment peut-on évaluer leur importance? Est-ce que il y a quelques
inventeurs qui produisent considérablement plus d'innovation que d'autres? Comment
identifier ces scientifiques étoiles? Quelles sont leurs positions dans le réseau de
collaboration? Est-ce que ces scientifiques étoiles sont aussi les portiers de la

connaissance ou les deux rdles sont séparés?

Toutes ces questions se rapportent a grappes canadiennes de biotechnologie.
Cependant, la theése offre également une comparaison avec une autre technologie de
pointe qui est aussi trés importante pour le Canada — la nanotechnologie. Ici, on pose
questions suivantes: Est-ce que I'évolution de l'innovation en biotechnologie et en
nanotechnologie au Canada est semblable? Est-ce que les modeles de collaboration sont

similaires dans les deux domaines? Est-que les inventeurs ont les préférences semblables



XV

ou distinctes dans le choix de leurs partenaires de collaboration? Est-ce que les réseaux
de la connaissance sont comparables? Quelles sont les différences et les similitudes entre

ces deux domaines?

La section suivante formule les objectifs principaux qui permettent répondre aux

questions posées ci-dessus.

Objectifs de recherche et leur accomplissement

La these traite d'abord la question des externalités de la connaissance et explore
leur réle dans les régions ou les grappes. On considere deux types d’externalités, qui
jouent un rdle important dans le processus de création et diffusion de la connaissance:
les externalités de spécialisation (Marshall-Arrow-Romer ou MAR) qui agissent
principalement dans une industrie spécifique, et les externalités de diversité (Jacobs) qui
agissent entre les secteurs. Par conséquent, la performance économique de la grappe est
soit favorisée par la concentration d'une industrie particuliere dans une grappe (MAR)
ou c'est la diversit€ des industries dans une région qui favorise la croissance et
I'innovation (Jacobs). La question de savoir si la spécialisation ou la diversité
(Purbanisation) des activités économiques favorise mieux le développement dans la
région a €t€ le sujet d'un débat passionné dans la littérature économique. Il y a une
grande contradiction dans les résultats des travaux de recherche qui fournissent
I'évidence pour l'appui ou pour l'opposition a l'une ou l'autre de ces deux théories. Le
premier objectif de la thése est donc d’étudier les raisons derriere les résultats
contradictoires de la littérature en ce qui concerne l'impact des externalités de
spécialisation et d'urbanisation sur la performance économique des entreprises dans les
régions et les grappes. La theése offre un recensement des articles qui ont traité le sujet et

examine les similitudes entre ces diverses études.

Le deuxieme objectif est de décrire la création de l'innovation dans les grappes

canadiennes de biotechnologie. La thése identifie, analyse et caractérise les grappes
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canadiennes de biotechnologie avec une concentration spéciale sur la quantité et la
qualit€ de brevets, sur la nature des activit€s de biotechnologie et sur les propriétaires
des brevets et leur propension a collaborer. Le role critique de la recherche publique
canadienne en biotechnologie est examiné et I'importance de la propriété intellectuelle et

des bureaux de transfert de technologie aux universités canadiennes est identifiée.

La these aborde ensuite la question des grappes canadiennes de biotechnologie et
se concentre sur la collaboration au sein des grappes et entre celles-ci. Plus
spécifiquement, le troisieme objectif consiste a €tudier le rdle de la géographie dans la
collaboration. Le modele de collaboration dans l'innovation canadienne en
biotechnologie est décrit, puis l'importance des circonstances et de la proximité

géographiques dans le choix des partenaires de collaboration est examinée.

Le quatrieme objectif consiste a comparer 1'innovation en biotechnologie et en
nanotechnologie au Canada. La comparaison de I'évolution des brevets de
biotechnologie et de nanotechnologie et des caractéristiques principales de collaboration
dans les grappes de biotechnologie et de nanotechnologie est faite. Le but principal ici
est cependant la recherche sur la collaboration locale dans les sous-réseaux (basés sur les
grappes). Les propriétés structurales des sous-réseaux de biotechnologie et de
nanotechnologie sont examinées et comparées, et 1’efficacité des sous-réseaux dans la

diffusion de la connaissance et dans la création d'innovation est discuté.

Les deux derniers objectifs demeurent dans le domaine de l'innovation
canadienne en biotechnologie, mais on se concentre maintenant sur les inventeurs, plus
spécifiquement sur les individus principaux dans le processus d'innovation. Le
cinquieme objectif est d'étudier des portiers de la connaissance dans le réseau de
collaboration. Les portiers sont les inventeurs qui font le pont entre deux espaces de
collaboration - l'espace géographique (grappes) et l'espace technologique (réseau) - et

qui permettent ainsi l’alimentation des grappes avec la connaissance externe. Nous
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proposons une meéthode qui facilite l'identification des portiers dans le réseau de

collaboration. Le rdle des portiers pour les grappes et pour Canada est alors discuté.

Le sixieme objectif consiste a identifier les scientifiques €étoiles canadiens en
biotechnologie et a examiner leur role dans le réseau d'innovation. D'abord, nous
proposons une nouvelle méthode pour I'identification de scientifiques étoiles. Ces
inventeurs sont identifi€s en utilisant la quantité de leurs brevets (scientifiques étoiles),
la quantité et la qualité de ces brevets (QQ-scientifiques étoiles), et la quantité de
citations des articles scientifiques. D'ailleurs, les positions de ces scientifiques dans le
réseau de collaboration sont étudiées. La th¢se examine également le chevauchement
entre les portiers de la connaissance et les scientifiques €toiles ou les QQ-scientifiques

étoiles.

Données et méthodologie

L'approche principale consiste en ’exploitation de 1’information contenue dans
les bases de données de brevets en biotechnologie et en nanotechnologie. La base de
données de brevets en biotechnologie utilisée pour l'analyse empirique vient de la base
de données du Bureau des brevets et de marques déposées des Etats-Unis (USPTO). Une
des taches initiales €tait donc de choisir une définition précise et pratique de la
biotechnologie, qui permettrait I'identification des brevets appropriés en biotechnologie
dans I'USPTO. Un programme automatisé d'extraction a été alors employé pour collecter
les informations exigées des brevets en biotechnologie. La base de données finale
contient tous les brevets dans lesquels au moins un inventeur réside au Canada, et elle

comporte 3550 brevets.

Afin d'établir le réseau des inventeurs canadiens de nanotechnologie, les données
des brevets contenues dans la banque de données de Nanobank ont été employées.
Nanobank est une bibliotheque numérique publique comportant des données sur des

articles scientifiques, des brevets et des subventions fédérales en nanotechnologie. La
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base de données de brevets de Nanobank s’appuie aussi sur les données des brevets de
I'USPTO. Nous avons également choisi seulement les brevets dans lesquels au moins un
inventeur réside au Canada. D’ailleurs, des filtres additionnels ont été utilisés afin de
sélectionner les brevets qui sont strictement li€s a la nanotechnologie. La base de

données canadienne de brevets de nanotechnologie ainsi créée comporte 1443 brevets.

L’information contenue dans ces deux bases de données a €ét€ utilis€ée pour
I’analyse et la caractérisation des grappes canadiennes. Apres, les réseaux d'innovation
de biotechnologie et de nanotechnologie ont ét€ créés a partir de ces deux bases de
données, en tracant tous les liens parmi les co-inventeurs de chaque brevet particulier.
Le concept de I'analyse de réseau social a été utilis€ pour créer des connexions entre les
inventeurs et le programme d'analyse de réseau social PAJEK a ét€ employé pour la
construction de réseaux d’innovation. Une analyse détaillée de ces réseaux a permis la
description de leurs propriétés structurales et a facilit¢ la compréhension du
comportement de collaboration des inventeurs a l'intérieur ou a l'extérieur des grappes

canadiennes de pointe. La section suivante décrit les résultats obtenus et les conclusions.

Résultats et conclusions

Cette these a analysé une grande gamme des études démontrant 1'impact positif
des externalités de Marshall et de Jacobs sur la performance régionale. De plus, un
nombre non négligeable d'effets négatifs de MAR a été observé, ce qui implique que la
spécialisation d'une région peut en fait aussi en géner la croissance économique. Il est
beaucoup moins probable que la diversification produise cet impact négatif. La these a
apporté une contribution importante en clarifiant les raisons pour lesquelles les résultats
de ces €tudes sont souvent contradictoires et en spécifiant ce qui importe, et comment
ceci fait la différence. Les contradictions peuvent étre expliquées par la puissance variée
des forces d'agglomération a travers des industries, pays ou périodes de temps, mais
également par les raisons méthodologiques et les divers indicateurs des externalités de

MAR et de Jacobs utilisées dans la recherche.
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Les avantages des régions spécialisées ou diversifiées pour des industries
particulicres ont €t€ évalués dans une analyse plus détaillée des secteurs industriels. On
trouve que dans les secteurs de basse technologie, les externalités de Marshall ont des
effets plus forts que les externalités de Jacobs. La situation dans les secteurs de moyenne
technologie donne des résultats similaires pour les deux théories, mais différe pour les
secteurs de pointe pour lesquels le développement est légerement favorisé dans les
régions diversifi€s, alors que les effets des externalit€s de Marshall sont moins
prononcés. La diversification est également un instigateur de croissance dans les
services. De plus, le role des externalités varie selon la maturité de l'industrie. Les
externalités de Jacobs prédominent pendant les étapes initiales du cycle de vie de
I'industrie, tandis que les externalités de Marshall entrent plus tard, et a la fin, la

spécialisation va en fait géner la croissance économique.

Les implications de cette recherche pour la politique publique sont tout a fait
importantes. Généralement, cette thése suggere que dans les régions avec des industries
matures et de basse technologie, la politique régionale devrait soutenir le développement
d'un ensemble étroit d'activités économiques dans la région, ce qui devrait mener a une
plus grande productivité. Mais dans les régions de haute technologie, la politique devrait
se concentrer sur la création d'un ensemble divers d'activit€s économiques, ce qui devrait
augmenter le développement économique. Cependant, étant donné que les avis
académiques sont tellement contrastants et leurs conclusions souvent contradictoires, la
politique de développement régional qui soutient ou discrimine certaines activités
industrielles ou certaines technologies devrait €tre appliquée avec prudence, tout au

moins jusqu'a ce que cette problématique soit entierement clarifiée.

Le sujet principal de la these porte sur les grappes canadiennes de pointe. On
trouve que l'activité innovatrice au Canada est concentrée dans plusieurs endroits qui
correspondent plus ou moins aux zones métropolitaines principales: 12 grappes de

biotechnologie et 8 grappes de nanotechnologie ont été identifiées. En biotechnologie,
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plus de la moiti€ de tous les inventeurs canadiens résident dans les trois plus grandes
grappes - Toronto, Montréal et Vancouver. En nanotechnologie, c'est principalement la
grappe de Toronto qui domine le secteur industriel, parce qu’environ un quart de tous les
inventeurs canadiens de nanotechnologie y vivent. Ces grappes ont été décrites en se
concentrant sur la quantité et la qualité de brevets, sur la nature des activités de
biotechnologie, et sur les caractéristiques de propriétaires de brevets et leur propension

de collaborer.

Environ la moitié des brevets sont possédés par des entreprises. Cependant, la
recherche financée par des ressources publiques est treés importante pour le secteur de la
biotechnologie au Canada. Les universités sont les établissements les plus actifs en
biotechnologie et elles sont aussi les plus grands producteurs de brevets. La production
des brevets pourtant difféere énormément parmi les université€s canadiennes: plusieurs
universités renommées qui sont treés actives dans la recherche en biotechnologie
possedent un nombre de brevets tres inférieur a d’autres universités moins actives. On a
expliqué ces différences par l'existence, la qualité et l'efficacité du bureau du transfert
technologique disponible a ces universités, et par les régles et les politiques des
université€s concernant la propri€té intellectuelle. La contribution des laboratoires
gouvernementaux a la recherche et développement en biotechnologie est également
substantielle. Dans les grappes qui accueillent les cinq instituts du Conseil national de
recherches Canada (Montréal, Vancouver, Ottawa, Saskatoon et Halifax), les sous-
réseaux (basés sur les grappes) de biotechnologie sont généralement mieux développés
et la recherche y est mieux organisée. Cependant, en nanotechnologie, seulement deux

poles sont présents, Toronto et Edmonton, ce dernier étant toujours en émergence.

Il y a de grandes capacités d'innovation parmi les chercheurs canadiens, mais
beaucoup de la propriété intellectuelle en fait quitte le pays. C'est particulierement
évident en nanotechnologie. Presque la moitié de toutes les innovations inventées ou co-

inventées par les inventeurs canadiens de nanotechnologie sont possédées par des
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étrangers. Bien que ce soit les Canadiens qui fassent la recherche, le fruit de leur travail

n'est pas appropri€ par des intéréts canadiens.

Peu d'évidence concernant la coopération des compagnies ou des établissements
de biotechnologie et de nanotechnologie a été trouvée. 1l y a tres peu de coopération a
I'intérieur des grappes et encore moins de coopération entre les grappes. Le partenaire de
collaboration le plus fréquent pour un établissement ou une compagnie canadiens est un

autre établissement on compagnie 2 I'étranger (principalement aux Etats-Unis).

Beaucoup plus de collaboration a été détectée parmi les inventeurs individuels de
biotechnologie et de nanotechnologie. La majorité de la collaboration des inventeurs
canadiens se réalise dans les grappes canadiennes, alors que la collaboration entre les
inventeurs qui résident dans les grappes canadiennes différentes est beaucoup moins
commune. Les liens internationaux forment la propbrtion la plus élevée parmi toutes les
collaborations en dehors des grappes, tandis que les partenaires de collaboration
étrangers les plus populaires résident aussi aux Etats-Unis. Environ un tiers des
inventeurs identifiés dans les deux bases de données résident a I’étranger. Ces inventeurs
sont tellement mélés au réseau de collaboration des Canadiens que leur présence est en
fait absolument critique pour la transmission de la connaissance entre les inventeurs
canadiens eux-mémes. Les étrangers sont extrémement importants, parce qu’ils relient
les inventeurs canadiens de grappes différentes (ou méme ceux des mémes grappes) les

uns aux autres.

Quand les inventeurs en biotechnologie et en nanotechnologie sélectionnent leurs
collaborateurs de recherches, la distance géographique joue un role trés important. Les
inventeurs canadiens préférent collaborer avec les partenaires locaux ou relativement
proches. Néanmoins, si les collaborateurs nécessaires et adéquats ne sont pas trouvés a

Pintérieur d’une distance d’environ 600 kilometres, l'importance du facteur
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géographique diminue considérablement, puisque dans ce cas-ci les inventeurs optent

souvent pour des partenaires de coopération tres €loignés ou méme outre-mer.

Les structures de collaboration dans des réseaux de biotechnologie et de
nanotechnologie sont tout a fait distinctes. Le réseau d'innovation de biotechnologie est
plus grand, plus développé et moins fragmenté que celui de nanotechnologie. La
fragmentation plus élevée du réseau de nanotechnologie est expliquée par une plus
grande disparité parmi les domaines en nanotechnologie comparée aux spécialisations de

biotechnologie qui sont beaucoup plus étroitement liées.

L'architecture du réseau des inventeurs canadiens de biotechnologie a été étudiée
dans le cadre de deux concepts différents: D'abord, la collaboration parmi des inventeurs
travaillant dans les mémes grappes (proximité géographique); ensuite, la coopération
parmi des inventeurs qui sont directement ou indirectement interconnectés dans des
composants de réseau (proximité cognitive). L'espace géographique (basé sur des
grappes) et l'espace technologique (basé sur le réseau) sont tous deux trés importants
pour la création et la diffusion de la connaissance. Les dimensions géographiques et
technologiques soutiennent la croissance de la grappe et favorisent l'innovation par une
interaction dynamique des acteurs qui sont localisés dans les grappes et qui absorbent la
connaissance externe par les réseaux locaux et non-locaux. Les espaces géographiques et
technologiques de collaboration se chevauchent dans une certaine mesure, mais ils
different dans leurs structures. Les points d'interaction entre ces deux espaces de
collaboration sont les inventeurs qui sont treés bien interconnectés a l'intérieur et a

l'extérieur des grappes. On les appelle portiers de la connaissance.

Les portiers sont les inventeurs qui font le pont entre 1’espace géographique et
I’espace technologique et permettent ainsi d’alimenter les grappes de biotechnologie
avec de nouvelles connaissances externes a la grappe ou au Canada. Cette thése propose

des indicateurs, qui mesurent I'importance de chaque inventeur en tant que fournisseur
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de connaissance externe pour la grappe (ou pour le Canada) et qui sont basés sur la
portion de la production des inventions a laquelle il contribue ainsi. Seulement environ
10%-20% de tous les inventeurs canadiens dans la plupart des grappes ont été identifiés

comme portiers qui sont responsables de 1'apport d'information externe a la grappe.

Les scientifiques étoiles sont reconnus comme une force principale derricre la
croissance et I'innovation en biotechnologie. Afin d'identifier les inventeurs les plus
proéminents dans les grappes canadiennes de biotechnologie, on a proposé de nouvelles
mesures. Celles-ci consideérent seulement la quantité de brevets (inventeurs étoiles), la
quantité et la qualité de brevet (QQ- inventeurs €toiles), ou le nombre de citations des
articles scientifiques (scientifiques fortement cités). Ces criteres ont alors permis de
distinguer et de comparer les divers inventeurs proéminents, avec quelques conclusions
intéressantes: Les inventeurs étoiles de biotechnologie n'inventent ou ne co-inventent
pas nécessairement des brevets de valeur €levée. De plus, les chercheurs et scientifiques
fortement cités, qui sont considérés supérieurs dans le domaine de biotechnologie au

Canada, ne produisent pas toujours des brevets ou ne les enregistrent pas a 'USPTO.

Finalement, la coincidence des inventeurs proéminents avec les portiers de la
connaissance a €été examinée. La grande majorit€é des inventeurs étoiles, des QQ-
inventeurs étoiles et presque la moitié de tous les scientifiques fortement cités ont été
également identifi€s comme portiers responsables de l'apport d'information externe qui

contribue fortement au potentiel innovateur canadien.

Contribution

Le sujet de cette these est de grande importance pour le Canada, parce que la
thése se concentre sur deux de ses domaines les plus dynamiques — la biotechnologie et
la nanotechnologie. Ces domaines représentent une contribution considérable a
I'avancement de la science et I'innovation, ils fournissent des milliers de travaux, aussi

bien que de grandes exportations. Par la caractérisation des grappes canadiennes de
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pointe et par I’éclaircissement du processus de transmission de la connaissance par des
réseaux d'innovation, cette thése contribue non seulement a la compréhension des
transferts de connaissance dans les secteurs de pointe, mais aussi a la facilitation de

I''nnovation dans les grappes canadiennes.
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INTRODUCTION

In the last decade there has been a widespread resurgence of interest in the
economics of industrial location and particularly in the issue of geographical clusters.
Following successful cases in the United States (e.g. Silicon Valley) as well as Europe
(e.g. Baden-Wurttemberg), governments of the industrialized countries have launched
many programs with the aim of supporting regional innovation policies. To encourage
innovative activities and promote competition the government’s Innovation Strategy for
Canada has decided to create at least ten internationally renowned technology clusters

by 2010.

Knowledge flows are recognized to be a key explanatory factor for the
geographical clustering of innovative firms and a critical element of the contribution of
clusters to regional economic growth. The geographical and cognitive distance between
the various academic or industrial inventors, networking structures of their collaboration
activities and their own network positions all have a profound effect on the diffusion of
knowledge through the network, and consequently on the performance of the firms
within clusters in terms of their propensity to innovate. Therefore, in order to understand
the key elements that support the growth of industrial clusters in Canada, a deeper
understanding of knowledge diffusion in clusters and in the innovation networks is

necessary. This thesis aims to shed light exactly on these issues.

The research in this thesis is organized around four main themes. The first theme
concerns the debate on the economic development, growth and innovative performance
of firms in the specialized versus diversified clusters or regions. Whether it is diversity
or specialisation of economic activities which better promotes economic growth and
innovation has been the subject of a heated debate in the economic literature which has
yet to reach conclusive results. The findings of the investigation regarding the two

concepts may play an important role in the design of a regional development strategy,



since by turning the clusters either more diverse or more specialized a more favourable
environment for the growth and innovative performance of the firms might be achieved.
This thesis provides a census of the papers that have tried to contribute to the
urbanisation versus localisation debate. The aim is not to try to determine which one of
the two concepts better promotes innovation and economic development, but to
investigate why it is that the literature still remains relatively inconclusive. The thesis
therefore attempts to find the similarities and differences between the various studies in

order to draw conclusions on the question.

The second theme of the thesis concerns the creation of innovation in Canadian
biotechnology clusters. Canada has a small population dispersed over a large
geographical area and its private sector is dominated by small-sized and medium-sized
companies. As a consequence, research and development has to concentrate in
geographical agglomerations and clusters in order to contribute to an efficient innovation
system. The biotechnology field in particular should presumably benefit from the types
of knowledge spillovers and information exchanges that are facilitated by spatial
clustering. Growth and continued health of Canadian biotechnology clusters are among
others dependent upon the presence of majbr attractors such as research universities and
governmental laboratories active in biotechnology, innovative propensity of the local
scientists, formation of alliances and active cooperation among biotechnology firms,
composition of biotechnology fields in the cluster and presence of the largely innovative
biotechnology firms. The thesis intends to address most of the above factors. It aims at
understanding the creation of innovation in Canadian biotechnology clusters and its
main objective is to identify, analyze and describe Canadian biotechnology clusters
based on the characterization of the quality and quantity of their innovative outputs, the
nature of biotechnology activities which are carried out in these clusters, the

characteristics of the patent-owning entities and their propensity to collaborate.



The innovation networks and collaboration are the third major topic of this work.
Innovation networks are important highways of information and knowledge travelling
among various inventors or companies. Two relevant concepts are considered here —
geographical and cognitive proximity. Geographical proximity facilitates knowledge
sharing, since knowledge does not spill over large distances and the inventors collocated
in the cluster can benefit from the local knowledge which is not available to the
inventors outside the clusters. The second concept of knowledge creation and diffusion
emphasizes the role of cognitive proximity, based on which it is not geographic
proximity which causes tacit knowledge to spill over between firms, but it is social
connectedness of people in the network. Knowledge circulates and flows through the
innovation networks among the inventors who are not necessarily placed in the same
location. This thesis brings together the findings on both the importance of geographical
proximity and the significance of the structure of the innovation networks. The
transmission of knowledge through collaboration inside and outside Canadian
biotechnology and nanotechnology clusters is examined and the role of the structure of

the collaboration networks in the creation and diffusion of innovation is investigated.

Finally, the fourth theme deals with the prominent inventors in Canadian
biotechnology clusters and their roles in the innovation networks. Two kinds of
prominent inventors are considered — gatekeepers and star scientists. In this thesis it is
suggested that both geographical and cognitive dimensions nurture the growth of the
cluster and promote innovation through a dynamic interaction of the actors localized in
clusters who absorb external knowledge through the local and non-local networks.
Therefore the inventors who are well connected both inside and outside the clusters are
needed in order to bring the new knowledge to the cluster. These inventors are called
gatekeepers and they are the points of interaction between the geographical and
technological (network) collaboration spaces. Star scientists, on the other hand, may not
be necessarily well connected in the network, but they have to be extraordinarily highly

prolific in their research and inventive productivity. These top scientific individuals are



recognized as a key driving force for the growth and innovation in biotechnology. The
presence of star scientists often even explains the timing, location and the success of
new biotechnology firms. This thesis searches for both the gatekeepers and the star
scientists in the Canadian biotechnology clusters and also investigates their geographical

and network positions.

The thesis is organised as follows: Chapter 1 introduces the main topic of the thesis
by reviewing the relevant research work from the literature. Chapter 2 first presents the
research questions, explains concrete research objectives and then describes the general
organization of the thesis. It also discusses the methodology and the data used in this
work. Chapter 3 concerns the debate on the economic performance and growth of firms
in the specialized versus diversified clusters or regions. Here, the main aim is to provide
taxonomy of scientific articles and to investigate the reasons behind the inconsistency of
the findings. The second objective of the thesis pertains to the creation of innovation in
Canadian biotechnology clusters. The goal of the Chapter 4 is thus to identify, analyze
and characterize these clusters, with a special focus on the intellectual property politics
in Canadian institutions. The innovation networks and collaboration are third major
theme of this work. In Chapter 5, the thesis examines the geographical aspects of the
collaboration and the impact of geographical proximity on the selection of the
collaboration partners in Canadian biotechnology and nanotechnology. Afterwards, in
Chapter 6, the characteristics of the biotechnology and nanotechnology collaboration
networks are compared and their role in the efficient knowledge diffusion highlighted.
Last two objectives are related to the prominent inventors in Canadian biotechnology
clusters and their roles in the innovation networks. Chapter 7 presents innovative
methodologies for the identification of the knowledge gatekeepers in the collaboration
network. The last aim concerns the star scientists. Chapter 8 searches for different ways
for their identification and studies their geographical and network positions. Finally,
Chapter 9 concludes, describes the contributions to the advancement of knowledge and

proposes several avenues for future research.



The main approach of the thesis consists in the creative exploitation of the large
amounts of information extracted from the patent database of the United States Patent
and Trademark Office (USPTO). The information is used to describe the creation of
biotechnology and nanotechnology innovation in Canada and to build the innovation
networks based on the patent co-inventorship links. The methods of social network

analysis are used to create, characterize and evaluate these innovation networks.

The sectors selected for the analysis are biotechnology and nanotechnology. They
belong among Canada’s most dynamic sectors and provide a significant contribution to
science advancement and innovation, thousands of jobs, as well as large exports. This

makes the subject of this research very important for Canada.



CHAPTER 1

LITERATURE REVIEW

The objective of this survey is to introduce the main topic of the thesis by reviewing
the relevant research work from the literature. It is divided into three main sections,

focusing on different research area of the principal research theme:

The first section introduces the concept of clusters, provides a basic rationale behind
the clustering phenomenon and offers a survey of the published findings regarding the

performance of the firm in a cluster.

In the second section, the topic of localized knowledge spillovers is presented in
detail. The starting point here is the review of the literature pertaining to the knowledge
production function and to the most researched and relevant aspect of knowledge
spillovers — their localization effect. This is followed by a discussion on public science
(public research), as a main source for the knowledge spillovers. A review of knowledge
properties is presented afterwards in order to help better understand the various
mechanisms leading to the generation of knowledge spillovers. The section also
provides a survey of the critical papers reassessing some of the main ideas regarding
knowledge spillovers theory and their localization effect. Finally, the topic of

diversification and specialization externalities is introduced.

The third section is devoted to the publications pertaining to innovation networks.
The concept of collective invention is first discussed, then the literature studying the
structure of the networks of innovators and inter-firm collaborative networks is
reviewed. The survey of research concerning the key individuals in the network - the

brokers and gatekeepers — concludes this section.



1.1 Clusters

A cluster is defined by Porter (1998) as a geographic concentration of
interconnected companies, specialised suppliers, service providers, firms in related
industries, and associated institutions (for example, universities, standards agencies, and
trade associations) in particular fields that compete but also co-operate. Nevertheless, the
use of the term “cluster” is not completely standardized. The above definition is vague
and flexible in terms of geographical scale and internal socio-economic dynamics, which
gives rise to a wide range of interpretations found in the literature. Martin and Sunley
(2003) claim that “clusters have no essential self-defining boundaries, whether in terms
of inter-sectoral or inter-firm linkages, information networks, or geographical reach. The
notion is so generic that it is used as a sort of cover term to a whole assortment of types

and degrees of industrialized localization.”

Table 1-1 shows some instances of distinct definitions which Martin and Sunley
(2003) encountered in the literature. For example, the definition of the cluster may be
based solely on the geographical dimension (Definition 10). Much more common
however is to define the cluster both by the proximate location of firms and by the
similar or related type of industrial fields (Definitions 1, 2, 5 and 6). Many definitions
stress the importance of linking, relationships or interconnections among the companies
within the cluster (Definitions 1, 3, 4, 7, 8, and 9). Out of these definitions, some
(Definitions 4, 7 and 8) even do not require the condition of a geographical proximity,
since it is the high degree of collaboration or interdependence which seems to be playing
much more important role. Martin and Sunley (2003) suggest that the ambiguity in the
definitions has allowed different analysts to use the idea cluster in different ways to suit

their own purposes.



Table 1-1: Examples of definitions drawn from the literature by Martin and Sunley (2003)

Definition # Definition

1

10

“A cluster is a geographically proximate group of interconnected companies and associated
institutions in a particular field, linked by commonalities and complementarities”.

“The more general concept of ‘cluster’ suggests something looser: a tendency for firms in
similar types of business to locate close together, though without having a particularly important
presence in an area.”

“A cluster is very simply used to represent concentrations of firms that are able to produce
synergy because of their geographical proximity and interdependence, even though their scale of
employment may not be pronounced or prominent.”

“Economic clusters are not just related and supporting industries and institutions, but rather
related and supporting institutions that are more competitive by virtue of their relationships.”

“Clusters are here defined as groups of firms within one industry based in one geographical
area.”

“A cluster means a large group of firms in related industries at a particular location”.

“We define an innovative cluster as a large number of interconnected industrial and/or service
companies having a high degree of collaboration, typically through a supply chain, and
operating under the same market conditions.”

“Clusters can be characterised as networks of producers of strongly interdependent firms
(including specialised suppliers) linked to each other in a value-adding production chain.”

“The popular term cluster is most closely related to this local or regional dimension of networks

. Most definitions share the notion of clusters as localised networks of specialised
organisations, whose production processes are closely linked through the exchange of goods,
services and/or knowledge.”

“A regional cluster is an industrial cluster in which member firms are in close proximity to each
other.”

1.1.1 Clustering benefits and costs

The original theories about the emergence of clusters come from Marshall

(1890); however, the basic idea behind the clustering mechanism was explained by

Krugman (1991). He has defined three sources of geographical concentration of

industries, which stimulate entry into regions that have previously accumulated a large

number of firms, as labour market pooling, availability of intermediate inputs and

knowledge spillovers. These sources represent the supply-side benefits of clustering,

because they refer to the production process of a firm. The existence of a pool of labour

specialized in particular technical or scientific knowledge and skills can significantly

lower the company’s search and transaction costs in recruiting within cluster. A cluster



attracts companies, which in turn create more specialized labour in that cluster. As a
consequence, attracting talented people from other locations to such clusters becomes
even easier and their search and recruitment cheaper. In some industries these economies
of labour pooling may create a decisive competitive advantage (Porter, 1998). A
specialized supplier base, which provides a company with an efficient way to obtain
many important specialized inputs, is usually present in every developed cluster.
Specialized inputs are any inputs of equipment, research tools and related technologies
that need to be tailored and developed for a particular market (Prevezer, 1997). Locating
near a pool of the specialized inputs allows a firm to obtain a much greater variety of
those inputs and at lower costs. Knowledge spillovers are the third and the most
discussed of the supply side benefits. Knowledge spillovers can be defined as “positive
externalities of scientific discoveries on the productivity of firms which neither made the
discovery themselves nor licensed its use from the holder of intellectual property rights”
(Zucker et al., 1998a). Knowledge and information flow more easily between firms
located in a cluster than over long distances (Audretsch and Feldman, 1996) and firms
therefore locate close to the sources of spillovers that are essential to their activity. Other
important agglomeration benefits of the location in a cluster are sharing a physical
infrastructure and communication technologies. Also, decreased transportation costs of
inputs needed by the firms to produce their own product or lower transportation costs to
the consumer markets are additional positive effects, which may help explain the

existence of clusters (Porter 1998).

Baptista and Swann (1998), who surveyed the factors that enhance and cause
clusters, distinguish four benefits at the demand side. These are strong demand, market
share gain, lower search costs and customer’s feedback. Clusters may arise at places
with strong local demand, which is often deriving from the related industries present in
the cluster. Local demand and a great market may attract companies from the same,
similar or complementary sectors. Firms within one sector may gain market share from

locating close to other established firms. By moving closer to their rivals, companies
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may capture the share of the market that is serviced by the competitors. The existence of
a cluster decreases search costs for customers, because clusters of firms allow customers
to assess and compare firms and their products more easily. Certain specialized
companies with differentiated goods may find it very advantageous to move to the
cluster in which they could be more easily spotted and discovered by the customers.
Firms located near customer markets can also exploit information flows of important
customers, who could become a good source of innovation ideas. For example, the firms

may decide to provide additional customer services according to the customers’ wishes.

Since this set of advantages is relatively immobile, firms choose to move from
other locations to existing clusters in order to capture the benefits. This creates further
positive feedback for other companies and leads to the growth of clusters through a self-
reinforcing process. The benefits from clustering are, however, limited by the negative
effects, which are increased competition, the congestion effects or technological
discontinuities (Baptista and Swann, 1998). More intense competition between firms
within a sector in producing the same product will drive down pricing power of the
companies, which will lead to the reduction of the firm’s. profits, sales, etc. Congestion
effects can cause increased prices of housing, wages or land rents, and consequently
increased production costs and lower profits. Overgrown clusters may generate other
negative externalities, for example due to the increased pollution or overcrowding. The
technological discontinuities, which occur when new technologies appear and the old

ones are taken over, may lead to the decline and even the death of the cluster.

1.1.2 Performance of the firm in cluster

There is a great amount of work focusing on the dynamics of cluster generation.
Many models that study the influence of the strength of the industrial cluster on the
performance of the company located in a cluster were developed and presented in the
econometric literature. There are three signals of a successful cluster according to Porter

(1998): rapid firm growth, new firm entry and innovation. The following studies model
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the firm’s growth, entry or innovative activity as a function of the strength of the cluster

in which it is located and evaluate the effects of clustering.

The growth of incumbent firms in a cluster was examined by Swann and
Prevezer (1996) using data from two industries: computing and biotechnology. For both
industries they found that company growth is promoted by industry strengths in its own
sector, while the role of the strength in other sectors or in the science base was found
negligible. Baptista and Swann (1998) continued this research focusing on the same two
industries and confirmed the previous results regarding faster firm growth in its own
industry clusters. Furthermore, they found that firms located in clusters that were strong
in other industries did not grow faster and sometimes might even grow slower. This is
suggested to be an indication of congestion effects that outweigh any possible benefits
coming from diversification within clusters. This agrees with the results of Beaudry
(2001) who studied the relevance of the conclusions from these studies in the context of
the aerospace industry in UK. She confirms both the positive impact of own-sector
clustering and the negative impact of other-sector clustering on firms’ growth rate in
most industrial sectors. In a study on clustering in the US and UK computer industries
Baptista and Swann (1999) again validated the previous findings. They also added that
firms in generally strong clusters tend to grow faster.

Swann and Prevezer (1996) also studied the firm’s entry to the cluster and found
distinct results for computing and biotechnology industries. They discovered some
important cross-sectoral effects that promoted entry to the computing industry, while in
biotechnology these cross-sectoral effects were more limited. Moreover, it is argued that
new firms in biotechnology are strongly attracted to the presence of a strong science
base at the location, which was also confirmed by Prevezer (1997). Her other interesting
finding was that new companies were attracted by the entry of other new companies,
except in their own industrial sectors. Prevezer argued that the prospect of competition
at a location within its own sector acts as a deterrent to a new firm from setting up at that

location. In addition, she observed that clusters of biotechnology firms develop only in
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particular sectors of the industry. This is consistent with the results of Baptista and
Swann (1999) who observed that in both the US and UK computer industries, new
companies are attracted by industry strength in particular sub-sectors in a particular
region, and also with the findings of Beaudry’s (2001) research on clustering in the UK
aerospace industry, where she observed that some sub-sectors of the industry attract new
entry while others are only attracted. The results from both computing and
biotechnology industries studied by Baptista and Swann (1998) confirm that the
strongest attraction effects are across sub-sectors of each industry. Finally, Baptista and
Swann (1999) also found that the clusters that are more likely to attract new entrants are
usually the strong ones. By entry of new firms the cluster thus becomes even stronger
and attracts more other firms. It is argued that this cluster self-reinforcing effect could
start out of the emergence of one strong firm. Wolfe and Gertler (2004) emphasize the
importance of an anchor firm for the cluster and give practical examples when entire
clusters developed out of the formation of one or two critical firms. The anchor firms

attract both allies and rivals to the region to monitor the activities of the dominant firm.

The research evaluating the effect of clustering on the innovation rate has shown
similar results as the previously discussed studies on the firm’s growth in clusters. Both
the positive effect of own-sector clustering and the negative impact of other-sector
clustering on the number of generated innovations were observed by Baptista and Swann
(1998) in biotechnology and computing, by Beaudry (2001) in aerospace industry and
recently also by Beaudry and Breschi (2003). Moreover, the latter article emphasized
that clustering in itself will not necessarily lead to higher innovative performance. The
authors observed that the probability of innovation for a firm is much higher if it is
located in a region with a large accumulated stock of knowledge. The cumulative nature
of the innovative activity has been suggested also by Arthur (1990) who claimed that a
key aspect of the effect of clusters on a firm’s innovative activities is the accumulated

stock of knowledge in a particular area. This is also in agreement with Lamoreaux and
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Sokoloff (1997) who also observed that inventive activity will tend to concentrate in

locations where invention rates had long been high.

The observation that innovative activities are strongly geographically
agglomerated has thus led many researchers to investigate the likely causes of this
phenomenon. The following section discusses localized knowledge spillovers as a key

explanatory factor of local clustering.

1.2 Localized knowledge spillovers

Authors of econometric studies of the geography of innovation have frequently
claimed that localized knowledge spillovers are a key explanatory factor for the
geographical concentration of innovative activity (Dahl and Pedersen, 2004). Localized
knowledge spillovers can be defined as knowledge externalities bounded in space, which
allow companies operating nearby key knowledge sources to introduce innovations at a
faster rate than rival firms located elsewhere (Bresch and Lissoni, 2001b). Knowledge
developed in a cluster or industrial district flows more easily within it, but more slowly
outside and across its borders. And since geographic proximity reduces the cost of
accessing and absorbing knowledge spillovers, the innovative activity will tend to
geographically concentrate close to agglomerations of the mentioned infrastructure in

order to benefit from spillovers (Bresch and Lissoni, 2001a).

1.2.1 The concept of the knowledge production function

A fundamental issue which remains unresolved in the economics of technology
is the identification and measurement of knowledge spillovers coming from research
activity, specifically the extent to which a firm is able to exploit economically the
investment in research made by other party, as university, public research institution or
another company. The traditional way of providing evidence of the existence of the

knowledge spillovers has used the knowledge production function.
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The model of the knowledge production function, formalized Zvi Griliches
(1979), simply states that innovative output is a function of innovative inputs. The most
important source of new knowledge is considered to be R&D, other factors are human
capital - a skilled labour force, scientists and engineers. The degree of innovative
activity is therefore a function of the amount of R&D expenditures and human capital

inputs.

The unit of observation for estimating the model of the knowledge production
function could be at the level of countries, industries, clusters or enterprises. However,
empirical estimation of the model of the knowledge production function was found to be
stronger at broader levels of aggregation such as countries or industries. If the unit of
observation is countries, the relationship between R&D and patents is very strong (the
most innovative countries as Japan, USA or Germany have also high investments in
R&D). Also for the industry as an observation unit, the link is very strong: the most
innovative industries, computers, instruments and pharmaceuticals, are also R&D
intensive. However, if tested for the firm as an observation unit, the link between
innovative input and output becomes only weakly positive, non-existent or even
negative (Audretsch, 1998). Formal R&D is usually undertaken by the large and
established corporations, but some studies (Acs and Audretsch, 1990; Audretsch, 1995;
Scherer, 1991) have documented that small and new firms that do not carry out much of
the formal R&D themselves still generate a substantial innovative activity, especially in

newly emerging industries such as biotechnology and computer software.

An explanation for the disproportionate share of new product innovations of
small firms (given their low R&D expenditures) has recently emerged in the economic
literature. It is suggested that it is from other, third-party firms or research institutions,
such as universities or governmental laboratories conducting R&D, where new
knowledge may spill over and innovative firms with little or no R&D may appropriate

the knowledge inputs. The following section briefly summarizes important findings
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which suggest that investments in R&D by private corporations and universities “spill

over” for third party firms to exploit.

1.2.2 Localization effects of knowledge spillovers

Several researchers provided empirical evidence that location and proximity are
an important factor in exploiting knowledge spillovers. Jaffe (1989) was the first one
who found a sign of the existence of localized technological spillovers from academic
institutions into local enterprises. He modified the knowledge production function
introduced by Griliches (1979) and shifted the model of production function from the
unit of observation of a firm to that of a geographical unit. He showed that the number
of patents of each US state for each technological area is a positive function of the R&D
performed by local universities. The knowledge production function used together with
Jaffe’s geographic coincidence index for analysis of local spillovers then became a
common tool for the study of the localization effects of knowledge spillovers and effects
of local university research on the innovative activity of the companies. The following
studies all use this framework. Acs et al. (1992) carried out a similar research as Jaffe
(1989) focusing on electronics and mechanics industry sectors. They introduced the
measure of innovation counts using US Small Business Database (SBA) and proposed it
to be a better indicator of innovative output than previously used patents (For discussion
on patent counts as innovative indicator see 1.4.1, for innovation counts see 1.4.2) They
also confirmed that university research has a strong effect on patenting of enterprises.
The findings of Acs et al. (1994) suggest that the innovative output of all firms rises
along with an increase in the amount of R&D inputs, both in private corporations as well
as in university laboratories. However, they observed that knowledge spillovers are not
homogenous across firms and proposed two different knowledge production functions,
one for large firms and one for small ones. Audretsch and Feldman (1996) changed the
focus from the product dimension to a geographic or spatial dimension and showed that

the R&D intensity of the industry is positively influenced by the geographical
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concentration of the innovation output. They also concluded that knowledge externalities

are more prevalent in industries where new economic knowledge plays a greater role.

Several authors afterwards confirmed that the innovative activity has a
propensity to cluster spatially and suggested the existence of the knowledge spillovers,
still using the knowledge production function concept. Anselin et al. (1997) introduced
the use of metropolitan statistical areas (MSA) in the framework of knowledge
production function. They refined Jaffe’s geographic coincidence index for analysis of
local spillovers and proposed the research concept that provides an evidence of the
effects of localized knowledge flows on regional innovation. They found the indication
of geographic spillovers from university research to innovations and indirectly to
industry research. The authors observed that spillovers from university research
extended over a range of 50 miles from innovating MSA, but not with respect to private
R&D. Acs et al. (2002) extended their previous work (Anselin et al., 1997) and
confirmed their results about the existence of the localized knowledge spillovers. The
central finding of their paper was that the two measures of technological change (patents
and innovations) produce very similar results in regression models of regional spillover
activity. Similar method is used by Fisher and Varga (2003) to investigate the effect of
university research on patenting in Austrian political districts. Their results provide
evidence of mediated knowledge spillovers from university research to the production of
regional knowledge. Spillovers cross political districts and clearly decrease in intensity
with distance. Kelly and Hageman (1999) showed a strong spatial clustering of the
patenting activity using different methodology. They developed a quality ladder model
and found that innovation exhibits strong spatial clustering independently of the
distribution of employment. They concluded that the innovative performance of the state

1s greatly influenced by the existence of knowledge spillovers.

Another stream of research on knowledge spillovers focused on tracking the

knowledge flows (usually from academic research into corporate R&D) with the use of
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the patent citations as a representation for knowledge spillovers (for more information
regarding the use of patent citations and their use as indicators of knowledge spillovers
see 1.4.1). The following studies show evidence of a localization effect of patent
citations, implying that knowledge diffusion is geographically localized. Jaffe et al.
(1993) found that patent citations tend to occur more frequently within the state in which
they were patented than outside that state, which means that innovative firms are more
likely to quote research from a co-localized university that conducts relevant research,
than from similar universities located elsewhere. However, they also found evidence that
geographic localization fades over time. Jaffe and Trajtenberg (1996) developed a model
of the process generating subsequent citations to a patent to represent knowledge
diffusion. The results indicate that knowledge diffusion is geographically localized. The
research of Almeida and Kogut (1997) examined the innovative ability of small firms
and the geographic characteristics of spillovers using the patent citations. Their findings
revealed that small firms are tied into regional knowledge networks to a greater extent
than large firms, and that knowledge spillovers are highly localized. Maurseth and
Verspagen (1999a) used patent citations to study the knowledge flows between the
regions and confirm that the number of citations rapidly decreases with distance.
Maurseth and Verspagen (1999b) found an evidence of national barriers to citations.
They observed that citations occur much more frequently between regions within
national states than to regions belonging to other countries, which was also confirmed by
Jaffe and Trajtenberg (1996). Verspagen and Schoenmakers (2000) extended the work
of Maurseth and Verspagen (1999a) and tested for the proximity effect by measuring
geographical distance at the level of firms, using data on the location of inventive
activities of the firms. They again validated the geographic proximity effect of patent
citations. Further research was carried out by Jaffe et al. (2000), who surveyed a number
of inventors. They also found clear evidence of a localization effect of patent citations,

meaning that knowledge diffusion is geographically localized.
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Previous research has shown that the localization effects of knowledge spillovers
vary across industries. It is argued that the importance of tacit knowledge in the industry
is one of the factors that determine the industry concentration. Audretsch and Feldman
(1996) found that a key determinant of the extent to which location of production is
geographically concentrated is the relative importance of new economic knowledge in
the industry. They concluded that in industries where new knowledge plays a crucial
role, innovative activity tends to cluster in locations where key knowledge inputs are

available.

Prevenzer (1997) carried out a study to identify the forces of attraction to new
companies to a cluster in biotechnology sector, which is an industry based almost
exclusively on new knowledge. They found that unlike the companies in other industries
the biotechnical firms tend to cluster together in only several locations. The main agent
of attraction to new firms to enter the biotechnology industry is identified as the
presence of a strong science base at that location. Audretsch and Stephan (1996) support
these findings when they examine the geographic relationships of scientists working
with biotechnology firms. They suggest that specific role played by the scientist shapes
the importance of geographic proximity in the link between firm and the scientist. When
the scientist’s role includes a transfer of tacit knowledge, local proximity is much more

important than if the knowledge is codified.

1.2.3 Knowledge flows from public science (public research)

Public science (or public research) in this thesis is understood to be the
knowledge that originates from universities, research institutions, government
laboratories, etc. It is widely accepted that public sector research makes a significant
contribution to growth by supplying basic non-market oriented scientific knowledge that
the private sector has weak incentives to produce. Recent research (McMillan et al.,
2000) has shown that the overall US industrial base relies heavily on external sources of

knowledge centers, on public science. Narin et al. (1997) found out that during 1993-
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1994, 73% of the scientific papers by US industrial patents were from public science
sources, while only 27% were authored by industrial scientists. The role of public
science is crucial specifically in certain industries. For example, Zucker and Brewer
(1994) claimed that science was in fact an external stimulus to the founding of the
biotechnology industry. Biotechnology originated from a series of scientific discoveries
and the science base has remained a critical source of innovation in this field (Prevezer,

1997).

In recent years there has been a great deal of interest in the process by which
firms benefit from externally performed research and development, and the extent and
importance of such spillovers. In the following sections the aim is to present a review of
the literature which concerns the knowledge flows from public science into the private

sphere.

1.2.3.1 Science and technology environment

Dasgupta and David (1994) described the differences between the social
organization of the worlds of science and technology: Science is characterized by
publication, supported by a priority-based reward system and exists mainly in research
universities. This is a contrast with the world of technology in which ideas are produced
for economic objectives and encoded in patents and other modes of protection to
facilitate appropriability. Balconi et al. (2004) emphasizes the difference in openness of
the two environments. Within the world of technology, the results, instruments and
methods are shared with other researchers, but not outside organizational boundaries.
Communication with rival companies is monitored and restricted and codification efforts
are delayed as long as possible. By contrast, each group of academic scientists belongs
to a wide community of researchers of the same field and contributes to expanding,
codifying and securing the reliability of scientific knowledge. Murray (2002) reached

similar conclusions when her research showed that the scientific and technical networks
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are quite distinct. They differ in several aspects including size, workforce, institutions

and the nature of collaboration.

Despite the differences in the world of science and world of technology,
scientific and technological ideas in fact éo-evolve. Murray (2002) analyzed the
dynamics of such co-evolution and discovered that the co-mingling is carried out mainly
through firm founding, licensing, consulting and advising, and not through co-publishing
or citations, as was predicted. Only few key scientists publish across industry-academic
boundaries and firms in fact do not participate in science. Zucker et al. (1998a) confirm
that especially among scientists it is commonly thought that the very best scientists are
unlikely to be involved with the firms or to patent their discoveries. Dasgupta and David
(1994) also point out that knowledge transfers from university-based open science to
commercial science are quite inefficient. Part of this inefficiency is a consequence of the
constant friction between academic institutions who desire publication and the
establishment of priority, and corporate research sponsors who wish to defer disclosure
until appropriate mechanisms such as patent can be employed to protect the future

economic returns of an innovation.

1.2.3.2 Academic research

Industrial innovation relies heavily on sources of basic scientific knowledge
coming from university research. In his study based on data obtained from 76 firms from
7 industries, Mansfield (1995) found that about 11% of their new products and about 9%
of the new processes could not have been developed without the findings of recent
academic research. In the absence of the academic research there would be substantial
delay and much higher costs, which would often make the new product development
economically undesirable. Mansfield (1998) continued his research with a focus on the
change in trend over time and reports an increase in the percentage of new products and
processes based on academic research in 1986-1994 relative to 1975-1985. Research by
Acs et al. (1992, 1994) and others also confirms that technological change in important

segments of the economy has been based significantly on academic research.
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Geographical proximity to universities gives direct access to individuals that can
efficiently turn information into usable knowledge, making commercial control over a
technology easier and faster. New knowledge and technological-based firms have
therefore a high propensity to locate close to universities. It is presumed that they do so
in order to access knowledge spillovers coming from the academic institution.
University spillovers are defined by Harris (2001) as externalities towards firms, for

which the university is the source of the spillover but is not fully compensated.

Jaffe (1989) constructed a model to identify the contribution of university
research to creating innovation. His statistical results provide evidence that corporate
patenting at the state level depends on university research spending. Not only patent
activity increases in the presence of high private corporate expenditures on R&D, but
also as a result of research expenditures undertaken by universities within the state.
Liebeskind et al. (1996) explored the situation in the biotechnology companies. They
concluded that companies who engaged in joint research and publishing with academic
institutions were more effective at sourcing new scientific knowledge than those who

did not have joint activities.

However, Mansfield (1991) was initially hesitant to acknowledge the importance
of the local university for the corporate research. He surveyed industrial R&D
employees about university research from which they benefited. He found that even
though there was some tendency to cite local universities even if they were not the best
in their field, they most often identified major research universities. Nevertheless,
Mansfield (1995) later extended his research and identified more precisely the factors
that determine how much the university research contributes to innovation in the
companies. He found out that the extent of the contribution is related directly to the

quality of the university faculty in the relevant department, to the size of its R&D
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expenditures in relevant fields and to the proportion of the industry members located

nearby.

The current research concerning knowledge flows from academia and university
spillovers focuses on the propensity of a new firm to locate within a close proximity to
the university. Audretsch and Lehmann (2005) and Audretsch et al. (2005) identified the
factors that increase the attraction power of the universities for the new firms and their
influence on the locational strategy of a firm. The empirical evidence provided by
Audretsch and Lehmann (2005) suggests the number of firms located close to a
university is positively influenced by the knowledge output of a university, which
confirms the mentioned findings of Mansfield (1995). The authors also claimed that the
universities located in the region with a high regional investment in knowledge tend to
attract more technology startups. The results of Audretsch et al. (2005) show that the
impact of university output on new firm location is sensitive to both the type of
knowledge and the mechanism used to access that knowledge. They found that new
firms do not have a high propensity to locate within close proximity to universities with
a high research output in the natural sciences, while the propensity is much higher for
the universities which focus on the research in social sciences. It is explained by the
properties of knowledge in natural sciences, which is much more codified and therefore
distance insensitive, whereas knowledge transmitted through published research in the
social sciences is more tacit, leading new firms to locate closer to the university in order
to access the knowledge spillover. The results were however opposite when they
examined another spillover mechanism, which is human capital. New firms tend to
locate more closely to universities with a large output of students in the natural sciences;
but that does not hold for social sciences. The authors explain that this is caused by the
fact that human capital in the natural sciences is more specific and less general than in

the social sciences.
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The intensity of the university spillovers flowing into the companies is not
influenced only by the characteristics of the university and the research that is conducted
there, but it also depends on the size of the firm which is the recipient of the spillovers
from knowledge generated in the R&D centers of the universities. The findings of
already mentioned research conducted by Acs et al. (1994) provide substantial empirical
evidence that spillovers from university research laboratories are more important in
producing innovative activity in small firms, whereas corporate R&D is a relatively
more important source for generating innovations in large firms. This agrees with Link
and Rees (1990) who reported that small new entrepreneurial firms tend to benefit more

from university research spillovers than larger and established corporations.

1.2.3.3 Nature of university research as evidenced by patent data
There is a stream of the economics of innovation literature that focuses on the

study of patenting, patents and patent citations. The many advantages of the use of
patents to evaluate innovative activity and more detailed analysis of this method could
be found in section 1.4. The following findings are the results of the works which
studied the patent data as a manifestation of inventive activity in order to determine and

analyze the nature of research and development in universities.

University patenting is in fact insignificant, compared with the patenting of
companies and other institutions. Trajtenberg et al. (1997) stated that university patents
account for a very small fraction of all patents, for example in 1990 it was only 1.2% of
all patents granted in the U.S. that year. However, the R&D performed by academic
institutions in the US constituted in the same year 11.4% of total R&D share
expenditures. This suggests that the patenting activity of universities per dollar of R&D
expenditures is very low, but is explained by the distinct nature of academic research

(basic research) and incentives in academia (preference of scientific articles).

As for the evolution of the patenting over time, Henderson et al. (1998b) have

studied the pattern of university patenting in the U.S. in the period of 1965-1988 and
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have shown the number of university patents increased. They suggest that this increase
in university patenting probably reflects an increased rate of technology transfer to the
private sector. At the same time, however, the steady growth in university patenting has
been accompanied by a steady fall in the average quality of university patents, whose
relative importance has declined. Before about 1985, university patents on average were
much more highly cited than other patents, this difference, however, almost disappeared
by the late 1980s. According to the findings of Hicks et al. (2001), since 1993 university
patents are less frequently cited than US company patents, and since 1999 they are even
less cited than an average patent. Henderson et al. (1998a) explained that the decline in
relative quality of university patents has been probably driven by a reduction in the
standards for patenting as incentives changed. Bayh-Dole Act passed in 1980 gave
universities the right to retain the intellectual property rights to all the inventions, and
their propensity to patent consequently increased. Instead of patenting only their most
significant innovations universities have moved on to patent less significant research

output as well.

University patents are highly concentrated in the hands of relatively few
academic institutions: ten universities with highest number of patents received over 50%
of all patents (Trajtenberg et al., 1997). Henderson et al. (1998b) stated that the top 20
universities received about 70% of the total number of patents granted to academic
institutions, and MIT alone accounts for 8% of these patents. In fact, according to Hicks
et al. (2001), MIT is the largest producer of patents in Boston and Harvard the fifth
largest, while in San Francisco the University of California is the second largest patentee
and Stanford the ninth. Although university patents form a small percentage of total
national patenting, universities dominate patenting in some of the most economically

vibrant large cities.

In addition, the university patents are also concentrated in a relatively small

number of fields. At least 25-30% of university patents belongs to patent classes related
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to biological and medical sciences, which commanded 45% of all academic R&D in
1980 (Trajtenberg et al., 1997). This agrees with Hicks et al. (2001) who confirm that it
is in health technologies where universities achieve their most significant patenting
presence (with a 15% share of the combined patenting from universities, government
and industry).

The nature of the research done at academic institutions is widely assumed to be
more basic, while private institutions are usually engaged in more applied efforts.
Trajtenberg et al. (1997) defined about 65% of the university research as basic research,
30% as applied research and just 5% as development (in 1992). The findings of Jaffe
and Lerner (2001) are in general agreement with these numbers, since they claim that
two thirds of the university research is basic research, while it is about 40% of all federal
lab research. The prevalence of the basic research in universities was also confirmed by
Trajtenberg et al. (1997) who suggested that university research is located closer to the
origin of the innovation path. They found that compared to the inventions patented by
universities, the corporate innovations rely on a higher number of preceding inventions
which are of higher economical value. University research relies relatively more on
scientific (non-patent) sources than corporate research. These findings imply the
basicness of the university research. Until recently, the basic nature of the academic
research could have been also confirmed by the fact that university inventions were
more cited and thus used more for further applications. Jaffe and Trajtenberg (1996)
carried out a study on the fertility of university patents and found that they were more
highly cited than corporate and federal patents. However, as the latest results (Hicks ez

al., 2001) suggest, this is no longer true.

1.2.3.4 Governmental research
A federal research institution is an institution, which is operated by, or receives

most of its funding from, the federal government. Federal research institutions are an
important part of the U.S. research infrastructure. In 1995 in the U.S. 41% of federal
spending on R&D was performed by federal research institutions, while universities

received only 21% of federal research expenditures (Jaffe et al., 1998). Jaffe and Lerner
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(2001) stated that in the period of 1955-97, only 24% of the total federally funded R&D
took place in academic institutions, whereas the majority of the research activities were
in fact performed in governmental laboratories. Therefore it seems surprising that the
university research has been studied intensively, while there is not a lot of published

literature dealing with governmental laboratories.

The nature of R&D of federal research institutions is mission-oriented, and
therefore they usually have a lower propensity to patent. Jaffe et al. (1998) found that
the governmental research institutions generate many fewer patents per dollar of R&D
than the private sector. Moreover, the governmental inventions which get patented do
not seem to be of a very high economical value. The findings of Jaffe and Trajtenberg
(1996) in their study on the patent fertility suggest that in the U.S. the federal
government patents are significantly less highly cited than corporate patents, which are
less cited than the university patents. Nevertheless, the patents generated by federal

research institutions are usually cited for a longer period of time.

Jaffe et al. (1998) examined the patenting behaviour of NASA and other federal
agencies over the last several decades, together with the average impact of these patents.
They found an evidence of increased patenting activity by these agencies in the last
decade; however they did not find any evidence that the increase in federal patenting
would be associated with the decline in the average impact of the federal patents. This is
not analogous with the already discussed findings of Henderson et al. (1998b) which
found an increase in patenting by universities since the early 1980s accompanied by a
significant decline in the average impact of university patents. The findings of Jaffe et
al. (1998) are supported by Jaffe and Lerner (2001), who investigated the
commercialization of publicly funded research in the U.S. national laboratories. They
conclude that the policy reforms in the US in 1980s had dramatic and positive effects on

technology commercialization and caused patenting to increase sharply, but the overall
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increase in patenting of national laboratory institutions was not associated with an

overall decline in quality, as is the case of universities.

1.2.3.5 Absorbing knowledge spillovers
Cohen and Levinthal noted in two articles (1989 and 1990) that firms which want

to take advantage of research conducted outside their organizational boundaries may
need to invest in “absorptive capacity”, which is explained as a need to accumulate the
knowledge, skills and organizational routines necessary to identify and utilize externally
generated knowledge. Cohen and Levinthal define absorptive capacity as “the ability of
a firm to recognize new information, assimilate it, and apply it to commercial ends”. The
authors suggested that since an innovation process in a company is comprised of both
internal and external elements, the exploitation of basic scientific discoveries requires an
organization to continuously learn from beyond its boundaries. Most of the studies
describing the dependence of organizations on external knowledge to enhance their
studies consequently focus on “absorptive capacity” model defined by Cohen and

Levinthal (1990).

Henderson and Cockburn (1996) agreed with the absorptive capacity model of
Cohen and Levinthal (1990) and explored the idea further. They suggested that it may be
necessary not only to invest in basic research inside the firms, but also to hire the best
possible research personnel, which they call “star scientists”. They claimed that
increasing the quality of the human capital in the firm will improve internal research
productivity. However, the authors also showed that substantive difficulties in
measuring the quality of human capital make it difficult to estimate this effect precisely.
They proposed the idea to reward the researchers on the basis of their standing in the
public rank hierarchy (Henderson and Cockburn, 1994). They argued that firms that are
pro-publication in the sense that they promote researchers on the basis of their standing
in the scientific community are significantly more productive than their rivals, all other
things equal. They also claimed that this rewarding system is more efficient (cheaper),

because it forces researchers to publish and stay in touch with the state of knowledge in
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their field, and moreover, it is a powerful recruiting tool as well. Cockburn and
Henderson (1998) further expanded on these ideas and proposed that, at least in
pharmaceutical industry, it may be necessary not only to hire the best people and to
reward them on the basis of their ranking in the public rank hierarchy, but also to
encourage them to be actively connected to the wider scientific community. They found
the “connectedness™ to be significantly correlated with firms’ internal organization, as
well as their performance in drug discovery. The estimated impact of “connectedness”
on private research productivity implies a substantial return to public investments in
basic research. This idea is supported also in another important stream of work which
shows that in the case of biotechnology, both rates of firm founding and of new product
introduction are related to the connections of the companies to “star” university
scientists (Zucker and Brewer, 1994). This research will be summarized and the

phenomenon of star scientists analyzed in detail within the following section.

1.2.4 Knowledge spillover mechanisms

1.2.4.1 Knowledge properties, codification and localization
tendencies

Knowledge that spills over is considered to be a public good, which means that it
is not depleted when shared, once it is made public others cannot easily be excluded
from its use and thus it is freely available to those wishing to invest in searching for it
(non-excludability), and the incremental cost of an additional user is nearly zero.
Knowledge is inherently non-rival in its use, which means that it may be exploited by
more than a few users at the same time (Breschi and Lissoni, 2001b). Knowledge
developed for any particular application can therefore have economic value in very
different applications. The creation and diffusion of knowledge are likely to lead to

spillovers and increasing returns (Griliches, 1979).

The distinction between tacit and codified knowledge plays a central role in the

literature on knowledge spillovers. Tacit knowledge is “subconsciously understood and
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applied, difficult to articulate, developed from direct experience and action, and usually
shared through highly interactive conversation and shared experience” (Archer and
Wang, 2002). It cannot be easily transferred because it has not been stated in an explicit
form and its transfer is extremely sensitive to social context. Therefore, the diffusion of
tacit knowledge requires the existence of a community of people connected by social
links and sharing a common cultural background (Lissoni, 2001). All knowledge for
which “a codebook” is available can be classified as codified (Cowan and Foray, 1997).
Codified knowledge, on the other hand, can be more precisely and formally articulated.
It is described as general and abstract, because understanding it may require high
education levels and some personal contacts, even though no common social
background is necessary (Lissoni, 2001). Consequently, codified knowledge is easily
transferable outside its context of generation, and it can be transmitted through
information technologies and infrastructures over long distances, across organisational
boundaries and within complex networks at very limited cost and high speed (Cowan
and Foray, 1997). The codification of knowledge is a central concept in processes of

knowledge dissemination, transfer and retention.

It is also necessary to make a distinction between knowledge and information.
Information can be easily codified and has a singular meaning and interpretation. By
contrast, knowledge is vague, difficult to codify and often randomly recognized. While
the marginal cost of transmitting information across geographic space is invariant thanks
to the telecommunications revolution, the marginal cost of transmitting knowledge, and
especially tacit knowledge, rises with distance (Audretsch, 1998). Knowledge
codification is the process of conversion of knowledge into messages which can be then
processed as information. It is actually a transformation of knowledge into information
(Ancori et al., 2000). The codification process entails high initial fixed costs, but allows
agents to carry out certain operations at very low marginal costs; it is a knowledge
transformation into some systematic form that can be communicated at low cost (Cowan

and Foray, 1997).
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The concept of the tacit knowledge helps to explain the tendency of innovative
activities to be concentrated in space. A greater geographic concentration of innovators
could be expected if technological knowledge has a tacit nature and cannot be codified
through plans, instructions or scientific articles. This type of knowledge can be learned
only by everyday practice and use of technology, and informal personal contacts are
therefore necessary for its transmission. The use and transfer of new, non-codified
knowledge becomes the key to successful development especially when a technology is
in the early stages of its life-cycle, because then the knowledge is often very complex
and ever-changing. The more the knowledge base of an industry is simple and well
codified, the less important is geographical concentration for innovators. Nevertheless,
this also probably means that the technology has reached its maturity, and a smaller

number of significant innovations could be expected (Baptista and Swann, 1998).

1.2.4.2 Knowledge spillover mechanisms
The literature lists several types of links between firms and the scientific network

and consequently several modes for knowledge transfer. The mechanisms facilitating the
knowledge spillovers were identified as scientific research published in scientific
journals and patent documents, informal contacts and meetings, human capital either
embodied in students graduating from university or other workforce mobility, spin-offs
from university research and star scientists. Section 3 will analyze specifically the
available manifestations of scientific research, which are patents and scientific articles,
with a special focus on their use as econometric indicators measuring various aspects of
innovativeness. The current section will survey the literature regarding all the other

mentioned mechanisms of knowledge spillovers.

e Informal contacts
Firms located in clusters usually share common values, which are so important that the
firms form their own cultural environment, within which they are linked by specific

informal relations in a complex mix of cooperation and competition. In the standard
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notion of localized knowledge spillovers it is argued that these informal relations, social
links and meetings between employees of local firms and university scientists are the
main vehicles for knowledge exchange and a common spillover mechanism. Dahl and
Pederson (2004) studied the role of informal networks in the development of regional
clusters. They confirmed that informal contact between employees in different firms is
one of the main means of knowledge transfer between firms in a cluster. Their paper
examines empirically the role of informal contacts between engineers in a specific
cluster and concludes that the engineers share even quite valuable knowledge by
informal contacts. This confirms that informal contacts represent an important channel
of knowledge diffusion. These contacts are also suggested to be an efficient way to get
relevant valuable feedback while experimenting and testing different technological paths
in clusters of horizontally related firms. Maskell er al. (2002) suggest that the
experimenting firms can easily monitor, discuss and consider the paths taken by the
other firms, and in this way learn from the success and failure of others. By comparing
different solutions, selecting, imitating, and adding their own ideas they efficiently
participate in a continuous learning process. Maskell ez al. also analyzed the evolution of
informal contacts over time. They claim that the creation of informal networks of
contacts involves several phases, starting from relations and a transfer of knowledge
between two individuals and ending in the formation of entire networks. Development of
routines and conventions during repeated interactions leads to the decrease of costs of
future interactions, makes the relationship more stable, brings more trust and mutual
understanding and facilitates further informal contacts and interactions.

Several authors examined knowledge diffusion through informal channels within
the more formal mechanism of information trading. Von Hippel (1987) defined informal
information trading as “an extensive exchange of proprietary know-how by informal
networks of employees in rival and non-rival firms”. He analyzed informal know-how
trading through the framework of a “Prisoner’s Dilemma” and explained both the
presence and absence of informal trading of know-how between rivals in terms of

maximizing their profits. Von Hippel argued that employees provide information to
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colleagues from other firms with the expectation of the benefit of receiving valuable
information in return, either immediately or in future. Whether an employee reveals the
information depends on the competitive value of the information for his company,
availability of alternative sources of that information and on the proximity of the
information to a domain in which the involved firms compete. According to von Hippel,
informal know-how exchange between rival or non-competing firms is the most
effective form of cooperative R&D when the value of the know-how is too small to
justify an explicit negotiated agreement to sell, license or exchange. Schrader (1991)
found that the participation of the employees in informal information trading networks
has a positive impact on the economic performance of the firm. He recommends that
firms therefore should not discourage such transfers, but should instead attempt to make
their boundaries more penetrable. In addition, he claims that information trading also
promotes innovativeness of the firm. The firm can participate in the trading and acquire
valuable information externally only as long as the benefits outweigh the costs for a
trading partner. This forces the company to keep up with technical change and to support
internal technology development in order to be able to keep interest of the trading
partner. Hence, internal technology development and information trading are not

substitutes, but rather complements.

The results of empirical investigations of informal information trading of both
von Hippel (1987) and Schrader (1991) confirm that firms in the US steel minimill
industry routinely trade proprietary process know-how, sometimes even with direct
rivals. Their findings also show that the external contacts are important information
source for the employees. According to Schrader (1991), 85% of the employees reported
that, at least once during the year before the survey, they had been asked by a colleague

working in another firm for some specific technical information.
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¢ Mobility of human capital

Another important source of knowledge spillovers is human capital. There are two
mechanisms facilitating the knowledge spillovers embodied in the workforce. The
knowledge is either embodied in the students graduating from university and then
transferred from academia to industry, or in the highly qualified workers, which while

changing their jobs spill the knowledge over among the firms.

The employment of university graduates have been confirmed as one of the most
important channels for disseminating knowledge from academia to industry by Dasgupta
and David (1994), Varga (2000), Schartinger et al. (2001) and others. Moreover, the
importance of this knowledge transfer mechanism for localization of the firms near
universities has been proved. Saxenian (1994) argued that spatial proximity to
universities can generate positive externalities that can be accessed by the firm through
spillover mechanism of human capital, whereas Schartinger et al. (2001) claimed that
the amount of university educated human capital is one of the major factors influencing
firm location. It is explained by Audretsch er al. (2005) that proximity offers the
possibility of linking students to industry more efficiently, by providing industry and
students a pre-employment experience with each other. The authors’ findings showed
that universities with a high output of students tend to generate more knowledge-based

startups.

The mobility of skilled workers is suggested to be a major mechanism through which
technical and market knowledge flows locally (Breschi and Malerba, 2001; Breschi and
Lissoni, 2001b) and one of the most important mechanisms of knowledge spillovers
(Andersson and Ejermo, 2003). Workforce mobility also plays a significant role in the
localization of companies, as it had been argued by Keeble (1988) that the biggest
determinant of high-tech industry location in Britain is the spatial distribution of highly
qualified labour, and its residential preferences. Saxenian (1994) highlighted the benefits

of the high annual turnover rate among skilled personnel in Silicon Valley, which in the
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early 1990s was approximately 20-25%. She argues that by repeatedly changing jobs
these scientists, engineers and technical workers substantially contribute to the creation
of technology spillovers. In their study focused on the semiconductor industry Almeida
and Kogut (1999) examined the role of the mobility of the highly qualified technical
workers in the innovative process. The authors study the localization of patents coming
from the semiconductor industry and their results confirm that mobility of engineers
have an effect on the pattern of citation. Fosfuri and Ronde (2004) built a model of
cumulative innovation, where technology spillovers arise endogenously through labour
mobility. Their model predicts that in industries where clustering is driven by
technology spillovers, labour turnover is high and skilled workers receive, other things
being equal, higher wages. These findings were also confirmed by Zucker and Darby
(1996b) in their study on the patterns of innovation in the evolution of the biotechnology

industry.

o Company spin-offs
This section deals with spin-off companies and describes a specific case of the
labour mobility which arises when new uncommercialized knowledge serves as a source

for generating entrepreneurial opportunities.

The knowledge spillover theory of entrepreneurship was introduced by Audretsch
(1995). It states that as investments in new knowledge increase, entrepreneurial
opportunities will also increase, because new firms will be started from knowledge that
has spilled over from the source producing that knowledge. Specifically, when new
economic knowledge cannot be easily transferred to established firms, often because of
organizational factors, the holder of such knowledge will start a new firm. The reason
behind this spin-off firm creation is the effort of the worker to appropriate the potential
economic value of his knowledge through innovative activity (Audretsch, 1998). This is
how Audretsch explains that the small or new firms can exploit knowledge created by

expenditures on research in universities and on R&D in large corporations and how
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these companies are able to generate innovative output even if they are undertaking a
generally negligible amount of investment in their own R&D. Audretsch and Lehmann
(2005) extended this theory when they proved that the knowledge spillover theory of
entrepreneurship has a spatial component. Entrepreneurial activity that results from
investments in new knowledge will be spatially localized, because the start ups tend to

cluster within close geographic proximity to the knowledge source.

A large majority of new high-tech firms were founded as spin-offs from university
research or from other firms. For example; the study of Beaumont (1982) showed that
more than 90% of the initial studied locations were found within 40 miles of the
previous employer of the founder. This is evidence that the previous accumulation of

firms in a region provides it with a self-reinforcing advantage in attracting new entrants.

Link and Scott (2005) quantified university spin-off formations into a university
research park. Their study analyzed the determinants of the formation of university spin-
off companies within the university’s research park. The authors found that the
formation of the university spin-off companies is more common in older parks, in the
parks that are associated with richer university environments, in the ones that are

geographically closer to their university and that have a biotechnology focus.

e Star scientists

Compared to the previous sections, much more research has been done on the star
scientists as an important link between academia and science and a common spillover
mechanism. The research in this category is however frequently focused on
biotechnology, where the phenomenon is the most apparent. Star scientists in
biotechnology are for the purposes of the research defined by Zucker and Darby (1996b)
as the scientists with more than 40 genetic sequence discoveries or 20 or more articles

reporting genetic sequence discoveries by 1990.
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According to Zucker et al. (1998a), the majority of the scientists have very low
productivity. Most of the scientific output is typically produced by the top 1% or 2% of
all scientists working in a specific area. The star scientists are extraordinarily productive,
but they account only for 0.8% of all the scientists listed in GenBank through 1990.
Nevertheless, they are the authors of 17.3% of the published articles, meaning that their
productivity is almost 22 times higher than the average GenBank scientist (Zucker and
Darby, 1996b). It is therefore considered logical to focus on the scientific elite, their

collaboration with the industry and the localized effects it creates.

The evidence found in the literature shows that the relationship between scientists
and firms is symbiotic, as it contributes to the success of both star scientists and science,
and the success of the companies and their commercial objectives. Zucker et al. (1998a)
shed some light on the cooperation between the stars and the companies in the
biotechnology industry. Locally linked star scientists provide access to and information
about discoveries and advise the firm concerning their bioscience research. The results
of Zucker et al. (1998a) show that for all three identified measures of firm performance
(number of products in development, number of products in market and employment
growth) the collaborative research (evidenced by coauthored publications) has a
significant positive effect on the firm’s performance. Moreover, they claim that the
number of star-firm collaborations powerfully predicts success: for an average firm, five
articles coauthored by academic stars and the firm’s scientists imply about five times
more products in development, 3.5 more products on the market, and 860 more
employees. However, Zucker and Darby (1996b) reported that the importance of the
stars for the company is much lower in the later stages of the development when the new
techniques have already diffused widely. Moreover, the cdoperation of the company
scientists with the star scientists outside their organization is less desirable if the value of
the research in question is high. Zucker et al. (1996c) also relate the collaboration
network structure in biotechnology to the value of the information in the underlying

research project: the more valuable the information, the more likely the collaboration is
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confined to a single organization. As the expected value of research increases, star
scientists are more likely to collaborate with scientists from their own organization.
Diffusion of discoveries to other scientists decreases as the share of within-organization

collaboration increases.

The positive effect of the collaboration between the stars and the companies is also
reflected in the higher scientific productivity of the stars. Zucker and Darby (1996b)
suggested that stars with commercial ties publish at higher rate before, during and after
those ties. Moreover, scientific articles by stars collaborating with or employed by firms
have significantly higher rates of citation than articles written by pure academic stars or
other articles written by the same stars before or after the collaboration. The authors
showed that the presence of just one more affiliated star about doubles the expected
citations received by an article. This could be due to the fact that star scientists receive
more resources from the biotechnology enterprise and also do the work that is more
highly cited while working for or with a biotechnology firm. In addition to that, it was
shown that the citations to star scientists increase for those who are more involved in
commercialization by patenting. In other words, their research showed that the scientists
with patents are generally more widely cited than the scientists without patents, and
affiliated scientists are more cited than linked scientists who in turn are more cited than
untied scientists. Zucker et al. (1998a) confirmed these results, and in addition they
argued that those stars affiliated with firms are very different also in their patenting
activity compared to unaffiliated university stars. Their results show that 50% of
affiliated stars have patented discoveries versus only 15.6% of the university stars. The
patenting of discoveries by stars is an indication of expected commercial value of their

discoveries.

The importance of the geographic proximity and the geographic linkages among
scientists and biotechnology firms are often explored in the literature. The creation of

the geographically bounded networks among university-based scientists and the
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companies is explained by Zucker et al. (1998a). Star scientists in biotechnology, who
are initially typically employed by universities, appropriate much more benefits from
their research than the employing university itself. If their research is potentially
significantly successful, they create a spin-off company in order to appropriate the
economic value of this research through entrepreneurial activity. After they become
involved in commercial applications of their inventions, these star scientists often retain
their university affiliations and remain within commuting distance of the university, thus

creating the localized effects of university research.

Star scientist was found to be a principal determinant of the location of new
biotechnology enterprises. Zucker and Brewer (1994), Zucker and Darby (1996a) and
Zucker et al. (1998b) provided considerable evidence suggesting that the timing,
location and the success of new biotechnology firms is primarily explained by the
presence at a particular time and place of scientists who are actively contributing to the

basic science.

Audretsch and Stephan (1996) further examined the extent to which the firms and
university-based scientists involved with the firms are located in the same region. They
conclude that the relationship between the locations of a biotechnology firm and a
university scientist is shaped by the potential economic knowledge residing in that
scientist and the role that she or he plays in working with the firm. University-based
scientists provide three key functions to biotech firms: first, they facilitate knowledge
transfer from university laboratories to the firm, which is (given the tacit nature of
knowledge in biotechnology) facilitated by face to face contact, and thus it requires
geographic proximity. The other two primary functions are signalling the quality of the
firm’s research to both capital and resource markets, and helping chart the scientific
direction of the company. These two functions however do not require geographic
proximity and therefore the scientists are less likely to be local. Audretsch and Stephan

(1996) in fact found that approximately 70% of the links between biotechnology
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companies and the university-based scientists are nonlocal in nature. For example, the
involvement of older successful scientists with many citations is likely to be also
nonlocal, because they are more likely to be known outside their local network than
nonpublishers. Moreover, mature scientists with strong reputations have even the

drawing power to attract firms to locate near them.

This section has discussed the research regarding the phenomenon of star scientists
originating mainly in the United States. There are not many studies concentrated on Canada.
It is one objective of this thesis to identify the star scientists in Canadian biotechnology and

to examine their role in the collaboration network.

1.2.5 Ciritique of the localized knowledge spillovers theory

Not only Krugman (1991) doubted that knowledge spillovers are not
geographically constrained, but he also argued that they were impossible to measure,
because ‘“knowledge flows are invisible; they leave no paper trail by which they may be
measured or tracked”. Nevertheless, this work has already presented the results of many
authors who tracked them and measured their intensity. Breschi and Lissoni (2001a;
2001b) published very critical surveys regarding the research that has proved the
existence of localized knowledge spillovers. They complained that authors who claim to
prove the effects of localized knowledge spillovers do not test for them specifically, but
assume the existence, and if they obtain significant effects from their regressions, then
they force their interpretation upon the data. Many of the results however could have
been explained by many other effects related to agglomeration or externalities. Breschi
and Lissoni believe that authors make logically strange steps when they outline the

theory for their research.

They also do not agree with the notion of automatically associating localized
knowledge flows to pure knowledge externalities (Bresch and Lissoni, 2001a, 2001b).
Breschi and Lissoni suggested that what might appear at first as pure knowledge

externalities are actually pecuniary externalities, which are mediated by economic
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mechanisms (for example the labour market or firm networking) and what might appear
as involuntary knowledge externalities are actually well-regulated knowledge flows
across firms or between research institutions and firms, that are managed with deliberate
appropriation purposes. In fact, even before Breschi and Lissoni’s critical paper, there
were some voices protesting against the common assumption of knowledge spillovers
being pure knowledge externalities. For example, Geroski (1995) argued similarly that
what standard methodologies, data sets and concepts proved to be pure externalities will
turn out to be, on more careful scrutiny, knowledge flows that are mediated by market
mechanisms, which influence local firm’s innovation opportunities indirectly, via
pecuniary, rather than knowledge, externalities. Zucker et al. (1998a) discovered that
market mechanisms are the most important facilitator of knowledge transfer in the
Californian biotechnology sector. They pointed out that universities, star scientists and
firms are usually connected through a contractual system, and thus associated with

pecuniary externalities, not spillovers.

It is also emphasized that tacitness may in fact not induce spillovers, but instead
contribute to natural excludability. Breschi and Lissoni (2001a; 2001b) observed that
much of knowledge transmitted from universities to firms has nothing to do with the
public results of basic science, but consists of consultancy services to firms. Rather than
providing innovation opportunities, such knowledge transfers may enhance the customer
firms’ appropriation capabilities. Zucker et al. (1998b), Zucker et al. (1998a) and Zucker
and Darby (1996b) believe that scientific discoveries vary in the degree to which other
can be excluded from making use of them. If the techniques for replication involve much
tacit knowledge and complexity, and they are not widely known (as is the case of
biotechnology), then the degree of natural excludability is high. Natural excludability
leads to the embodiment of certain knowledge and techniques in individuals. Under
these circumstances, the scientists who make key discoveries (superstars) tend to enter
into contractual arrangements with some existing firms or start up their own firm in

order to extract the supra-normal returns from the fruits of their intellectual capital.
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Several papers (Bresch and Lissoni, 2001a, 2001b; Cowan et al., 2000; Breschi
and Malerba, 2001) criticized also the concept of tacitness as an.intrinsic inherent
property of scientific knowledge. They argue that tacitnesé rather refers to the way
knowledge itself is transmitted and reflects the relative understanding capability of those
who communicate, not the specific means of communication. It is suggested that tacit
messages can be exchanged at long distances even through very formal means of
communications, as long as the level of mutual understanding of those who exchange it
is similar. Technical or scientific knowledge is highly specific and its jargon differs from
the jargon of the broader social community. The ones who understand it are the
members of closed, restricted, but geographically dispersed “epistemic community”,
within which the tacit messages can be easily transmitted even if knowledge links take
place among agents located far away in space. On the other hand, physical proximity
does not imply epistemic proximity. The authors claim that tacitness can prevent many
local actors from understanding the content of scientific or technical messages.
Therefore, knowledge may be inaccessible to most of those who are located nearby its
sources. In his case study on Brescia mechanical firms, Lissoni (2001) confirmed that
knowledge does not flow freely within the boundaries of the cluster, but circulates
within a few smaller “epistemic communities”. Each of these communities is centered
around the mechanical engineers of individual machine producers, and reaches some
selected number of suppliers’ and customers’ technicians. Physical distances among
members of each community vary a lot, but he confirms that even local messages may
be highly codified. Moreover, Lissoni also argues that public laboratories and

universities are usually not part of these small epistemic communities.

Many theories regarding localization of knowledge creation and diffusion get
undermined if the geographical and cognitive proximities are decoupled. In the theory of
localized knowledge spillovers, it is argued that the local informal relations, social links

and meetings between employees of local firms and university scientists are the main
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vehicles for knowledge exchange and a common spillover mechanism. However, this
assumption is criticized from several points. For example, Hoen (2001) claims that
although firms prefer a location near a knowledge institution, they hardly interact with
this institution. Lissoni (2001) observed that the informal channels of communication
are also not common for sharing knowledge with competitors. Instead, he suggested that
inter-personal communication links are much more fruitfully used for sharing
knowledge with customers, which is not a spillover mechanism. Schrader (1991) argued
that the close social ties and friendship do not play any significant role in raising the
likelihood that two engineers will share knowledge and according to von Hippel (1987)
any knowledge sharing 1s likely to involve only exchange of small ideas, while more
strategic knowledge is unlikely to be disclosed. Moreover, Lissoni (2001) adds that in
epistemic communities the engineers usually remain loyal to the firm and the knowledge
exchanged within cluster is thus very general. The firms in clusters are not homogenous
and many specialize in very narrow market niches, outside which the firm-specific
knowledge is not directly useful. Not much specific knowledge is thus diffused through
informal contacts within a cluster. Breschi and Lissoni (2001a) suggest that the members
of the community with informal arrangements on sharing knowledge are constrained by
the reciprocity obligations, which can act as an exclusionary device. These obligations
may make the community members reject the internal contacts and may push them
outside their clusters to search for externalities there. Many community members thus
end up excluded from the flow of externalities. Prevezer (1997) confirmed that there are
many other networks (for example alliances or collaboration) which cross local
boundaries and are a method of absorbing information spillovers without having to be

situated in the same location.

As a practical example of the doubtful importance of the informal relations within
a cluster it was Saxenian (1994), who when comparing two successful regional
agglomerations in Silicon Valley and Route 128, pointed out the great differences with

regard to the character of the informal contacts within the two clusters. In Silicon
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Valley, informal contacts between individuals are important, mutually beneficial, and
detailed technical and market information is thus widely exchanged. In the Route 128
case, however, informal contacts are few, because the culture discourages.networking
and the exchange of knowledge and work-related problems. This shows that the informal
cultural environment which is rich of social relations is probably not always important
mechanism for knowledge flow and certainly not the prerequisite for successful
innovation. Prevezer (1997) even states that evidence that such local social networks are
important is anecdotal. Similar conclusion was drawn by Wolfe and Gertler (2004),
whose findings do not provide any convincing proof of the direct, non-market

interaction and knowledge sharing between local firms in the same industry.

Not only firms seem to be hesitant to share the information, but it is argued that
the companies may have incentives to systematically avoid that valuable knowledge
spills over. Zucker et al. (1996c) observed that whenever discoveries have significant
value, whether as pure science or as a commercial product, behaviour has often
systematically excluded potential competitors from access to that information. One way
to avoid the spillovers is relocation of the whole company to an isolated area, as
suggested by Fosfuri and Ronde (2004). They proposed that when product market
competition is intense, firms might try to locate in distant areas in order to minimize
technology spillovers and preserve their competitive advantage. Consequently, the
presence of technology spillovers might turn out to be a reason against industrial
clustering. There even has been some work providing recommendations to the
companies on how to design their organization to avoid that valuable knowledge spills
over to competitors through workers’ mobility (Ronde, 2001). The research of Fosfuri
and Ronde (2004) focused on the protection of trade secrets and its effect on clustering,
spillovers and firms profits. They found that secret protection does not affect clustering.
Trade secret protection based on punitive damages is usually beneficial for the

company’s profits and stimulates clustering. However, trade secret protection that
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prevents technology spillovers from arising reduces the profits of the firms, because

although firms will cluster, technology spillovers do not materialize.

1.2.6 Diversification and specialization externalities

Two types of externalities are usually recognised to play a major role in the process
of knowledge creation and diffusion (Glaeser et al., 1992): specialisation externalities
(Marshall, 1890; Arrow, 1962; Romer, 1986), which operate mainly within a specific
industry, diversity externalities (Jacobs, 1969) which work across sectors and
competition externalities (Porter, 1990). Marshall (1890) observes that industries
specialise geographically, because proximity favours the intra-industry transmission of
knowledge. Jacobs (1969) believes in diversity as the major engine for fruitful
innovations, because “the greater the sheer number of and variety of division of labour,
the greater the economy’s inherent capacity for adding still more kinds of goods and
services” (Jacobs, 1969, p.59). A closely related debate concerns competition
externalities (Porter, 1990). Porter argues that local competition rather than monopoly
favours growth and the transmission of knowledge in specialised geographically

concentrated industries.

On the one hand, Marshall (1890), Arrow (1962), and Romer (1986) put forward a
concept, which was later formalized by Glaeser et al. (1992) and became known as the
Marshall-Arrow-Romer (MAR) model. This model claims that the concentration of an
industry in a region promotes knowledge spillovers between firms and facilitates
innovation in that particular industry within that region. Knowledge externalities
between firms, however, only occur among firms of the same or similar industry, and
thus can only be supported by regional concentrations of the same or similar industries.
It is consequently also assumed that there cannot be any transmission of knowledge
spillovers across industries. Glaeser et al. (1992, pp.1127) further argue that “local
monopoly is better for growth than local competition, because local monopoly restricts

the flow of ideas to others and so allows externalities to be internalized by the
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innovator.” The MAR model therefore perceives monopoly as better than competition as
it protects ideas and allows the rents from innovation to be appropriated. These intra-
industry spillovers are known as localization (specialization) externalities, Marshall or

MAR externalities. In this thesis Marshall or MAR will be used indistinctively.

Jacobs (1969), on the other hand, argues that the most important sources of
knowledge spillovers are external to the industry within which the firm operates. Since
the diversity of these knowledge sources is greatest in cities, she also claims that cities
are the source of innovation. Her theory emphasizes that the variety of industries within
a geographic region promotes knowledge externalities and ultimately innovative activity
and economic growth. A science base, which facilitates the exchange of existing ideas
and generation of new ones across disparate but complementary industries, represents
the common basis for interaction. The exchange of complementary knowledge across
diverse firms and economic agents thus facilitates search and experimentation in
innovation. Jacobs sees diversity rather than specialization as a mechanism leading to
economic growth. Therefore, a diversified local production structure gives rise to
urbanization (diversification) externalities or Jacobs externalities. A further argument in
her thesis concerns competition which is more desirable for growth of cities and firms as
it serves as a strong incentive for firms to innovate and hence speeds up technology
adoption.

A third type of externality refers to Porter’s (1990) argument, also associated with
Jacobs', that competition is better for growth. Porter also argues that knowledge
spillovers occur mainly within a vertically integrated industry, hence agreeing with the
Marshallian specialisation hypothesis in identifying intra-industry spillovers as the main

source of knowledge externality.

! Although Jacobs does not formally discuss the effect of competition on growth, the concept is associated
with this “school of thought”. She is referring to the competition of new ideas rather than in the product
market.
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MAR and Jacobs agree that there are geographical effects of the agglomeration of
firms, but that is as far as it goes. They disagree on the effect of concentration, MAR
(and Porter) arguing that knowledge spills over from firms of the same industry, while
Jacobs makes the case for variety of industries. The two school of thoughts also disagree
on the effect of diversity, Jacobs arguing that knowledge spills over across industries
while MAR (and Porter) specifically argue against this. MAR and Jacobs hypotheses
also differ in the effect that local competition has on knowledge spillovers and growth
Jacobs (and Porter) favour a more competitive environment as conducive to growth
while MAR would argue that such an environment is not conducive to innovate as the

risks of idea leakages to others are too high.

As a consequence, the question as to which of the Marshall-Arrow-Romer (MAR)
or Jacobs externalities is the most beneficial to growth or innovation is rather complex.
Whether diversity or specialization of economic activities better promotes technological
change has been the subject of a heated debate in the economic literature. It is one of the
objectives of this thesis to investigate the reasons behind the inconsistent results of the

literature.
1.3 Innovation networks

1.3.1 Collective invention

Allen (1983) examined the British blast furnace industry in the 19™ century and
proposed that interactions of a collection of firms produce “collective inventions”. The
key to understanding a phenomenon of collective invention is in the exchange and free
circulation of knowledge and information within groups rather than in the inventive
efforts of particular firms or individuals. Owners of blast furnaces shared information
(publishing it and presenting it in trade association meetings) regarding the technical and
economic properties of their recent furnaces. This produced the discovery of a positive

relationship between furnace height and production levels. The open knowledge sharing
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resulted in fast rates of innovation and rapid productivity growth in blast furnace
operation. A large number of other historical examples were afterwards documented in
the literature (for examples see Lamoreaux and Sokoloff, 1997). Some examples of the
wide informal knowledge trading between engineers in competing minimill firms in the
US steel industry (von Hippel, 1987 or Schrader, 1991), of knowledge sharing in a
cluster of wireless communication firms in Denmark (Dahl and Pedersen, 2004) or an
open knowledge sharing culture in Sillicon Valley (Saxenian, 1994) have already been
discussed. There are also interesting modern examples of how collective invention can
generate significant amount of knowledge and wealth, as the World Wide Web or the

development of public domain (open source) software.

The ideas of collective invention are convenient for describing the dynamics of
knowledge diffusion through networks and clusters. Collective invention 1is
characterized by high invention rates and fast knowledge accumulation created by
disclosure of information between competing agents. It is driven by exchange and
circulation of knowledge and information within networks formed by groups of socially
connected individuals (Dahl and Pedersen, 2004). When this is the case, the structure of
the network over which transmission of information takes place may be vitally important

to the performance of the industry (Cowan and Jonard, 2003).

1.3.2 Network structure analysis

One of the most important features of collective invention is the sharing of
information among a broad, typically localized, group of agents. As suggested earlier,
the result of this sharing is affected by the network structure over which communication
takes place, because it influences the extent of diffusion and thus the innovative
potential of the firms. The following section has as an objective to explore this important

network aspect.
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Social network analysis is the mapping and measuring of relationships and flows
between people, groups, organizations, computers or other information/knowledge
processing entities. The nodes in the network are the people or groups, whereas the links
show relationships or flows between the nodes. Social network analysis provides both a

visual and a mathematical analysis of complex human systems (Krebs, 2006).

The methods of social network analysis are commonly used to analyze the way
innovators or innovating companies are interconnected. Social network analysis is based
on an assumption of the importance of relationships among interacting units
(Wasserman and Faust, 1994). Within the research community which investigates the
innovation networks it is widely presumed that two innovators, who have worked
together on at least one patent or one scientific article, will keep in touch afterwards in
order to exchange information or to share some knowledge assets. Similarly, it is
presumed that the companies that sign collaboration agreements or jointly own patents
are and will remain in important relationships. The patent documents, bibliometric data
and the alliance databases are thus frequently exploited to map the complex web of

social ties among innovators.

1.3.2.1 Research on knowledge flows in innovation networks

This section provides a summary of empirical studies exploring the structure of two
distinct kinds of networks — network of innovators and inter-firm collaboration
networks. A special attention is given to the indicators of knowledge flows used in the
studies. Afterwards, recent advances in the theoretical simulation modeling of the

innovation networks are presented.

» Networks of innovators
Network of innovators is an inter-personal network of individual innovators, who
collaborate and exchange knowledge for the production of innovations and scientific

knowledge. These are the inventors and scientists working at the universities, in research
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centers or industrial R&D departments. There is usually no formal agreement among the
researchers; however, they frequently take part in the development of a patent or the
creation of scientific article. Co-inventorship of a patent as evidenced by the patent
documents and co-authorship of an article in scientific journal are thus used as the
common proxies for knowledge flows between the innovators in order to build their

networks.

The network of scientists, whose links are established by their co-authorship of
scientific articles, may be the largest social network ever studied (Newman, 2001a).
Newman (2001a) was the first (to my knowledge) using four computer databases of
scientific papers in physics, biomedical research and computer science to construct
networks of collaboration between scientists in each of these disciplines and to study a
variety of statistical properties of these networks to describe the network structure. In his
subsequent papers (Newman, 2001b; Newman, 2001d), Newman continued his research
on the scientific networks, exploring the variety of nonlocal network properties, such as
typical geodesic distances (shortest path between scientists through the network), and
measures of centrality, such as closeness and betweenness. He also introduced a more
efficient algorithm to calculate betweenness and suggested a measure of the strength of
collaboration, which can serve as a weight to the collaboration networks. Newman
(2001c) then examined empirically the time evolution of scientific collaboration

networks in physics and biology.

Breschi and Lissoni (2003 and 2004) and later Balconi et al. (2004) presented the
idea of how to construct the network of collaborative relationships linking Italian
inventors using data on co-inventorship of patents from EPO. They constructed bipartite
graph of applicants, patents and inventors. Using this graph, they could derive various
measures of social proximity between cited and citing patents. They also calculated
geodesic distance, degree of centrality and betweenness centrality to characterize the

innovation network. Cantner and Graf (2006) proposed to build the networks of
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innovators based on technological overlap, which is a measure of closeness of the
technological field of two scientists. They also describe the evolution of the innovator
network of Jena, Germany using the information on scientific mobility. Singh (2005)
inferred collaborative links among individuals using social proximity graph, which he
also constructed from patent collaboration data. Many other researchers mentioned later
in this section (for example Mariani, 2000, Ejermo and Karlsson, 2006; Bresch and
Lissoni, 2003; Gauvin, 1995 and Fleming et al., 2006) adopted the co-inventorship of
patents as an appropriate device to derive maps of social relationships between inventors
and to build their networks. Based on interviews with inventors, Fleming et al. (2006),
however, warned that patent co-inventorship links differ significantly in their strength
and information transfer capacity. Also, since their decay rates vary greatly, a substantial

number of old ties remain viable even if the relation does not exist anymore.

e Inter-firm collaborative networks

The network of innovators is distinguished from the inter-firm collaboration
network, which consists of a set of companies that are involved in the research
collaborative partnerships with other firms. Inter-firm collaborative partnerships
represent all the forms of research collaboration among companies and could be
evidenced by the existence of strategic alliances, various collaborative research
agreements or joint patent ownerships. In order to build the network of strategic
alliances, Verspagen and Duysters (2004) used the CATI database of officially
registered alliances as a source of information. Also Schilling and Phelps (2005) made
use of the information on publicly created strategic alliances to examine the influence of
the structure of industry-level alliance networks on firm innovation (measured by patent
counts). Other encountered indicators of relationships between the agents in the
innovation networks are various collaborative research agreements. Gambardella and
Garcia-Fontes (1996) built innovation networks based on EU research contracts, using
the official relationships within the contracts to build the links, while Orsenigo et al.

(2001) used R&D collaborative agreements to analyze the structural evolution of the
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collaborative network in pharmaceutical R&D. Moreover, the joint ownership of patents
(co-assignees in the patent document) is also considered a sign of the inter-firm

cooperation.

e Theoretical simulation studies

There are also theoretical simulation studies, in which researchers build models of
innovation networks to simulate knowledge diffusion through the network. Cowan and
Jonard (2003) have developed a model of knowledge diffusion and studied the
relationship between the structure of the network across which knowledge diffuses and
the distribution power of the innovation system. Cowan et al. (2004) have continued
with the simulation study of knowledge flows and compared the mean knowledge
growth under different network architectures (ranging from the highly clustered to the
one that has no spatial structure). In order to capture the observed practice of informal
knowledge trading proposed by von Hippel (1987) and Schrader (1991) and discussed in
section 1.2.4, Cowan and Jonard (2004) modeled knowledge diffusion as a barter
process in which agents exchange different types of knowledge only if it is mutually
profitable. They examined the relationship between network architecture (characterized
by different levels of path length and cliquishness) and diffusion performance. Morone
and Taylor (2004) identified the limitations of Cowan and Jonard’s model (2004) and
improved it by introducing a network structure that changes as a consequence of
interactions. They investigated the dynamics of knowledge diffusion and network
formation. Finally, Cowan et al. (2005) modeled the formation of innovation networks
as they emerge from bilateral decisions. They developed a model of alliance formation
and examined the nature of the networks that emerge under different knowledge and

information structures.
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1.3.2.2 Properties of innovation networks

e Properties of the network of innovators

The results from the abovementioned research studies are summarized in this
section, which focuses on the various properties of the innovation networks. Apparent
differences in collaboration patterns between the subjects under study were observed.
The characteristics of the network structures differ depending on whether they contain
purely industrial or also academic researchers. Balconi et al. (2004) observed that
networks of inventors within industrial research are usually highly fragmented. On the
other hand, the networks constructed by Newman (2001a) were very clustered, but since
he based them on scientific co-authorship it could be assumed that these were mainly
academic networks. Newman (2001b) also observed that for most scientific authors the
majority of the paths between them and other scientists in the network go through just
one or two of their collaborators. This could be in agreement with Balconi et al. (2004)
who found that academic inventors that enter the industrial research network are, on
average, more central than non-academic inventors - they exchange information with
more people, across more organizations, and therefore play a key role in connecting
individuals and network components. Academics also have a tendency to work within
larger teams and for larger number of applicants than non-academic inventors (Balconi
et al., 2004). Newman'’s findings (2001a) added that the scientists with larger numbers
of collaborators were usually researchers in experimental disciplines, compared to those
in theoretical disciplines. Specifically researchers in experimental high-energy physics
have a substantially higher average number of collaborators per author than in any other

field examined (Newman, 2001a).

Newman (2001c) showed that the probability of a pair of scientists collaborating
increases with the number of other collaborators they have in common, and that the
probability of a particular scientist acquiring new collaborators increases with the
number of his or her past collaborators. Nevertheless, Cantner and Graf (2006) did not

find relation between previous and present cooperations with the same partners,
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suggesting that collaborations are not persistent (in the studied region). Former
collaborations are also found to be determinant of the future success. Cowan et al.
(2005) claimed that previous collaborations increase the probability of a successful
collaboration and Fleming ef al. (2006) argued that an inventor’s past collaboration

network will strongly influence subsequent productivity.

Cantner and Graf (2006) studied the dynamics of the innovation network and
concluded that it is directed towards an increasing focus on core competencies of the
local innovation system, meaning that innovators on the periphery exit and new entrants
position themselves closer to the core of the network. This implies that a critical mass of
innovators is necessary for a specific technology to survive within a local system.

Moreover, an increasing specialization of the system should be expected.

Important results of Cowan and Jonard (2003) and Cowan et al. (2004) showed that
the existence of network structure can significantly increase the long-run knowledge
growth rates. The architecture of the network over which innovators interact influences

the extent of diffusion and thus the innovative potential of the economy.

To summarize, the networks of inventors which are composed mainly of academic
inventors are usually highly clustered and very central. Academics also work in larger
teams. The networks of industrial inventors are more fragmented, less central, and are

composed of smaller teams.

One of the objectives of this thesis is to study the collaboration networks of
Canadian biotechnology and nanotechnology inventors. The aim is to compare the
network architecture of both industry sectors and to identify its role in the

communication efficiency.
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e Properties of inter-firm collaboration networks

The typical feature of the inter-firm collaborative networks is that they are very
sparse. Gauvin (1995) describes his network as a loose meshing of a large number of
organizations indirectly connected by few direct links. Cummings (1991) explains that
forming and maintaining alliances is expensive and requires time. If the ties are not well
maintained they will diminish with time. It is, however, suggested (Angel, 2002) that
large firms and firms located in major urban centres are more likely to enter into
technology development partnerships, which was confirmed also by Mariani (2000) and
Gauvin (1995) who showed that multinational corporations are to a much higher degree
engaged in external cooperation. This agrees with the research of Singh (2004), whose
results suggest that there are significant bi-directional knowledge flows between

multinational companies and their host countries.

The inter-firm collaboration networks are also decentralized. Most of them have
several greater components rather than one giant component observed in networks of
innovators (Newman, 2001a), or one single dominant firm that connects all other firms

in the network (Gulati and Gargiulo, 1999).

Alliance networks tend to be highly clustered, which means that some groups of
firms will have more links connecting them to each other than to the other firms in the

network (Schilling and Phelps, 2005).

There seem to be great inter-country differences in the collaboration patterns in
inter-firm networks. The results of Mariani (2000) suggest that even though the
European inventors in chemical industry usually do collaborate (75% of the patents have
at least 2 inventors), they prefer to keep the collaboration within the same institution
(Only about 8% of all examined patents had multiple assignees). According to Gauvin
(1995), the percentage of joint ownerships within Canadian patents is even lower (4% in

1989). The UK research seems to be very open to external collaboration, but German
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chemical companies prefer in-house research (Mariani, 2000). The US, the country with
the largest share of all the patents, is also the one with fewest joint ownerships of
intellectual property. Japanese firms to a larger extent engage in cooperation, and their
coalitions are also more international and more often cross-sectoral. Otherwise,
cooperation generally involves the partners of the same country and the same industry
(Gauvin, 1995).

In sum, even though there are great difference between the collaboration patterns
among distinct countries and cultures, in general, inter-firm networks are sparse,

decentralized and highly clustered.

1.3.3 Brokers and gatekeepers

Over the last two decades there has been an emerging interest in the role of
intermediaries in the innovation process. Brokers are either individuals or organizations
who “facilitate transactions between other actors lacking access to or trust in one
another” (Marsden, 1982, p. 202). By enabling the flow of resources between otherwise
unconnected groups the brokers assume an important role in innovation networks and
thus received plenty of attention from the research community. Howells (2006) reviews
the long history of research on the contribution of brokers to the development and
commercialization of technology carried out within a number of different research
fields.

One of the most widely acknowledged works is Burt's (1992) theory of structural
holes, which describes how the firms embedded in sparse networks of disconnected
partners gain efficiency and control benefits. A “structural hole” is a gap in the flow of
information between subgroups in a larger network. A firm occupying many structural
holes has an advantage over competitors, because it has an easier access to information
(due to many non-redundant contacts) and a greater control over the flow of information
between disconnected partners. The empirical research has confirmed the power that the

brokers gain due to their network positions. In his analysis of the US manufacturing
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sector, Burt (1980) finds that profit margins of the firms in industries that are situated
between disconnected sellers and buyers are higher. Fernandez and Gould (1994) show
that organizations which occupy brokerage positions in the national health policy
domain are more likely to have greater perceived influence. Similarly, Burt (2004) finds
that individuals who span structural holes in an organization gain substantial social
capital (compensation, positive performance evaluations, promotions, etc.). Stuart et al.
(2007) show that biotechnology firms acting as brokers have higher chances to make
profitable alliances with downstream partners. Burt (2007) nevertheless points out that
the brokerage benefits are dramatically concentrated in the immediate network around a
broker, but the benefits are much reduced in case of second-hand brokerage (transfer of

information between people with whom a broker has only an indirect connection).

Winch and Courtney (2007) describe the role of innovation brokers, which are
organizations specifically founded to undertake intermediary role — to transfer the
knowledge between the sources of new ideas and the users of those ideas in innovation
networks. But Hargadon and Sutton (1997) stress that brokering is more than just
transferring knowledge. A broker also serves as a repository of knowledge, which allows
him to recombine existing ideas from various resources and to generate solutions to the
problems in other industries. However, brokered ideas seem to be less likely used in
future creative efforts. Fleming et al. (2007) illustrate how collaborative brokerage can
aid in the generation of an idea but then hamper its diffusion and use by others.

Obviously, the brokerage role is quite varied, and brokers can facilitate transactions
in a number of distinct ways. In their classification of brokerage roles, Gould and
Fernandez (1989) identify types of brokers based on the network configurations that
result when a broker connects two otherwise unassociated partners. Among other
possible roles, a broker can also act as a gatekeeper. It was Allen (1967) who first
identified certain industrial researchers in an organization as key persons in the

innovation process, because they gather, process and transfer information from internal
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and external processes. These individuals were labelled gatekeepers. Allen’s study has

initiated the creation of various gatekeeper concepts.

The role of gatekeeper has been studied at two levels of analysis: cluster and firm.
At a cluster level, the gatekeepers are characterized as leading firms that search for non-
local knowledge, transmit it into the region and thus link the region with the outside
world (Morrison, 2008). Leading firms can act as gatekeepers not only due to the well-
established external contacts, but also due to their superior knowledge base,
technological resources and capabilities that make them better equipped to absorb new
knowledge and facilitate its diffusion throughout the cluster (Malipiero et al., 2005). The
absorptive capacity of the gatekeepers is also at the heart of the research of Lazaric et al.
(2008) who propose the way of its effective realization, while Boschma et al. (2007)
study the impact of the local network positions of the firms and their connectivity to the
non-local firms on their innovative performance. However, it is not only private firms
that assume gatekeeper functions, but also research universities and cooperative R&D
institutions (Steiner and Ploder, 2007). Public research organizations have been even

suggested to serve the functions of a gatekeeper to a higher degree than private actors
(Graf, 2008).

Research on gatekeepers has less often been carried out at the firm level of analysis,
where the exchange of information between the individuals within one company is
usually the main focus of the study. It has been shown (Allen, 1977; Tushman and Katz,
1980; Katz and Tushman, 1981) that the total performance of the R&D system in the
firm is in fact critically dependent on a few key individuals — the gatekeepers, because
they provide a linking mechanism between the company and its external environment.
Harada (2003) investigates the knowledge transforming function of the gatekeepers and
suggests the presence of other key individuals within R&D organizations — knowledge

transformers.
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Overall, there is a lack of research on the individual gatekeepers carried out in a
more global context. The studies mentioned above focus either on the role of the
gatekeepers-firms within a cluster or on the role of gatekeepers-individuals within a
company, but the whole national network of these individuals together with all their
intra-cluster and inter-cluster connections has not been taken into consideration.
Therefore this thesis poses two main research questions: Who are the key individuals
which enable the nurturing of clusters with fresh external knowledge? How can these
gatekeepers be identified in the national network of inventors and how can their
importance for the cluster and for the country be evaluated? It is one of the objectives of

this thesis to provide answers to these questions.
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CHAPTER 2

" RESEARCH QUESTIONS, OBJECTIVES AND
METHODOLOGY

The research in this thesis is organized around the four already introduced themes:
knowledge externalities in regions and clusters, Canadian high technology clusters,
collaboration and networks, and Canadian biotechnology prominent inventors. This
chapter first introduces the research questions, then explains concrete research objectives
and describes the general organization of the thesis clarifying which chapter will satisfy

each objective. Finally, it explains some methodological issues.

2.1 Research questions

The clusters lie at the heart of the thesis. The first issue studied concerns the role of
the industrial composition of a cluster: The clusters could be highly specialized, which is
the case when most of the companies and supporting services in the cluster belong to
one leading industry, but they can be also highly diversified, meaning that many diverse
industries are represented in one cluster. The question how the composition of economic
activities in the cluster influences the growth of the region has been asked by many
researchers before who ended up with quite inconsistent answers, and so it comes again
to be tackled in this thesis. This work however shifts away from the usual research
questions - Do firms in the specialized or diversified clusters perform better? Does
specialization or diversity more promote innovation? — and asks why it is that the

academic community still has not reached a consensus regarding this issue.

The main focus of the thesis is however on Canadian biotechnology clusters. The
key research questions posed here are: Does Canadian biotechnology innovation take

mainly place in clusters? Where exactly are these clusters? Who are the inventors in
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Canadian biotechnology clusters? What about the companies, universities and
governmental research labs? What is their role in the Canadian biotechnology innovative
process? Do these companies and/or institutions collaborate together when creating
innovations? Who are their main cooperation partners and where these reside? Does the
collaboration mainly take place inside cluster, between clusters or is it international?

Does geographical distance play a role in the selection of the collaboration partner?

Another array of research questions concerns individual biotechnology researchers:
Atre all of the researchers in the cluster of the same importance in communicating the
gathered knowledge further? Are there some prominent researchers instrumental in
supplying the clusters with external knowledge? How could these gatekeepers be best
identified and their importance evaluated? Are there some inventors which produce
significantly more innovation than others? How to identify these star scientists? What
are their positions in the collaboration network? Are these highly productive inventors
the same individuals as the ones who nurture the clusters with the knowledge originating

outside the region or are the roles of star scientists and gatekeepers separated?

All of these questions relate to the Canadian biotechnology clusters. However, the
thesis also provides a comparison with another field that is also of high importance for
Canada — nanotechnology. Both of these sectors are high tech, are characterized by a
great amount of tacit knowledge and have a high propensity to patent. The idea behind
comparing the findings of two fields is to investigate how the various circumstances,
particular conditions and features of each field are reflected in the collaboration patterns
and the network structures. Here, the key research questions asked are: Is the evolution
of biotechnology and nanotechnology innovation in Canada similar? And what about the
collaboration patterns in both fields? Do inventors have similar or distinct preferences in
the selection of their collaboration partners? Are the knowledge networks through which
the innovation in clusters is created comparable? What are the differences and

similarities?
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The following section formulates the main objectives which create guiding structure

of the thesis and which enable answering the questions posed above.

2.2 Research objectives

Objective 1: Explore the role of knowledge externalities in regions/clusters
e Investigate the reasons behind the inconsistent results of the literature regarding
the impact of specialization and urbanization externalities on the economic
performance of the firms in regions/clusters
Objective 2: Describe the creation of innovation in Canadian biotechnology clusters
o Identify, analyze and characterize Canadian biotechnology clusters
e Describe the impact of the intellectual property rules at Canadian universities on
their propensity to patent in biotechnology
Objective 3: Investigate the role of geography in the collaboration
¢ Determine the collaboration pattern in Canadian biotechnology innovation
e Determine the impact of geographical proximity on the selection of the
collaboration partners
Objective 4: Compare the biotechnology and nanotechnology innovation in Canada
e Compare the collaboration characteristics in biotechnology and nanotechnology
innovation
¢ Compare the innovation network architecture and its role in the communication
efficiency within the biotechnology and nanotechnology clusters
Objective 5: Study the gatekeepers in the collaboration network
e Establish the way to identify the gatekeepers who enable the nurturing of
biotechnology clusters with fresh information originating outside and how to
determine their relative importance as procurers of external knowledge for the

cluster or for Canada
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Objective 6: Identify the star scientists and examine their role in the innovation
network
e Establish a method of identification of the Canadian biotechnology star scientists

e Identify the network positions of the star scientists

2.3 General organization of the thesis

The way these objectives were attained is described in the course of 6 chapters.
Chapter 3 deals with the issue of knowledge externalities and explores its role in regions
or clusters. It describes two types of externalities, which play a major role in the process
of knowledge creation and diffusion: specialization (Marshall-Arrow-Romer or MAR)
externalities which operate mainly within a specific industry, and diversity (Jacobs)
externalities which work across sectors. Therefore, the economic performance of cluster
is either supposed to be promoted by the concentration of a particular industry in a
cluster (MAR) or it is the diversity of industries in a region which should be most
beneficial to growth and innovation (Jacobs). Whether specialisation or diversity of
economic activities better promotes development in the region has been the subject of a
heated debate in the economic literature. During the literature review a great
inconsistency in the results of research papers arguing and providing evidence for the
support of or opposition to either theory has been encountered. This chapter attempts to
find the reasons behind the inconsistent results as it provides a census of the papers that
have dealt with the MAR-Jacobs dichotomy and searches for the similarities between the
various studies. Moreover, the threshold at which either theory becomes dominant from
the point of view of the level of industrial aggregation, of spatial agglomeration, etc, will
be identified. By exploring the various roles of knowledge externalities in regions and

clusters Chapter 3 thereby satisfies the Objective 1.

The next chapter deals with the clusters at a much more concrete level. It
identifies, analyzes and describes Canadian biotechnology clusters with a special focus

on the innovation creation. A profile description for these clusters in terms of patenting
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quality and quantity, the nature of biotechnology activities, the properties of the
assignees and their propensity to collaborate will be made. A crucial role of the publicly
funded research in Canadian biotechnology will be highlighted and an importance of the
well developed intellectual property policies and functioning technology transfer offices
at Canadian universities identified. Chapter 4 thus fully attains the goals stated under the

Objective 2.

Chapter 5 continues to tackle the issue of the Canadian biotechnology clusters;
however the light is shed here on the collaborative activity within and among the
clusters. In keeping with Objective 3 the collaboration pattern in Canadian
biotechnology innovation will be described and then the role of geography in the

selection of collaborative partners investigated.

The main goal of Chapter 6 is to compare the biotechnology and nanotechnology
innovation in compliance with the Objective 4. The comparison of the evolution of
biotechnology and nanotechnology patenting and the main collaboration characteristics
in biotechnology and nanotechnology clusters will be made. The principal objective of
this chapter is however the investigation of the local collaboration in the cluster-based
subnetworks. The structural properties of the biotechnology and nanotechnology
subnetworks will be examined and compared and their efficiency in knowledge diffusion

and innovation creation discussed.

The following two chapters remain within the realm of Canadian biotechnology
innovation, but the focus is shifted from the clusters to the individual inventors. The two
chapters concentrate on the key individuals in the innovation process. Chapter 7 studies
the gatekeepers — the inventors who by bridging over the geographical space (cluster)
and technological space (network) occupy most favourable places in the innovation
network to fulfil the role of the suppliers of fresh information originating outside their

own cluster. In accordance with Objective 5 the method which enables the identification
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of the gatekeepers in the collaboration network is proposed. The method is based on the
determination of the relative importance of each inventor as procurer of external
knowledge either for the cluster or for Canada.

Star scientists are at the heart of Chapter 8. First, a new method for their
identification is proposed. These prominent inventors in Canadian biotechnology are
found by taking into consideration either only patent quantity (stars scientists), or both
the patent quantity and quality (QQ-star inventors). Moreover, the network approach is
adopted again and the positions of the star and QQ-star inventors are studied in a
complex net of innovative collaborations. Finally, this chapter also involves the
examination of the overlap between the gatekeepers and the stars or QQ-stars. Chapter 8

thus meets Objective 6.

Chapter 9 then summarizes all the conclusions and makes recommendations for

future research.

2.4 Methodology

2.4.1 Patents and their use in innovation research
“A patent is a temporary monopoly awarded to inventors for the commercial use

of a newly invented device” (Trajtenberg et al., 1997). There are many advantages for
the use of patents to evaluate innovative activity. The information on patents can be
easily obtained; together with R&D they are the most easily accessible kind of data
(Andersson and Ejermo, 2003). Patents are by definition related to inventiveness and are
based on an objective and only slowly changing standard (Griliches, 1990). They are
richer, finer and have a wider coverage than for example R&D expenditure (Trajtenberg,
1990) and thus can greatly increase the precision in the statistical analysis (Andersson
and Ejermo, 2003). They are also continuous in time. Patents are in fact the only
manifestation of inventive activity covering virtually every field of innovation in most

developed countries and over long periods of time (Trajtenberg, 1990).
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However, there are important limitations of patents as indicators of innovation.
First, not all inventions are patentable. For a patent to be granted, the innovation must be
novel, non-trivial, and has to have commercial application. Second, not all inventions
are patented. Patenting is a strategic decision and for inventors of the patentable
inventions it may be preferable not to apply for patents and rely on secrecy instead.
According to the survey of Statistics Canada (2002), 66% of the firms which protected
their intellectual property have chosen to do so by confidentiality agreements, whereas
patenting was adopted only by 39% of respondents. Also, Jaffe and Trajtenberg (1996)
recognized that much of research that is performed at both universities and. government
laboratories never results in patents. Thus, patentability requirements and incentives to
refrain from patenting limit the scope of measures built on patent data (Griliches, 1984,

Trajtenberg et al., 1997).

Moreover, there are differences in patent office practices across time,
technological area and countries (Hall et al., 2001). The differences in procedures and
resources of various patenting offices imply also the difference in the average quality of
a granted patent across countries and periods. Mansfield (1984) argued that the value
and cost of individual patents vary enormously within and across industries as well.
Griliches (1990) confirmed that the propensity to patent also varies across the industries,
and states that the industries with the largest numbers of patents are drugs, plastics, other
rubber products, computers, instruments, communication equipment and industrial
chemicals. Scherer (1983) mentioned that the propensity to patent is not invariant across
a wide range of firm sizes as well. Consequently, Griliches (1990) and Trajtenberg
(1990) argued that patents vary tremendously in their technical and economical
significance, which makes it dangerous to draw definitive conclusions based on number
of patents. Trajtenberg et al. (1997) suggested that the number of patents cannot account
for the enormous heterogeneity of research projects and outcomes that characterize the

R&D process. They identified two sources of this heterogeneity as basicness (originality,
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closeness to science, breadth, etc.) and appropriability (ability of inventors to reap the

benefits from their own innovations) and proposed the indicators that can capture them.

However, patents are still quite popular indicator of innovativeness and have been
commonly used in many of the studies discussed previously, for example Jaffe (1989),
Kelly and Hageman (1999), Acs et al. (2002) or Fisher and Varga (2003). Simple patent
count, which is the number of patents assigned over a certain period of time and is
measured at the level of firms, industries, countries, etc., is most frequently used as an

indicator of innovative output, innovative input or market value of the firms.

Patent count is a commonly used measure to indicate the innovative output
(especially in the knowledge production function), however Griliches (1990), Scherer
(1991) and Mansfield (1984) have all observed that patent counts measure only an
intermediate output in the entire process of producing an innovation. Griliches (1990)
and Mansfield (1984) warned that measuring the number of patented inventions is not

equivalent to a direct measure of innovative output.

Trajtenberg (1990) also claimed that single patent counts cannot be very
informative of the value of the innovative process (innovative output), however he
pointed out that simple patent counts in fact reveal more about the input side (reflected
in R&D outlays), because it incorporates the differences in efforts in the innovative
process (input). Among the major findings of the survey paper of Griliches (1990) was
the discovery of a strong relationship between patent numbers and R&D expenditures
(relationship between R&D and patents is close to proportional) in the cross-sectional
dimension, implying that the patents are a good index of inventive activity across
different firms. Patent counts are suggested to be used as an indicator of inventive input
(Griliches, 1990). A strong relationship between R&D and the number of patents was
also observed by other researchers, (for example Griliches, 1984). However, Jaffe

(1986) found that the payoff in terms of patents to a firm’s own R&D is higher in
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technological areas, where there is much R&D undertaken by other firms. This means
that the companies in clusters with high R&D intensity will receive more patents per
R&D dollar than firms in other areas, implying that the relation between the patent
counts and the R&D expenditure is not that strong, and the patent count is a noisy

indicator of an innovative input.

Griliches (1981) found a significant independent effect of patents on the market
values of firms, above and beyond their R&D expenditures. Nevertheless, there are other
studies (Porter, 1998) trying to relate the patent counts to value indicators (for example
market value of innovating firms), but they did not show any significant relation. It is
argued (Griliches, 1984) that this is caused mainly because patents vary enormously in
their technological and economic significance. Pakes (1985) in his research on the
relationship between patents, R&D and the stock market rate of return finds no evidence
that independent changes in the number of patents applied for (independent of current
and earlier R&D expenditures) produce significant effects on market’s valuation of the

firm. The patent counts thus cannot be considered a reliable indicator of market value.

It could be concluded that even if the patented inventions differ greatly in their
quality, inventive output and economic impact, the patent count is a somewhat noisy but
valid measure of innovativeness (especially if the patents pertaining to one industry and
registered at one patent office are used). In this thesis, patents are used as an evidence
that a certain innovative activity has taken place (depending on the kind of analysis it is
considered as an activity of an inventor, of an assignee or it is counted per cluster), but

also as a proof of a collaboration relationship among all the co-inventors listed in that

patent.

2.4.2 Biotechnology database
The patent database used for the empirical analysis regarding the biotechnology

clusters is the United States Patents and Trademarks Office (USPTO) database. This is
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the only patent database which provides the geographical location of the residence for
each inventor (unlike the Canadian Intellectual Property Office database (CIPO) or the
European Patent Office (EPO)). The use of the USPTO database instead of the CIPO
may introduce a bias in the data, but it is expected to be minimal, since Canadian
inventors usually patent both in Canada and in the US. For example, in 1998 and 1999
out of all the patent applications submitted by Canadian biotechnology firms worldwide,
the majority (36%) was delivered to the USPTO, followed by 28% to the CIPO, 21% to
the EPO and the balance of 16% to other offices’ (Statistics Canada, 2001). The
population of Canada is relatively small and as a consequence, building a viable industry
based on domestic sales alone may prove difficult. In addition, because of the long
development cycles for biotechnology products (typically 10 years for a single product),
access to large markets is needed to ensure an adequate return on investment (Strachan,
1995). As a result, Canadian biotechnology firms prefer to protect their intellectual
property in the USA. The much larger and easily accessible US biotechnology market
offers great potential to Canadian biotechnology firms. An analysis of the Canadian
patents registered at the USPTO should hence provide a realistic picture of Canadian
biotechnology innovation. Many researchers who study Canadian biotechnology clusters
(for example Niosi, 2005 or Aharonson et al., 2004) also use the USPTO database
instead of CIPO.

Biotechnology encompasses several different research technologies and several
fields of application. A Statistics Canada study (Rose, 2000) has shown that different
interpretations of the meaning of biotechnology can result in differences in the results of
biotechnology surveys. One of the initial tasks was therefore to select a clear and
practical definition of biotechnology. It has been opted to base the USPTO search

strategy on the OECD definition of biotechnology, which is based on the group of

? Note that firms may have submitted patents regarding the same invention to a number of patent offices at
the same time. For instance, some patents are registered at the USPTO, CIPO and EPO.
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carefully selected International Patent Codes (IPC)’. The OECD has carried out an
extensive consultation (including the work conducted by Statistics Canada, which shares
similar definitions of biotechnology (Munn-Venn and Mitchell, 2005), to develop the
definitions of biotechnology techniques, and the validation showed that the definition
appears to capture a significant proportion of biotechnology patents. It might not be
complete and may include some patents with non-biotechnology techniques, however,

errors are likely to be small (OECD, 2005).

An automated extraction program4 was used to collect the required information’
from the biotechnology patents. All the biotechnology patents registered before March
31, 2007 were included. According to the above definition, there are around
100 000 biotechnology patents registered at the USPTO. A patent database, which
contains all the patents in which at least one inventor resides in Canada and which
comprises 3550 patents, has been created. The total numbers of Canadian patents
registered at the USPTO each year found by the aforementioned search strategy largely
correspond with what other authors have found: for example the results of Statistics
Canada (2001) or the study of Rasmussen (2004). Substantial differences in the findings
of other researchers have nevertheless been noticed. These were usually caused by the
choice of different search strategies such as keywords in the patents’ names and
abstracts (as in Niosi and Bas, 2001) or by the decision to use a rather narrow

biotechnology definition (as in Beaucage and Beaudry, 2006).

3 The OECD definition of biotechnology patents covers the following IPC classes: AO1H1/00, AO1H4/00,
A61K38/00, A61K39/00, A61K48/00, CO2F3/34, CO7G(11/00, 13/00, 15/00), CO7K(4/00, 14/00, 16/00,
17/00, 19/00), C12M, C12N, C12P, C12Q, C12S, GO1N27/327, GOIN33/(53*, 54*, 55*, 57*, 68, 74, 76,
78, 88, 92).

% Thanks to the InovarisQ team.and specifically to Ahmad Barirani for creating the program. It constituted
a part of his Master’s thesis.

> Extracted information necessary for the research leading to this paper includes the patent number and the
inventors’ names and their addresses.
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2.4.3 Nanotechnology database

The nanotechnology data used in this thesis is based on the Nanobank database®,
which is a public digital library comprising data on nanotechnology articles, the USPTO
patents and the US federal grants. In this thesis, only the Nanobank patent database has

been used.

When working with Nanobank an outstanding number of patents in
nanotechnology7 has immediately been noticed. Nanobank roughly contains 240 000
nanotechnology patents registered at the USPTO between 1976 and 2005, whereas other
sources of reference suggest the total number to be much smaller. Surveying the
literature, much smaller samples of nanotechnology patents as shown in Table 2-1 have
been discovered. The comparison of the results from these studies is not clear-cut. Some
of these works do not encompass the complete period of Nanobank (1976-2005),
especially the last two or three years which are undoubtedly the most fruitful ones in
terms of the nanotechnology patent production. In fact, it is only after 1998 that the
USPTO patent applications started to accelerate considerably. Moreover, the range of
these numbers is substantial and reflects the complexity of identifying the relevant
nanotechnology bibliometric data in general. Nevertheless, these estimates still provide
at least a rough idea of the scale of the results from other researchers. None of their
counts and estimates is anywhere near the 240 000 USPTO patents present in Nanobank
and identified as related to nanotechnology. In the belief that the Nanobank authors
probably found a better method for the nanotechnology patent identification the
Nanobank content has been scanned. The presence of both nanotechnology relevant and

“not so related” patents has however been discovered. The next step hence involved

® Nanobank ©2007 by Lynne G. Zucker and Michael R. Darby, Los Angeles, CA: UCLA Center for
International Science, Technology, and Cultural Policy and Nanobank. The permission to use the release
1.0 (beta-test) was obtained. See the Nanobank database website: hitp://www.nanobank.org/.

7 According to the USPTO, nanotechnology patents are those patents, whose subject matter has at least
one physical dimension of approximately 1-100 nanometres, and which involve a special property,
function or effect that is uniquely attributable to the nanoscale physical size.
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consulting the experts in the field in order to test the nanotechnology relevance of the
patents in the Nanobank database.

Table 2-1: Comparison of the number of nanotechnology patents found by other authors

Reference Patents Reference Patents
Meyer (2001) | 2624 i\gzi)el;ejlzsoc(;g;ce and Technology Council 7 000
Rothaermel and Thursby (2006) 3236 ETC (2005) 7 004
Sampat (2004) 3748 Wong et al. (2007) 7034
Darby and Zucker (2004) 3900 Huang et al. (2007) 7 406
Bonaccorsi and Thoma (2006) 4500 Kanama (2006) 17 200
Lee et al. (2006) 4965 Huang et al. (2007) 17 544
Lux Research (2006) 4996 Marinova and McAleer (2003) 32 000
Li et al. (2007) 5363 Derwent Web of Nanotechnology (2003) 35000
Berger (2006) 5000 Porter et al. (2006) 54 000
National Cancer Institute (2006) 6 000 Huang ef al. (2007) 97 509
Bhaskarabhatla (2006) 6 000 Nanobank 240 000

A Canadian Nanobank database, which only contains the patents with at least one
inventor or co-inventor residing in Canada and which comprises 5076 such patents, has
been created. In total 2070 patent abstracts randomly selected in Canadian Nanobank
have been sent out for evaluation of their nanotechnology relevance to various
nanotechnology experts8 including mainly professors at universities, but also industrial
nanotechnology consultants (see the example of the questionnaire in Appendix A).
Evaluations of 391 patent abstracts, out of which 347 were marked by a definitive
response (44 patents were marked by an “I don’t know” answer), have been received.

The distribution of these definitive responses is shown in Table 2-2.

According to the experts consulted, only 4% of patents were evaluated with
certainty as being nanotechnology patents and another 24% could probably deal with the
nanotechnology related topic as well. Around 34% of patents are probably not
nanotechnology relevant and 38% of the patents deal certainly with a completely non-

nanotechnology related theme. It could thus be assumed that around 72% of Nanobank

% Most of them were identified as nanotechnology researchers on the website of NanoQuebec
(www.nanoquebec.ca), a non-for-profit organization which plays a major role in planning and shaping
nanotechnology innovation in Quebec.
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patents, in which at least one inventor or co-inventor resides in Canada, are not (or
probably not) related to nanotechnology, while only 28% of them are (or probably are)
nanotechnology relevant. Understandably, this is not a rigorous survey but it serves the
purpose of giving an indication of what is perceived as nanotechnology and what is not.
Further investigation into what should be considered nanotechnology is required.

Table 2-2: Nanotechnology experts’ answers to the question “Is this a nanotechnology related
patent?”

Positive answer Negative answer
YES Probably YES Probably NO NO
4% 24% 34% 38%
Total positive 28% Total negative 72 %

Relative to other technology areas, searching for nanotechnology-related patents is
complicated, because nanotechnology covers a broad class of disciplines, materials and
systems. Academics from one discipline could then potentially misclassify a patent as
non nanotechnology if they are not familiar with the specific domain of the patent. Until
recently, there has been no formal classification scheme for US nanotechnology patents.
In 2004 the USPTO created new classification code for nanotechnology and started
classifying the nanotechnology patents retroactively. The patents that use key terms
related to nanotechnology were selected and then manually reviewed (NCI, 2006). As of
November 2007, the US Class 977 contains 4815 nanotechnology patents; this process is
however not finished yet. The US classification system is thus an insufficient tool for
identification of the nanotechnology related patents and the keyword search strategies
are used instead. However, due to the multi-disciplinary nature of nanotechnology it is
very challenging to find and judiciously use appropriate keywords while searching in a

patent database. Some of the strategies employed by researchers have been reviewed.

The nanotechnology relevant publications or patents may be found using solely the
prefix “nano*”, which indeed should identify a great majority of works. Some of the

researchers employed this strategy for constructing their databases of nanoscience
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publications or patents.” The most common methodology for the identification of
nanotechnology-related patents however consists in using “nano*” as a basic filter in
conjunction with other selected keywords and their variations, creating thus a set of
unique keywords pertaining to nanotechnology.'® Some authors'' performed extensive
testing for a substantial number of potential search terms to assess their specificity with
regards to nanotechnology. The most elaborate methodologies consist in the formulation
of a set of keywords generated using various iterative techniques with relevance

feedback.!”

According to Kepplinger (2004), who i1s a Deputy Commissioner for Patent
Operations and a USPTO patent examiner, even though there are many patents that
include terms related to nanotechnology in the patent disclosure, there is currently only a
limited number of patents that actually claim a nanotechhology invention based on a text
search and manual réview. Therefore, most of the researchers apply exclusion terms and
various restrictive strategies to filter out the patents which may use some of the
keywords without really pertaining to nanotechnology. For instance, phenomena like
“self-assembly” or “self-organization”, which are keywords present in most search
strategies, are not necessarily nano-specific, and methods like “transmission electron
microscopy”’, which is also a frequent search term, could be applied to different fields as
well. Huang (2003, 2004 and 2007), who identified the second highest number of the
USPTO nanotechnology patents mentioned in the literature, has failed to use exclusion
and restrictive terms, which may explain the exaggerated figures (see Table 2-1)

obtained particularly for the full-text searches.

2 E.g., Braun et al. (1997), ISI (2002), Tolles (2003), Darby and Zucker (2004).

10 Majority of the reviewed papers used this methodology: e.g., Bachmann (1998), Meyer (2001), Noyons
et al. (2003), Marinova and McAleer (2003), Warris (2004), Heinze (2004), CREA (2005), Sampat
(2005), Bhaskarabhatla (2006), Berger (2006), Rothaermel and Thursby (2006), Wong et al (2007), Li et
al. (2007) and Huang et al. (2003, 2004 and 2007).

i E.g., Porter et al. (2006).
12 R ostoff (2006), Mogoutov and Kahane (2007), Zucker et al. (2007).



74

The aim of this thesis was to find a strategy which would allow obtaining the largest
possible extent of relevant only data. As in most of the reviewed studies, the prefix
“nano” has been used to find the core of the nanotechnology patents in conjunction with
complementary keywords that better define the field and extend its borders, but
exclusion terms and restrictive conditions have been applied in order to keep non-
relevant patents outside. The final search strategy shown in Table 2-3 is largely based on
that of Porter er al. (2006), but is modified to suit the purposes of this research. The
search algorithm on the full text of the patents has been applied to keep it as inclusive as
possible and 2493 nanotechnology patents with at least one inventor or co-inventor
residing in Canada have been found. When compared these patents with the Nanobank
content, only 1442 of them were included simultaneously in both databases. Such a
small magnitude of overlapping between the databases is very surprising. It means that
72% of patents in the Canadian Nanobank database contain neither the search string
“nano*” nor any other of the commonly used keywords anywhere in the text'®. One
possible explanation was offered by Bawa (2004), a registered patent agent at the
USPTO, who remarks that nanotechnology patents often do not use any specific nano-
related terminology in order “not to be found” to keep potential competitors at a
knowledge disadvantage. On the other hand, some inventors and assignees might
incorporate nano-relevant terms only for the sake of marketing their invention or

concept even if the inventions are in fact not related to nanotechnology.

Specifically for this research it is extremely important to include only strictly
nanotechnology related patents. In contrast, authors whose main interest is in generating
the innovation trends or comparing the patent production proportions may find that an
overstated total number does not necessarily lead to the wrong conclusions. However,
since one of the objectives of this thesis is the construction of social networks, an

inclusion of additional actors can significantly alter the network properties. Therefore it

3 Out of all original Canadian Nanobank patents (5076 patents), only 1442 (28%) are also among the
results of the current search.
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Table 2-3: The final search strategy based on Porter et al. (2006)

Search terms

Search queries

nanoa$ OR nanob$ OR nanoc$ OR nanod$ OR nanoe$ OR (nanof$ ANDNOT
nanofarad$) OR (nanog$ ANDNOT (nanogram$ OR nano-gram$)) OR nanoh$ OR

va?t!llnﬁ nanoi$ OR nanoj$ OR nanok$ OR (nanol$ ANDNOT nanoliter$ OR nano-liter$) OR
exclusion (nanom$ ANDNOT nanomol$) OR nanon$ OR nanoo$ OR nanop$ OR nanoq$ OR
terms nanor$ OR (nanos$ ANDNOT (nanosec$ OR nano-sec$)) OR nanot$ OR nanou$ OR
nanov$ OR nanow$ OR nanox$ OR nanoy$ OR nanoz$ OR (nano ANDNOT (nano-
gram$ OR nano-liter$ OR nano-sec$ OR nano-meter$ OR nano-metre$))
“quantum dot” OR “quantum dots” OR “quantum array” OR “quantum arrays” OR
Quantum “ - o . w - « -
terms quantum device” OR “quantum wire” OR “quantum wires” OR “quantum computing
OR “quantum well” OR “quantum wells” OR “quantum effect” OR “quantum effects”
“molecular wire” OR “molecular wires” OR “molecular wiring” OR “molecular switch”
OR “molecular switches” OR “molecular sensor” OR “molecular sensors” OR
Molecular “mq]ecular motor” OR “molecular motors” OR “molecular device” OR.“mole.cular
terms dev1ce.s”‘OR. “molecular ruler” OR “molecular rulers” OR “molecular simulation” OR
“atomistic simulation” OR “molecular manipulation” OR “molecular engineering” OR
“molecular electronics” OR “molecular modeling” OR “single molecule” OR “single
molecules”
Other terms  bionano$ OR biomotor$ OR fullerene$ OR “coulomb blockade” OR “coulomb
without blockades” OR coulomb-staircase$ OR langmuir-blodgett OR “PDMS stamp” OR
delimiters “PDMS stamps”
Self-
assembly (“self-assembly” OR “self-assembling” OR “self-assembled” OR “self assembling” OR
terms “self assembled” OR “self assembly” OR “self-organised “ OR “self-organized” OR “self

limited more
inclusively to
the

organized” OR “self organised” OR “directed assembly”) AND (monolayer$ or mono-
layer$ OR film$ OR quantum$ OR multilayer$ OR multi-layer$ OR array$ OR molecul$
OR polymer$ OR copolymer$ OR co-polymer$ OR mater$ OR biolog$ OR

molecular supramolecul$
environment

(“atomic force microscope” OR “atomic force microscopy” OR “transmission electron
Microscopy  microscope” OR “transmission electron microscopy” OR “scanning force microscope”
terms OR “scanning force microscopy” OR “scanning tunneling microscope” OR “scanning

limited more
inclusively to
the

tunneling microscopy” OR “scanning probe microscope” OR “scanning probe
microscopy” OR “energy dispersive X-ray” OR “X-ray photoelectron” OR “electron
energy loss spectroscope” OR “electron energy loss spectroscopy”) AND (monolayer$ or

molecular mono-layer$ OR film$ OR quantum$ OR multilayer$ OR multi-layer$ OR array$ OR

environment molecul$ OR polymer$ OR copolymer$ OR co-polymer$ OR mater$ OR biclog$ OR
supramolecul$)

Terms

limited more
inclusively to
the

(“quasicrystal” OR “quasi-crystal” OR NEMS) AND (monolayer$ or mono-layer$ OR
film$ OR quantum$ OR multilayer$ OR multi-layer$ OR array$ OR molecul$ OR
polymer$ OR copolymer$ OR co-polymer$ OR mater$ OR biolog$ OR supramolecul$)

molecular

environment

;li‘::-ilt:fl more (biosensor$ OR solgel$ OR “sol gel” OR “sol gfl:ls” OR “dendrimer” QR “dendrimers”
restrictively OR “dendron” OR ‘.‘dendrons” OR “molecular s.xeve” OR “molpcular sieves” OR

to the “'mesoporqus material” OR “mesoporous materials” OR “soft lithography” 'OR “soft
molecular lithographic”’) AND (monolayer$ OR mono-layer$ OR quantum$ OR multilayer$ OR

environment

multi-layer$)




76

was decided to work only with the subset of the Nanobank patents which intersects with
the results obtained by the current search as well. After some manual exclusions and
obvious additions, the database of 1443 Canadian nanotechnology patents has been
created. It was concluded that this final database is the best possible representation of the

Canadian nanotechnology.

2.4.4 Social network analysis

From these two databases, biotechnology and nanotechnology innovation networks
were created by mapping the collaborations of inventors of particular biotechnology or
nanotechnology patents. The concept of social network analysis defined above was
employed to create connections between inventors and to construct innovation networks.
The social network analysis program PAJEK was used to build the networks from the
patent data. An analysis of these collaborative networks enabled the description of their
structural properties and allowed the understanding of the collaborative behaviour of the

inventors inside or outside Canadian biotechnology clusters.

Since the obtained patent data in both databases span over a period of around 30
years (biotechnology: 1976-2007 and nanotechnology: 1976-2005), it is assumed that
once inventors collaborate on one patent they continue to be in contact afterwards and
are able to exchange knowledge acquired long after the patent has been granted. In
Chapter 6 (see Figure 6-1) it will be shown that a great majority of the collaborations in
both biotechnology and nanotechnology took place within a relatively short period of
time (last 7-8 years), which explains why this assumption can be made. The time of
collaboration thus can be disregarded and all links among inventors in the network can

be considered as simultaneously active.
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CHAPTER 3

THE LOCALISATION VERSUS URBANISATION
CONTROVERSY

This chapter deals with the question introduced in the literature review as to which
of the Marshall-Arrow-Romer (MAR) or Jacobs externalities is the most beneficial to
growth. Whether diversity or specialisation of economic activities better promotes
economic growth and innovation has been the subject of a heated debate in the economic
literature. The answer seems to depend on the multiple factors — on the way it is
measured, where it is measured, on which industries, at which level of aggregation, etc.
This chapter aims to provide a census of the papers that have dealt with the MAR-Jacobs
dichotomy'* (i.e. the regression-based studies providing direct answers in the
urbanisation versus localisation debate). The aim is not to try to determine which one of
the two concepts provides a more favourable environment for innovation and economic

development, but to investigate why it is that the literature still remains relatively

1 Less than half of the articles surveyed include competition or Porter externalities in their analyses, as a
consequence, the main focus of the chapter will remain MAR and Jacobs externalities. There have been
many other studies which dealt with similar kinds of issues. For example, Rigby and Essletzbichler (2002)
note the deficiencies of the most common studies which represent agglomeration economies with very
vague proxies (e.g. city size) and suggest to precisely measure three kinds of agglomeration economies:
input-output linkages, labour pooling and technological spillovers (following Marshall (1920)). They
claim that these agglomeration economies are more precise in their meaning than localization and
urbanization economies. Duranton and Puga (2004), on the other hand, do not regard the Marshall’s
classification of agglomeration economies as a particularly useful basis for taxonomy of theoretical
mechanisms, since these agglomeration economies are in fact three sources capturing the same
mechanism. They suggest distinguishing theories by the mechanism driving them and propose yet another
formulation based on the notions of sharing, matching and learning, which brings the analysis down to a
more basic set of variables. Porter (2003) examines the regional performance (wage, employment,
patenting), the regional economies and the role of clusters in the US economy. He provides some evidence
that specialization of a region in an array of stronger traded clusters boosts regional performance. These
are interesting studies, but since the focus of the chapter is on a very narrow concept (i.e. regression-based
studies providing direct answers in the urbanization versus specification debate); they will be left out of
the further discussion. '
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inconclusive. This chapter therefore attempts to find the similarities and differences

between the various studies in order to draw conclusions on the question.

3.1 Basic results

The phenomenon of knowledge externalities and their impact on economic growth
and innovation have attracted a great deal of attention in academic circles. Nevertheless,
it seems that the exact spillover mechanism is not yet fully understood and documented.
In fact, there is no direct proof of the existence of knowledge spillovers and there
probably never will be. A large amount of literature provides empirical evidence in
support of the Marshall and Jacobs theories; however, the results of these studies are
often mutually conflicting. This section provides a brief survey of these studies and
discusses their basic results, while Appendix B contains the summary of the main
characteristics, variables, indicators and results from the studies that were examined.

The sample of studies is by no means exhaustive.

Table 3-1summarizes the results from the 67 reviewed studies listed in Appendix B,
the evidence therein having shown to be in conflict with one another. Around 70% of
them claim to have found some proof of existence of Marshall externalities and their
positive impact on economic growth or innovative output, while a comparable
proportion of the studies (75%) confirm Jacobs’ thesis of a favourable influence of
diversification of economic activities in a region. Around half of the studies providing
support for each theory found uniquely positive results; the other half, however, reported
concurrently both positive and negative or non-significant results for various industries,
time periods, countries or dependent variables. The situation is similar when looking at
the result's summary counted by number of variables'”. Here, as in the remainder of the

chapter, each ‘variable’ used in the models examined to measure externalities (MAR or

!5 Many papers use various indicators, or a number of independent variables in their studies. In order to
take into account the diversity of resuits presented within each paper, the number of ‘variables’ therefore
exceeds the number of papers. Please consult Appendix B for more details.
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Jacobs) will be counted and linked with each indicator used as a dependent variable. A
comparable percentage of variables (57% and 56%) show positive impact. For most of
these variables the results are uniquely pdsitive, howéver, 10% of all variables are found
to have both positive and negative or non significant results for different time periods,
industries and countries. Moreover, since in most models the positive effects of both
kinds of externalities are not mutually exclusive, many researchers have also observed a
favourable impact of both Marshall and Jacobs externalities concurrently (30 out of 67
of the studies examined have reported the simultaneous presence of both MAR and
Jacobs externalities). Thus, quite a balanced support for both theories is provided by the
surveyed studies, hence sufficient evidence exists to claim that both specialized and
diversified local industrial structures may promote economic performance of regions. It
remains to be found why this may be the case. This chapter represents an attempt at

providing an answer.

Although positive evidence for both types of externalities is measured, many of
these studies have also detected negative impacts. The score is much less balanced here,
because the solely negative influence is observed much more often for the Marshall
externalities (in 27% of studies and for 24% of the variables as defined above) than for
Jacobs externalities (only in 3% of all the studies and for 7% of all the variables). These
findings suggest that regional specialization may hinder economic growth, but
diversification is much less likely to induce this negative effect. This may be first related
to the lower flexibility of the specialized regions and consequently to their decreased
capacity to adjust to exogenous changes, which may prove critical if the main industry in
the region declines. In a diversified environment endowed with a wider technological
scale, the chances that some new industry will spring out and take the lead is greater.
Second, specialized regions may be more vulnerable to lock-in, i.e. closing upon
themselves, becoming insular and impermeable, and preventing knowledge and fresh

innovative ideas from outside to flow in. The specialized regions tend to become more
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specialized with time, and thus experience increasingly less external relations than the

diversified regions.

Table 3-1: Results summary

Number of studies Number of variables *

Results

MAR Jacobs MAR Jacobs
Only positive 23 34% 26 39% 51 47% 56 45%
Both positive and negative 24  36% 24 36% 11 10% 13 10%
Positive sub-total 47 70% 50 75% 62 57% 69  56%
Only non significant 2 3% 15 22% 20 19% 46 37%
Only negative 18 27% 2 3% 26 24% 9 7%
Total 67 100% 67 100% 108 100% 124 100%

Note. Each variable used to measure MAR externalities with each indicator used as a dependent variable
is counted as a single variable.

** Both positive and negative (or non significant) results found for various dependent variables, time
periods, industries or countries within one study.

" Both positive and negative (or non significant) results found for various time periods, industries or
countries for one variable.

“** At Jeast one variable is positive (the sum of only positive and both positive and negative).

Regarding the Porter externalities, only 25 out of 67 studies have attempted to
detect their presence. The results of these studies are found in Table 3-2. The Porter
theory was most often (14 regressions) supported in conjunction with the Jacobs one,
which is also consistent with the Porter’s views on competition. Porter however agrees
also with the MAR specialization hypothesis regarding the intra-industry spillovers and
the two theories were simultaneously supported in 9 regressions. 5 out of all regressions
have showed a concurrent support for all the MAR, Jacobs and Porter theses. Since most
of the studies did not include the Porter externalities the main focus for the rest of the

chapter will remain on MAR and Jacobs externalities only.
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Table 3-2: Results for the Porter externalities found in conjunction with Marshall and Jacobs
positive results

Number of dependent variables for which positive results were found:
Porter externalities results

MAR only  Jacobs only Both' Nonée’ Total
Positive 4 9 5 2 20
Negative 4 1 3 8
Non significant 4 1 2 7
Total 8 14 8 S 35

Note: .
" Number of dependent variables for which both MAR and Jacobs externalities are found.
? Number of dependent variables for which neither MAR nor Jacobs externalities are found.

The empirical evidence regarding the nature and magnitude of externalities yields
mixed results. This is not surprising, considering that knowledge spillovers are invisible
and “leave no paper trail by which they may be measured or tracked” (Krugman, 1991,
p-53). The results can be explained by differences in the strength of agglomeration
forces across industries, countries or time periods, but also by methodological issues.
The remainder of the paper discusses these specific factors and tries to determine the
influence of data and the way it is analysed on the likelihood of detecting MAR or

Jacobs externalities.

3.2 Indicators for Marshall and Jacobs externalities

The most obvious differences among the studies are the ones associated with the
choice of independent and dependent variables. Out of the many independent variables
present in the regressions, this thesis will only focus on two categories: local
specialization as evidence of MAR economies and local diversity to detect the presence
of Jacobs externalities. Some studies, probably constrained by data availability, utilize
the same index to measure the impact of both specialization and diversity in the same
variable (for example the Hirschmann-Herfindahl index in Loikkanen and Susiluoto,
2002). Authors then may interpret a positive sign (or high values) on the coefficient as
evidence of prevailing Marshall externalities and a negative sign (or low values) as a
proof of Jacobs economies. This methodology, however, may not be appropriate in some

industries because both kinds of economies could be present simultaneously — according
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to Table 3-6, Table 3-8 and Table 3-12 further ahead in the paper, for 31 (out of 89)
dependent variables, evidence of both externalities is found. The two externalities are
obviously not mutually exclusive, since specialisation is a particular characteristic of a
certain sector within a local system, whereas diversity is a property characterising the
whole area. This suggests that testing the two hypotheses separately with different

indicators is more appropriate.

3.2.1 Marshall externalities indicators

The location quotient and own industry employment, which together account for 75% of
independent variables used in these studies, are the most common Marshall externalities
indicators utilised. Other measures encountered are the number of industry plants (either
total numbers or relative to plant sizes), several indices based on technological closeness
of sectors, measures indicating the share of own industry in a region (measured either by
output, R&D investment or industry value added) and other indicators listed in Table 3-
3. These indicators are divided into four categories according to whether they measure

the:

e Share: indicators based on the relative sizes of the industry, where the proportion a
particular industry within the same or other industries in the country, region, and so
on, are calculated;

e Size: indicators considering absolute sizes of the industry expressed by
employment, number of plants, and so on;

e Diversity: indicators based on industrial diversity using technological closeness of
industries, specialization of the science base, and so on;

e Other indicators: not allocated within any of the categories above.

This categorization will be used throughout the article in order to designate which

kind of indicator shows a greater number of positive results for Marshall externalities.
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Table 3-3: Number of indicators (independent variables) of Marshall externalities

L. Only Both™ Only Non Number
MAR externalities indicators Category +ve +&- —ve significant Total of studies
Location quotient (simple or as Share 19 5 16 5 45 35

a proportion of national share)
Own industry employment
(total, over area, in innovative Size 21 5 6 4 36 17
or non-innovative firms)
Number of industry plants

. : Size 2 3 5 2
(total, of minimum sizes)
Indices based on technological Diversity i 2 3 2
closeness
Share of own industry in a
region (by output, R&D Share 1 1 1 3 3
investment, value added)
Science base specialization Diversity 2 2 2
Herflndahl. index of Diversity » ) )
concentration
Employment in related
industries or in provider Size 2 2 1
sectors
Matrix of sectors Share 1 1 2 2
Autoregressive coefficients Size 1 2 3 2
Other — share of a firm’s
innovative activity in an
industry, share of own industry
. . I Share,
in total industry, region’s share .
. . . Size,
in national own industry . . i 1 3 5 5

) Diversity
employment, other industry
- or Other

employment, index of
production specialization,
weighted indices
Total 51 11 20 108

Note. " Both positive and negative (or non significant) results found for various time periods, industries or
countries for one variable.

Glaeser et al. (1992) first expressed the idea that the degree of specialization may
better represent the potential for Marshall externalities than current size of an industry,
because it better captures intensity and density of interaction among firms. The location
quotient has become widely used for this purpose; it is the most frequently used
indicator in the studies reviewed (it is used in 35 studies). The location quotient belongs
to the category of indicators based on industrial share, since it represents the fraction of

industry employment in a region relative to the national share. The results produced by
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the regressions that utilised this measure are mostly uniquely positive (19 variables) for
the Marshall indicator, however a large number of cases showing negative impacts of
specialization (in 16 cases) is found as well. In a number of studies, however, a simpler
location quotient is used to measure MAR externalities as a share of a region’s
employment in an industry. Van Soest et al. (2002) has compared the results of the two
indices for the same data and concluded that, at least in case of the Netherlands, the
relative location quotient (relative to the national share) better captures the impact of
Marshall externalities than its simpler - version industry proportion in the region. The
relative indicator of specialization controls for the size of industries at the national level,
whereas the simpler indicator does not. The evidence from the studies examined shows
that simpler measures of MAR externalities are more likely to yield positive results. For
instance, the more complex location quotient comparing to the national share provides
the vast majority of the negative specialisation effects. Its simpler version very rarely

yields negative results.

The location quotient has been criticized as an indicator of local specialization.
Ejermo (2005) observed that this measure is very sensitive to the size of the region.
Combes (2000b) shows the flaws in the calculation of the location quotient and his
corrections of this measure significantly reverse the sign of the relative concentration

effect on local growth.

A much simpler measure of the level of local specialization is own industry
employment, the most frequently encountered indicator of the category based on the
absolute size of the industry. Own industry employment is used in 17 studies (36
independent variables) ), mostly with uniquely positive results for Marshall externalities
(21 variables), while negative impacts are detected in only 6 cases. Own industry
employment is sometimes suggested to be a better proxy for localization economies than
the location quotient, because the localization economies arise from the absolute and not

the relative size of the industry (for instance Marshall’s size of the skilled labour pool).



85

A region might represent a strong cluster in a certain industry, even if this industry
accounts for a negligible share of the region’s overall range of activities. It has also been
suggested to distinguish between employment in innovative and non-innovative firms in
a given industry, because not all employees generate spillovers (Beaudry and Breschi,

2000, 2003) and spillovers are more likely to emanate from firms that also innovate.

Henderson (2003) decomposes own industry employment in a region into the
number of plants and the average employment in those plants to discover that it is the
number of plants in a region that produces the strongest results. He suggests that
localization externalities derive from the existence of companies per se, where these
companies could be interpreted as separate sources of information spillovers.

The two most commonly used measures of specialization, location quotient and own
industry employment, did not produce balanced effects in the regressions. When the
results presented in Table 3-3 are compared, it becomes evident that the use of the
location quotient yields a greater number of negative results for Marshall externalities
than the use of own industry employment. These negative effects emanate almost
exclusively from the use of the relative location quotient (relative to the national share),
a measure employed almost twice as often as its simpler version. These two location
quotient measures contribute equally to the positive results. These positive specialization
impacts are also similar for both the location quotient and own industry employment. As
a consequence, if one wants to find positive MAR externalities, the simple location
quotient, and to a lesser extent own-industry employment, are the way to go. This would
tend to favour the argument towards to size of the skilled-labour pool rather than its
relative size. Others factors may also influence these results and following the next

section on Jacobs externalities, this is what the chapter aims to investigate.
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3.2.2 Jacobs externalities indicators

Measures of Jacobs externalities encountered in the reviewed studies are of an even
greater variety. The most common is the Hirschman-Herfindahl index (in 38 studies),
other industry employment (in 10 studies), Gini index, total local population, total local
employment and others. The full list of the diversity indicators and the associated results
is presented in Table 3-4 which is a summary of the results presented in Appendix B.
Indicators of Jacobs externalities are also divided into categories according to the
different focus of the measures. The category based on diversity covers different
measures of industrial diversity and specialization, while the one based on market size
represents the scale of these urbanization economies and includes various employment
or population measures. The category of other indicators is used for those which are not

allocated to either of the mentioned groups.

The Hirschman-Herfindahl index is a diversity-based measure and in all of its forms
it is the most commonly used indicator (49 variables in 38 studies). The results are split
approximately half and half between positive and neutral effects and almost no negative
results are obtained. The basic form of Hirschman-Herfindahl index is expressed as the
sum of the squares of the shares of employment in a given region and sector with respect
to all other industry employment. Other variations frequently encountered are the
innovation diversity index based on patent data or industry diversity index based on
industry value added data. This Hirschman-Herfindahl index is also presented in
.modiﬁed forms, as inversed Hirschman-Herfindahl index or 1 minus the Hirschman-
Herfindahl index. The main drawback of this index is that diversity is measured
symmetrically, implying that it does not consider how different or complementary the

industrial sectors are, but assumes them to be equally close to one another.

The second diversity-based measure of Jacobs externalities is the reciprocal Gini

index, encountered in 13 cases (7 studies), 10 of which yielded uniquely positive signs
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on the coefficients suggesting the presence of Jacobs economies. The Gini index of

diversity is generally used with employment or with patent data.

Other industry employment, which belongs to the category of indicators based on
size, is the second most popular indicator of Jacobs externalities, used in 19 cases (10
studies). In 8 cases this indicator does not show any influence of large industrial
composition, in 6 cases it shows a negative impact and in only 5 cases it provides some
evidence of Jacobs externalities. This indicator does not measure diversity per se but the
size of the urbanisation externality. Diversity is implied by the larger size of the
employment base in all other industrial sectors. In many of the studies that employ this
technique, a measure of diversity is also put in place, so as to account for both the scale
and diversity of the urbanisation economies. As a proxy for measuring regional
diversity, total employment in the region (also total manufacturing employment or total
employment in services) or total population in the region are used as well. In these
models, it is assumed that regions with higher population or employment are the ones
with more diversified economic structures. These indicators, however, capture rather
global urbanization externalities, which are related to local market size, but not to the
diversity implied by Jacobs externalities per se, because they derive from the specific

industrial composition of the region.

The choice of diversity measure seems to be critical for the result regarding the
presence of Jacobs externalities. While the use of other industry employment usually
shows negative or no effects from a large diversified region, the Gini index of diversity
provides positive findings. The selection of Hirschman-Herfindahl index yields an equal

number of positive or neutral results on Jacobs economies.
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Table 3-4: Number of indicators (independent variables) of Jacobs externalities

Only  Both® Only Non Number
Jacobs externalities indicators Category + signify- Total of
ve +&- -ve .
cant studies
Hirschman-Herfindah] index
(employment, patent, industry Diversity 21 6 1 21 49 38
value added)
Other industry employment (total,
in innovative or non-innovative Size 2 3 6 8 19 10
firms) :
Gini index of diversity L
(employment, patent, science base) Diversity 10 3 13 7
Total urban area population Size 6 2 8 6
Total local employment
(employment, in manufacturing Size 3 2 2 7 6
and in services)
Share of other industry .
employment (5 largest, 11 largest) Size 4 2 6 3
number of active industries in a .
. Size 2 2 1
region
Ellison-Glaeser index Other 2 2 1
Share of innovations or industries N
. . Diversity 2 2 1
with the same science base
Indices based on technological Diversity 1 1 5 5
closeness (patents, sectors)
Related variety Diversity 1 1 2 1
Share of other industry output Other 1 1 1
Weighted indices of several Other 1 i 5 ]
elements
Other — indices of specialization,
diversification, urbanization, Theil
index, urban to rural continuum Share,
codes, matrix of sectors and other Size, 5 1 3 9 10
based on expected population, Diversity
weighted own industry or Other

employment and region’s
employment share
Total 56 13 9 46 124

Note. " Both positive and negative (or non significant) results found for various time periods, industries or
countries for one variable.
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3.3 Performance measures

All the research studies examined can be classified into three categories according
to the performance measure under study, which specifies whether the main point of
interest is the influence of a specialized or diversified region on economic growth,
productivity or innovation. Table 3-5 presents the summary of the dependent variables
(performance measures) used to assess these impacts and the number of positive results
obtained for each category of independent variables (Marshall and Jacobs externalities
indicators). This allows us to investigate where exactly the positive results for each

dependent variable come from.
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Table 3-6: Number of positive results (dependent variables) per performance indicator

Number of dependent variables with positive results:

Dependent variable MAR Jacobs Both MAR None of MAR
Total

only only and Jacobs and Jacobs
ECONOMIC GROWTH
Employment (growth or size) 4 13 12 3 32
Number of new firms (total or per area, 5
proportion) 1
Wage growth (adjusted or not) 2 1 1 4
Other economic growth: plant size, number
of plants (total or per area), of employees 5 2
per area
Economic growth sub-total 7 18 17 4 46
PRODUCTIVITY
Plant output, output per labour hour, TFP 9 1 2 14
Valued added growth (or VA over labour) 1 2 3
Other: efficiency scores, capacity to export i 1 2
Productivity sub-total 10 3 4 2 19
INNOVATION
Number of patents (total or per capita) 4 7 1 12
Number of inventions reported by journals 2 2 4
Likelihood of an innovation adoption 2 2
R&D intensity 2 2
Other innovations: number of innovations, 1 1
of innovators, innovativeness, impact
Innovation sub-total 8 5 10 1 24
Total 25 26 317 7 89

3.3.1 Economic growth

Most of the research focuses on measuring economic growth (46 regressions in
41 studies), taking the indicator of employment growth as a proxy. Other dependent
variables used for this purpose are the number of new firms (total, per area, a
proportion), wage growth (adjusted or non-adjusted), plant size, number of employees

per firm, number of plants (total or per area) or number of employees per area.

It was expected to find positive results mainly for Jacobs externalities, since the
economic growth depends strongly on the level of local demand. Diversified regions
with a strong local demand and many intermediaries in the supply chain were supposed
to perform better economically. As Table 3-5 shows, Jacobs theory is indeed more often
supported (70% of variables with positive results and only 7% with negative) than that
of Marshall (49% of positive but 26% of negative results) by these studies. Positive



92

results for Marshall variables came both from share-based and size-based indicators,
whereas Jacobs externalities are detected using mainly diversity-based and less
frequently by size-based independent variables. There are also 17 regressions showing

positive results for both Marshall and Jacobs indicators simultaneously (see Table 3-6).

Employment growth is the most common dependent variable (32 regressions in
30 studies). An overwhelming number of the studies found evidence of some
externalities when using this performance indicator, most frequently only Jacobs
externalities, while only a few observed uniquely Marshall effects. Favourable results
for both these types of externalities are detected simultaneously in many regressions as
well. The popularity of this indicator probably stems from the fact that data on total
employment are often readily available. It is used when the unit of observation is the
firm or the region. In studies at the firm level as opposed to cluster or regional level, the
lifetime growth model assumes exponential growth since its creation (Swann et al. 1998
for instance). The use of employment growth as an indicator of economic growth is,
however, often disputed. The measure of employment growth is based on the
assumption that labour is a homogeneous input and that it can freely move across the
country. Almeida (2006) suggests, however, that labour is in fact a very heterogeneous
input and migration costs differ across countries and periods of time. Cingano and
Schivardi (2004) show that a number of other forces are likely to affect local
employment determination: a higher unemployment risk against sectoral shocks
resulting from sectoral concentration or negative congestion externalities related to the
scale of local productive activity may influence mobility and employment choices as
well. Moreover, capital and labour have a high degree of substitutability (Paci and Usai,
2005) and the fact that technological change is labour-saving may cause the indicator of
employment growth to not properly reflect economic growth. Cingano and Schivardi
(2004) show that, within the same sample, if one uses employment growth instead of
total factor productivity growth as the dependent variable, the signs for the MAR

coefficient are reversed. They claim that these results question the conclusions of most
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of the existing literature on dynamic externalities. Dekle (2002) reaches similar
conclusions about the inappropriateness of employment-based regressions. As an
improvement, Combes et al. (2004) suggest decomposing local industrial employment

into the product of average plant size and the number of plants.

Authors using entry of new firms to the region (measured by the growth of the total
number of firms, or the number of firms per area or as a proportion of incumbent firms)
as a proxy for regional economic growth (8 regressions in 7 studies) find positive effects
of both Jacobs and Marshall economies. Wage growth is used in 4 regressions (in
3 studies) to assess the impact of dynamic externalities on economic growth. MAR
variable is found to have a positive impact in half of them, while no positive effects of
Jacobs externalities are detected. In order to evaluate the result differences caused by the
use of different indicators Glaeser et al. (1992) and Almeida (2006) compare the impact
of various indicators on wage growth as an alternative measure to employment growth.
Glaeser et al. (1992) find similar results for both indicators, whereas the signs in the
Almeida’s regressions are reversed. Almeida (2006) also proposes to use regional
adjusted wage growth to account for the heterogeneous character of labour. These

obviously call for further investigations.

3.3.2 Productivity

Given the limitations raised by some authors regarding the use of economic growth
indicators, researchers have tried to study the impact of the local economic structure on
industrial productivity more directly. Productivity-based measures are theoretically
closer to the notion of dynamic externalities and may represent some improvement over
employment-based measures; the common problem, however, is data availability, since
output data (either at firm level or aggregated at regional level) are usually more difficult
to obtain. In 18 reviewed studies with 19 regressions (see Table 3-6), the most common

productivity indicators used are plant output, output per labour hour, total production
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factors, value added growth (total or over labour), efficiency scores or capacity to

export.

Here the size of the labour pool was considered to be the most important and hence
the positive effects of MAR externalities were expected to be detected more often. In
specialized regions with bigger labour pool people learn easily from each other, and the
absorption of different experiences from people specialized in similar fields contributes
to the faster build—up of their skills and thus to their higher productivity. Productivity
was not supposed to be influenced much by the size of local demand. As expected, the
regressions (see Table 3-5) have more often shown Marshall externalities to be
promoting regional economic productivity (variables were positive in 74% and negative
in 11% of cases), while the Jacobs theory is supported less frequently (positive only in
32% and negative in 4% of cases). The results for Jacobs were most commonly non-
significant. Only 4 regressions have shown positive results for both MAR and Jacobs

externalities concurrently (see Table 3-6).

The positive coefficients of the specialization indicators are found using the
independent variables of both share-based and size-based categories, while the positive
coefficients of the diversity variables originated mainly in size-based and less commonly
in diversity-based indicators. Marshall and Jacobs theories are supported concurrently in

4 regressions that use productivity-based dependent variables.

3.3.3 Innovation

The third group of studies (with 24 regressions in 19 studies) attempts to assess the
influence of the specialization and diversification of regions on their innovative activity
and that of the firms within. The number of patents (total or per capita) is the most
frequently selected proxy for innovative output. Other indicators encountered are the
number of inventions reported by trade journals, R&D intensity, the likelihood of
adopting a particular innovation, the number of innovators, innovativeness or economic

impact of an innovation after 2 years.
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Innovation could be supported by a great variety of factors within specialized and
diversified regions. The effect of both local demand and a labour pool should play role.
Indeed, regressions with a dependent variable assessing innovative activity have yiclded
balanced results for both theories (see Table 3-5), i.e. around half of them in support of
Marshall’s theory (22 positive variables, which is 59%), while the other half promotes
Jacobs’ thesis (21 positive variables, which is 43%). Positive results for Marshall
variables came both from share-based and size-based indicators, while Jacobs
externalities are detected using mostly diversity-based independent variables. There are
also 10 regressions with positive results for both Marshall and Jacobs indicators (see
Table 3-6).

Patents have long been used as an indicator of innovation, because they are closely
related to innovativeness and are based on a slowly changing standard; patent
information is also quite easily accessible and of wide coverage. There are nevertheless
important limitations to the use of patents as indicators of innovation as summarized by
Jaffe and Trajtenberg (2000): “Not all inventions are patentable, not all inventions are
patented, and even if they are, they differ greatly in their quality, inventive output and
economic impact, making simple patent count quality a noisy measure of
innovativeness”. To increase the quality homogeneity, Baten et al. (2005) use only
patents that are being renewed for at least 10 years. Paci and Usai (1999) weight the
number of patents with a dimensional variable (by counting patents per capita) to correct

for the high heterogeneity in the dimension of the territorial units.

Only 3 studies (with 4 regressions) have utilized the literature-based innovation
output method introduced by Acs and Audretsch (1987) to retrieve invention counts.
This innovation indicator is considered to be a more direct measure of innovative
activity than are patent counts. Innovations that are not patented but are introduced to the
market are included in the database, but inventions which are patented but never
developed into innovations because they did not prove economically viable are

excluded. This innovation count indicator suffers some drawbacks as well: The
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significance and quality of innovations still vary considerably, the trade journals report
mainly product innovations (Feldman and Audretsch, 1999) and the probability to
announce a new product in a journal is not equal for all firms and products (Van der
Panne and Van Beers, 2006).
%k ok ok

It seems that the performance measure selected as dependent variable has an
important influence on the final results. On the one hand, the summarized findings show
that Jacobs externalities have a more profound impact on economic growth than
Marshall economies. On the other hand, if the influence of the industrial composition on
productivity growth is studied, Marshall’s theory is more often supported. Only the
studies using a dependent variable for assessing the impact on innovative activity have

provided balanced support for both theories.

Both absolute size of the industry and its relative size (its share) have a positive
impact on the economic performance of a region in the form of Marshall externalities.
However, in case of Jacobs externalities, it is mainly the diversity of the industrial base,
and to a much lesser extent the size of the regional market (urbanization economies),
that promote regional growth. One may ask then what differentiates all these studies.
The variations in the results presented here may also emanate from further differences in

study construction as will be presented in the following section.

3.4 Other circumstances and conditions of analysis

In this section the effects of specialized and diversified regions will be further
studied. The main goal is to analyze positive results of independent variables within
each category, for each kind of externality and to investigate the variation in effects
which these externalities present under different conditions and circumstances. The
specific characteristics which will be considered are the level of analysis (regional
versus firm level), different range and types of industries and sectors, geographical units
of different sizes and characters, countries and regions, different lengths of periods of

observation and variations in the size of firms.
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3.4.1 Regional and firm level analyses

There are two possible levels, at which the dependent variable could be analysed. At
the regional level, the effects of the externalities on economic performance of the
specialized and diversified regions are usually compared. This means that the dependent
variable is measured in the industry-region cross-section. At the firm level, causalities
are established between externalities and the firm’s growth, productivity or innovative
performance, i.e. the dependent variable is a performance indicator of the individual
firm. The studies that have adopted the firm level approach have the advantage of being
able to treat the economic environment as exogenous, while their obvious drawback is
firm selection that may bias the results. Table 3-8 shows the summary of all regressions
examined grouped according to the level of analysis. The regional level analysis is much
more common (63 indicators in 55 studies) and most often focused on regional
economic growth. At the firm level (26 indicators in 22 studies), however, it is much
more frequent to study the impact of the regional industrial composition on companies’
innovative performance. Table 3-7 suggests that evidence in favour of Jacobs
externalities is slightly more common at the regional level (65% of positive results for
Jacobs versus 54% of positives for MAR), but in support of Marshall’s thesis if
measured at the firm level, especially if the impact on economic growth or productivity
is analysed (in total 62% of positives results for MAR versus 33% of positives for

Jacobs).

Positive results for Marshall variables came mainly from share-based indicators at
the regional level, and from size-based indicators at the firm level. This suggests that a
relative size of an industry (its share in the region) has a positive impact in the form of
Marshall externalities on the economic performance of a region, while it is an absolute
size of the industry which promotes the growth of the individual firms in a region.
Jacobs externalities are detected at both levels using mostly diversity-based independent

variables.
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3.4.2 Industry range and industrial sectors

An important difference in these studies lies in the selected industries. Analyzed
data may come from only one industry (as in Beaudry, 2001). The analysis may also
consider all the range of industries including non-manufacturing services such as
wholesale and retail trade (as in Glaeser et al., 1992, Beaudry and Swann forthcoming),
but it is also common to completely exclude services and agriculture from the sample (as
in Combes et al., 2004) due to problems of data availability or productivity estimation in
services. Furthermore, the methodology may involve an analysis of one manufacturing
industry at a time (as in Henderson et al., 1995), which allows to distinguish the roles of
either type of externalities in each industry. This approach, however, may not be
applicable to all countries, especially in small countries with only a relatively small
number of locations where the selected industries can flourish (van Soest et al., 2002).
An alternative approach here is to consider only a number of the largest industries of all
types in each region (for example the 6 largest industries in each city as in Glaeser et al.,
1992), which may de facto automatically increase concentration levels in each city. The

selected range of industries used for the sample may yield further differences.

In order to determine the factors that may influence the particular suitability of the
specialized or diversified region, a more detailed analysis of industrial sectors is carried
out. Industries are grouped into four categories: high tech industries, medium tech
industries, low tech industries'® and services. Appendix C presents the list of all the
industries compiled according to the reviewed references in which Marshall externalities
are found to have positive influence on local performance. Appendix D lists the
industries for which Jacobs economies prove to have played a positive role. Not all

studies have measured the effects or provided details about separate industrial sectors,

1° The industrial categories were distinguished according to R&D intensity: high tech relates to aerospace,
consumer electronics, office and computing machinery, semiconductors, pharmaceuticals, biotechnology,
nanotechnology, optical and precision instruments; medium tech includes electrical and non-electrical
machinery, fabricated metal products, motor vehicles, railroad transport equipment, shipbuilding,
chemical products, instruments; and low tech consists of wood products, furniture, textile and clothing,
leather, apparel, food, beverage and tobacco, paper, printing, non-metallic mineral products.
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and therefore some references are skipped from the list. Some studies, however,
analysed the data for several industries and the positive results are therefore included in

each category.

Summary counts of positive results according to industry types are presented in
Table 3-9. Surprisingly, the differences among the sectors in regards to the effects which
both types of externalities had on regional performance are not striking. It can still be
said that externalities probably do play different role in different industries, and that the
effects of specialization and diversification economies thus slightly differ across

industrial sectors.

Table 3-9: Number of positive results (dependent variables) by industry sector type

MARSHALL EXTERNALITIES JACOBS EXTERNALITIES
Industry type Indicators showing positive results based on:
Share Size Diversity Other Total  Diversity Size Other Total
Low tech industries 11 13 24 10 7 1 18
Medium tech industries 12 14 26 15 10 1 26
High tech industries 7 13 1 21 18 6 2 26
Services 4 1 1 1 7 9 2 11

Low tech, low R&D intensity companies with traditional, more standardized
production were assumed to benefit more from the decentralized location in specialized
regions, which bears cost advantages and therefore it was expected to detect mainly
MAR externalities in low tech sectors. Although not overwhelming, there is some
evidence that in low tech sectors Marshall externalities have stronger effects than Jacobs
externalities. In 24 studies, the performance of low tech sectors in regions is promoted
by Marshall externalities, which is identified by both size-based and share-based
independent variables Jacobs’ theory is supported in low tech industries only in 18

studies, and this is detected with diversity-based and size-based indicators. -

The positive results of medium tech sectors are quite balanced for both theories.



101

Half of the studies (26 studies) suggested that Marshall externalities are particularly
relevant when considering industries grouped into medium tech category. Both size-
based and share-based independent variables are used frequently in these studies. The
other half (26 studies) proposed that diversified regions are more appropriate for the
medium tech industries in conformity with Jacobs’ theory. These externalities are

identified mainly by diversity-based independent variables.

High tech, R&D intensive companies were expected to prefer to locate in large
diversified urban areas, where the cross-fertilisation of knowledge and ideas from
outside the core industry, which is so crucial for the high tech breakthroughs, is possible
and easily available. The results indeed showed that the high tech sectors slightly favour
more diversified regions (in 26 studies), while the effects of Marshall externalities are
less pronounced (positive in 21 studies) here. It 1s mostly size-based indicators which
detected Marshall externalities, whereas diversity-based independent variables found
most of Jacobs externalities. This would seem to imply that size-based indicators may
not be appropriate for innovation measures. Further investigation is therefore needed on

this particular point.

The role of externalities varies according to the nature of the sector whether
manufacturing or services. Consumer service sectors provide non-tradable goods, which
should be produced and consumed in the close proximity of customers. This results in
spreading the service activities around and among the customers rather than the
concentration of these activities. Business services, on the other hand, greatly benefit
from the presence of other sectors located around and are thus concentrated near the
firms to which they sell their products. In both cases it was assumed that the location of
services is more suitable in the cities (or diversified regions). In accordance with the
findings presented in Table 3-9, diversification indeed appears to be the main growth
promoter in services (in 11 studies). These positive coefficients came mainly from

diversity-based independent variables.
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To summarise, it seems that economic performance in both specialized and
diversified regions is promoted for all the three groups of industry types. The effects of
Marshall externalities are nevertheless slightly stronger in low tech sectors, while the
positive impact of Jacobs externalities on regional performance increases with
increasing technological intensity. Cross-fertilisations and spillovers may therefore be
more useful in high technology sectors. Both relative and absolute sizes of a given
industry influence the presence of Marshall externalities for low and medium tech
industries, while in high tech sectors, it is mainly the absolute size of the industry which
matters. In the case where Jacobs externalities are observed, for all industrial types it is
uniquely the diversity of the industrial base, and not the size of the local market, that
promotes the regional growth. The size of the industrial base more often then not reflects

congestion effects which are detrimental to growth.

The findings of some authors show that the role of externalities of each kind varies
in accordance with the maturity of an industry, since old industries might benefit from a
different industrial structure than new ones. Henderson et al. (1995), for example, find
evidence of only Marshall externalities for mature capital goods industries, however, for
new high-tech industries, they observe positive effects of both Jacobs and Marshall
externalities. These findings are consistent with the industry life cycle model of
Duranton and Puga (2001) who show that new industries prosper in diversified
metropolitan areas but, when they mature, the production will decentralize to more
specialized regions. Also it agrees with the results of Boschma et al. (2005), who
observe that Jacobs externalities are predominant in the early stages of the industry life
cycle, whereas Marshall externalities appear at a later point, and in the end, the
specialization will in fact hinder economic growth. The differences in the impacts of the
various local industrial compositions during the industry life cycle could be explained by
the different needs of the firms during the innovative process. In the initial stage of the
innovative process an increased diversity and variety propels the creation of novelty,

inventive ideas, creative concepts and radically new designs. When the industry matures
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and the design reaches a critical mass on the market, the product becomes standardized
and the knowledge involved in the innovation process highly specialized. Firms then
may greatly benefit from learning from the solutions and mistakes of other firms in the
same industry in a region with high concentration of their own industry. Finally, it is the
high concentration of the mature industry, which decreases the region’s ability to

innovate, rejuvenate and restructure, and which inevitably leads the region into a lock-in.

Another factor to consider is the level of industrial classification used for the
analysis. An industry could appear as a statistically homogenous entity if 1-digit or 2-
digit industrial classification is used, whereas the same industry will look as a diverse
assemblage of different activities if the analysis is based on a 6-digit breakdown.
Therefore, an analysis of the results per industry class, where broad (1-digit and 2-digit),
medium (3-digit) and detailed (4-digit and more) levels of classification were
distinguished, has been performed. Not all the studies have indicated which industrial
classifications scheme was employed. An educated guess was used for the ones where
the classification level seemed apparent but not mentioned, and the ones where the level
could not be determined due to the lack of provided information (4 studies with 6

dependent variables studies are thus not included in this analysis) were set aside.

According to Table 3-10, the probability to detect the Jacobs externalities increases
with the level of detail of industry classification, whereas it does not have such tendency
for the MAR externalities. The highest probability of detection of positive (and the
lowest one for negative) results is for the medium level of industrial classification, but is
somewhat lower for broad or detailed industrial classification schemes. It has been
suggested that completely different indicators may need to be selected to identify the
MAR externalities precisely. Some studies which have proposed alternative measures
(see Rigby and Essletzbichler, 2002 or Duranton and Puga, 2004) have already been
cited. Their arguments are based on the fact that agglomeration externalities do not

operate directly on economic growth, productivity or innovation, but are expressions of
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deeper forces, i.e. output-input linkages, labour pooling effects or localized innovation

effects.

However, if staying within the narrow circle of the defined concepts, it can be
concluded that in general MAR effects are slightly more prone to show up at the broad
level of detail, the probabilities of detecting MAR or Jacobs effects are quite comparable
at the medium level and the Jacobs effects will decidedly appear more often when the
detailed classification is used. The 3-digit classification could thus be considered as a
threshold, at which specialization and diversity are less distinguishable from one
another, before which it is specialization and beyond which it is diversity that are

favoured.

In order to determine more precisely the diverse effects of the classification level
under different conditions the issue was studied even deeper. It was found that when the
study is carried out on the regional level, the probability of finding Jacobs externalities is
always higher no matter what industrial classification is chosen, whereas on the firm
level, it would usually be MAR externalities (see Table 3-7). The selection of a
geographical unit however plays a role. The studies which used larger geographical units
such as states or provinces and a broadly grained industrial data usually ended up
confirming MAR externalities, whereas the studies based on the city level (SMA or
MSA in the US) which used detailed industrial data found most commonly the evidence
of the Jacobs effects (see Table 3-11). This further confirms the existence of the
threshold at the medium classification level. The following section discusses the

selection of geographical aggregation further.
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3.4.3 Geographical unit

The selected level of geographical aggregation and the division of the observed
territory into regions for the study of geographical specificities could serve as yet
another source of possible discrepancy in the results. Table 3-11 and Table 3-12 present
the summary of the studies and groups them according to the selected geographical unit.
Five different classes of geographical units are observed, with Class 1 being the largest
(state or provincial) units and Class 5, the smallest (highly populated areas and cities).
Classes 1 and 2 are administrative units, which usually remain unchanged over time and
contain the relevant economic market. Class 3 contains all the labour zones, which are
the groupings of municipalities, characterised by a high degree of self-contained flows
of commuting workers. This makes labour zones economically more homogenous than
administrative units. Class 4 represents the smallest postal code level areas, which are
usually arbitrary administrative units, not functional economic areas. All these four
classes have in common a full coverage of the territory of the country or a selected
region, while the areas in Class 5 do not cover the whole surface, but focus only on
highly populated areas and cities. Proximity and frequent interactions makes
externalities particularly large in a city but, by considering only selected densely

populated areas, a large part of the economy is missed.
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This part of analysis had as an initial objective to find out whether different kinds of
externalities are associated with different geographical classes. The results in Table 3-11
seem to be quite balanced and do not show that the effects of Marshall or Jacobs
externalities are influenced by the choice of geographical aggregation level. It seems,
however, that the smaller the selected geographical unit is, the stronger are the effects
encountered. Furthermore, with smaller geographical unit, there are more of Marshall
and Jacobs simultaneous positive results and less of non significant or negative results.
This is also observed by Glaeser et al. (1992), who notice that the magnitude of external

effects increases as the geographical unit becomes smaller.

Table 3-11 also shows the allocation of positive variables into the categories of
independent variables. Even though the general pattern (size-based and share-based
indicators for Marshall externalities and diversity-based indicators for Jacobs) is still
present, no consistent relationship between the size of the geographical unit and the

number of positive independent variables in each category is observed.

3.4.4 Countries and regions

The differences in the impact of Marshall and Jacobs externalities on regional
performance according to the country where the research is undertaken are studied.
Table 3-13 and Table 3-14 group the studies according to the different countries

examined and shows the positive results for both categories of externalities.
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Table 3-14: Number of positive results (dependent variables) per geographical region (country)

Number of dependent variables with positive results:

Geographical region MAR Jacobs Both MAR and None of MAR
Total
only only Jacobs and Jacobs

United States 7 8 6 1 22
United Kingdom 7 1 3 11
Italy 2 3 6 2 13
Germany 0 0 2 2
Spain 2 1 4 7
Netherlands 3 6 2 1 12
France 0 3 1 1 5
Finland 1 0 1 2
Sweden 1 0 1
Portugal 2 1 3
Europe 1 1 1 3
Continental Europe total 12 15 17 4 48
Japan 1 1 2 4
China 0 1 1 2
Mexico 0 0 1 1 2
Korea 0 1 1 2
Brazil 1 0 1
Israel 0 0 1 1
Other total 2 3 5 2 12

The results do not seem very different from one country to another. The exceptions
in Table 3-13 are the United Kingdom, where the overwhelming majority of studies
observed positive Marshall economies and to a certain extent the Netherlands, where
Jacobs theory is mostly supported. Otherwise, the studies in all the other countries seem

to find an even distribution of evidence for both specialization and diversity effects.

Some authors have carried out simultaneous studies of several countries and found
quite comparable results, as Henderson (1986) for the US and Brazil. Nevertheless, other
researchers have encountered distinct effects of the two externalities for different
countries, as Beaudry and Breschi (2000, 2003) for the UK and Italy or Beaudry et al.
(2001) for several European countries. In fact, the industrial and economic compositions
of the studied countries differ and the spillover mechanisms actually may work quite
differently. For example, Cingano and Schivardi (2004) note that Italy has quite a
distinct productive system, which is characterized by areas with a substantial presence of

small and medium enterprises in the traditional sectors, and which could be particularly
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conducive to interaction-induced externalities of the Marshall type. However, results

found in this study do not show any substantial differences among countries.

The role of the local economic environment may vastly differ between Europe and
the U.S. The often mentioned reasons are the different levels of labour mobility, which
is much higher in the US and different unemployment rates that are higher in Europe.
Both of these conditions could impact the spillover mechanism and influence the results.
If the countries are grouped into the US, the UK, continental Europe and the rest (as in
Table 3-13), some differences among these groups could indeed be seen, namely in the
positive independent variable categories. In case of the US and the UK, positive results
for Marshall variables are found mainly with size-based indicators, whereas for
continental Europe they came usually from share-based indicators. This difference is
probably not related to the various levels of labour mobility or different unemployment
rates described above. In general, no systematic differences in the results caused by the
choice of the European or the US data are found, the spillover mechanisms seem to be

working in a similar fashion in both Europe and the US.

3.4.5 Period of observation

Another factor that may have influenced the results is the selected period of
observation. Some studies survey the behaviour of the variables during prolonged
periods of time, for example Boschma ef al. (2005) cover around 130 years of industry
development. During such an extended period, major events (like wars) might have had
an enormous impact on the role of externalities and the definitions (of industries,
regions, cities, etc.) might have changed substantially. Other studies, on the other hand,
analyze the conditions and the relationships during as short period of time as one year

(for example Costa-Campi and Viladecans-Marsal, 1999).

Moreover, even if the time range is of comparable length, it may still matter that the

period is not exactly the same. Externalities will have stronger impact during
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economically dynamic time periods and the results then cannot be comparable with their
effects during the periods of the relative economic stagnation (Glaeser ef al., 1992).
Combes (2000a) conjectures that depending on the economic cycles there may be
asymmetric effects associated to specialisation: Marshall economies would enhance
local growth during expansion periods, but it would also favour employment decline
during recessions due to inflexibilities and rigidities. This hypothesis, however, calls for

further testing.

3.4.6 Size of the firms

The last factor to be briefly mentioned here is the effect of firm size on the role of
externalities in regional performance. Only few of the reviewed articles distinguished
between the firms of different sizes and these are the firm-level studies. The studies that
did, however, are in agreement: Marshall economies have a positive or more profound
impact on small (or non-corporate) firms (Beardsell and Henderson, 1999; Mukkala,
2004; Van der Panne, 2004), whereas Jacobs economies are more advantageous for large
(or corporate) firms (Capello, 2002; Henderson, 2003). Acs and Audrtesch (1988, 1990)
study innovative intensity and show that small firms are more innovative in proportion
than large firms even though the latter introduced a greater number of product

innovations.

3.5 Conclusions

The reviewed empirical work has provided substantial academic support for the
positive impact of both Marshall and Jacobs externalities on regional performance. As
for their negative effects, the empirical evidence shows that specialization of a region
may hinder economic growth, whereas diversification is much less likely to produce this
negative impact. The results of these studies are, however, often conflicting and
mutually contradictory. This can be explained by differences in the strength of
agglomeration forces across industries, countries or time periods, but also by some

methodological issues.
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The most obvious differences among the studies are the ones associated with the
choice of independent and dependent variables. The common indicators for the former
are specialization and diversity. The two most frequently used measures of
specialization, location quotient and own industry employment, did not produce
balanced effects in the regressions. A greater number of studies find negative results for
Marshall externalities when using the location quotient than when using own industry
employment, whereas the chance of observing a positive impact of specialization is
similar in both cases. Furthermore, the choice of diversity measure seems to be critical
to the observation of the presence of Jacobs externalities. While the use of other industry
employment would probably result in negative or no effects of diversified region, Gini
index of diversity would provide positive results. With the selection of Hirschman-
Herfindahl index, there is an equal number of studies that find positive or neutral results

on Jacobs economies.

There seem to be distinct effects of each of the externalities on the different
performance measures, used as dependent variables. It is shown that Jacobs externalities
favour economic growth more than do Marshall economies. In contrast, if the influence
of the industrial composition on productivity growth is studied, Marshall’s theory is
more often supported. Only the studies using the dependent variable for assessing the
impact on innovative activity have provided balanced support for both theories.
Furthermore, the results differed according to the level, at which the dependent variable
is analyzed. The results show that a slightly greater number of studies find evidence of
Jacobs externalities at the firm level while at the regional level, Marshall’s thesis is
dominant (especially if the impact on economic growth is studied). It is also shown that
a relative size of an industry (its share in the region) has a stronger positive impact in the
form of Marshall externalities on economic performance at the regional level, while it is
the absolute size of industry which matters more for the growth of individual firms in a
region. As for Jacobs externalities, it is mainly the industrial base diversity, and to a

much lesser extent the regional market size, that promotes the regional growth.
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The suitability of the specialized or diversified regions for particular industries is
assessed in a more detailed analysis of industrial sectors. Although not overwhelming,
there is some evidence that in low tech sectors, Marshall externalities have stronger
effects than Jacobs externalities. The situation in medium tech sectors yields similar
results for both theories, but differs for the high tech sectors. The latter slightly favour
diversified regions, while the effects of Marshall externalities are less pronounced.
Diversification also appears to be a growth promoter in services. Both relative and
absolute sizes of the given industry signify the presence of Marshall externalities for low
and medium tech industries, while in high tech sectors it is mainly the absolute size of
the industry that matters. In the case of Jacobs externalities, for all industrial types it is
uniquely the industrial base diversity, and not the size of the local market, that promotes
regional growth. Moreover, it is shown that the role of externalities varies according to
the maturity the industry. Jacobs externalities predominate in the early stages of the
industry life cycle, whereas Marshall externalities enter at a later point, and in the end

specialization will in fact hinder economic growth.

Another factor which was examined is the level of industrial classification used for
the analysis. An analysis of the results per industry class has shown that MAR effects
are slightly more prone to show up at the broad level of detail, the probabilities of
detecting MAR or Jacobs effects are quite comparable at the medium level and the
Jacobs effects will decidedly appear more often when the detailed classification 1s used.
The 3-digit classification was thus suggested to be a threshold, at which specialization
and diversity are less distinguishable from one another, before which it is specialization

and beyond which it is diversity that are favoured.

The geographical dimension is evaluated from two points of view: the level of
geographical aggregation and the choice of the region or country. The results show that
the relative effects of the Marshall or Jacobs externalities are not influenced by the

choice of geographical aggregation level. It seems, however, that the smaller the selected
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geographical unit the more positive effects are in general encountered. No country
results seem to favour one theory above the other, and the spillover mechanisms are

working in a similar fashion in both Europe and the US.

Finally, several studies seem to be in an agreement that the Marshall economies
have a positive or more profound impact on small firms, whereas the Jacobs economies

are more advantageous for large companies.

There are quite important implications of this investigation for public policy.
Whether the externalities needed for a successful development of a particular industry
and a particular region are of Marshall or Jacobs kind may affect the design of a regional
development strategy. This chapter suggests that in regions with mature, low tech
industries, regional policy should emphasize the development of a narrow set of
economic activities in the region, which will presumably lead to greater productivity. In
high tech regions, on the other hand, policy should focus on the creation of a diverse set
of economic activities, which should enhance economic development. However, given
such contrasting opinions and conflicting conclusions, any regional development policy
which selects, supports or discriminates certain industrial activities or technologies
should be applied with caution until the issue is fully clarified. Much more research is
needed to fully understand such an abstract phenomenon as knowledge spillovers, their

localized character and their impact on the innovative process and regional performance.
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CHAPTER 4

INNOVATION IN CANADIAN
BIOTECHNOLOGY CLUSTERS

Canada has a small population dispersed over a large geographical area and its
private sector is dominated by small-sized and medium-sized companies. As a
consequence, research and development has to concentrate in geographical
agglomerations and clusters in order to contribute to an efficient innovation system. The
context of this chapter is the biotechnology field, which should presumably benefit from
the types of knowledge spillovers and information exchanges that are facilitated by
spatial clustering. The knowledge base in biotechnology is largely tacit and uncodifiable,
which are generally favourable conditions for knowledge spillovers in agglomeration
economies. Niosi and Bas (2001) find that biotechnology activity in Canada is indeed
clustered and is mainly concentrated in three large cities — Toronto, Montreal and
Vancouver, where most patents and venture capital are located. Niosi and Bas note that
clusters have also developed around medium-sized urban agglomerations, such as
Ottawa, Edmonton, and Calgary, or specialized clusters around some smaller cities.
They also argue that it is the population of the metropolitan area and the local university
research, which are key factors explaining the size, location and characteristics of these
clusters. They identify universities, government laboratories and a few large firms as the
main anchor tenants in Canadian biotechnology clusters. Aharonson et al. (2004) argue
that, in Canada, clustered biotechnology companies are eight times more innovative than
the ones that are remotely located. The largest effects were observed for firms located in
clusters strong in their own specialization. Niosi and Banik (200) also find that
biotechnology companies in the clusters of Montreal, Toronto and Vancouver perform

better than companies outside these clusters.

Another line of research aims at shedding light on the determinants of differential



117

growth in biotechnology companies in Canada. It is often argued that alliances and
cooperation are an indispensable element in the success of small firms. Niosi (2003)
suggests that international alliances with large pharmaceutical corporations are the main
determinant of growth in Canadian biotechnology and that timely alliances are also the
critical key factor for the survival of the new biotech firms. Oliver (1994) empirically
confirms that this inability of a new biotechnology company to form inter-firm alliances
is associated with organizational death. Niosi (2003) however argues that the success at
forging suitable alliances alone does not sufficiently explain differential growth in
biotechnology companies. He adds that the quantity of patents, the amount of venture
capital, the size of exports and the specialization in human health products play an
extremely important role as well. Queenton and Niost (2003) propose two other
determinants of rapid growth: the quality of patents and the presence of star scientists in
biotechnology firms. According to them, Canadian biotechnology clusters are strongly
related to high-class academic research and star scientists working in universities. Their
study also highlights the importance of geographical proximity of star scientists for
obtaining venture capital, and for starting and growing biotechnology firms. It was also
confirmed that in Canada many of the star scientists éapitalise on their knowledge
through firm start-ups. One third of Canadian biotechnology firms are estimated to be

university spin-offs (Niosi, 2003).

In summary, growth and continued health of Canadian biotechnology clusters are
among others dependent upon the presence of major attractors such as research
universities and governmental laboratories active in biotechnology, innovative
propensity of the local scientists (i.e., the existence of star scientists), formation of
alliances and active cooperation among biotechnology firms, composition of
biotechnology fields in the cluster (i.e., the focus on the health-related products) and
presence of the largely innovative biotechnology firms (with patents of a high quality
and quantity). This chapter intends to address most of the above factors. It aims at

understanding the creation of innovation in Canadian biotechnology clusters and its
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main objective is to identify, analyze and describe Canadian biotechnology clusters
based on the characterization of the quality and quantity of their innovative outputs, the
nature of biotechnology activities which are carried out in these clusters, the
characteristics of the patent-owning entities and their propensity to collaborate. The
major contribution lies in embracing a cluster approach, i.e., all analyses are made at the
cluster level (all properties and characteristics are calculated per cluster). Most of the
studies providing a descriptive profile of innovation in Canadian biotechnology are
carried out and presented at either the province or firm level. Moreover, a full picture of
innovation in Canadian biotechnology is built by including all of the biotechnology
agglomerations in Canada. Previous cluster-based studies have focused mainly on two or
three major Canadian biotechnology clusters, but little is known about the smaller
concentrations, which are less active in biotechnology. Finally, this research is based on
the complete database of all the Canadian biotechnology patents registered with the
United States Patents and Trademarks Office (USPTO), which no other study has done
so far. Previous researchers usually adopted the approach of analyzing only

representative samples.

4.1 Canadian biotechnology clusters

A cluster in this thesis is defined as a geographically continuous region active in
biotechnology (as measured by patent production). A summary of the basic statistics
regarding the 12 identified clusters defined in such a way is presented in Table 4-1.
Also, see Figure 6-2 in Chapter 6 which graphically demonstrates the number of patents

and inventors in each cluster.

The Toronto cluster decisively leads in the number of Canadian biotechnology
patents; it has almost twice the number of patents of Montreal, which in turn has almost
twice as many patents as Vancouver. Even Ottawa has more patents than an important
biotechnology cluster such as Vancouver. Most of the biotechnology activity carried out

in Canada takes place inside these clusters, usually the few main ones. Only 2% of the
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patents have no assignee'’ inside these clusters. These are found most often in Ontario
(19 patents) or Alberta (13 patents). There are very few patents (1%) with co-assignees
from multiple Canadian clusters. The lack of common inter-cluster ownership of patents
suggests that there is very little cooperation at the assignee level between clusters and if
there is, ownership of patents is not shared (for more details on cooperation among the
institutions see section 4.4. of this chapter, for the cooperation among the inventors see

Chapters 5 and 6).

Table 4-1: Summary of the results for biotechnology clusters

Biotechnology Number :)f as % ofall  Claims Number 2): as % of all Patz:zts
cluster patents patents (average)  inventors inventors inv eliz ror™
Toronto 834 34% 14.6 927 29% 1.44
Montreal 466 19% 14.7 698 22% 1.05
Vancouver 255 10% 19.9 411 13% 0.95
Edmonton 153 6% 13.1 210 7% 1.21
Calgary 127 5% 16.8 91 3% 2.19
Saskatoon 98 4% 20.1 147 5% 1.04
Winnipeg 33 1% 13.8 77 2% 0.91
Kingston 63 3% 16.7 94 3% 1.01
Ottawa 279 11% 153 224 7% 1.26
Quebec 57 2% 15.8 127 4% 0.97
Halifax 20 1% 16.2 33 1% 1.06
Sherbrooke 16 1% 132 26 1% 1.07
outside clusters 47 2% 194 159 5% 1.16

co-assignees from
multiple clusters

CANADA X 2485 100% 15.6 = 3224 100% 1.21

" The numbers are based on the residence of assignees and only the patents with at least one Canadian
assignee are thus included (i.e., 753 foreign-assigned patents and 312 non-assigned patents are excluded).
™ Inventors with multiple addresses (who patented while living in several clusters) were assigned to only
one cluster.

*** Patents per inventor are counted as the number of patents co-invented by at least one inventor from the
cluster divided by the number of inventors who at least once patented while living in that cluster.

37 1% 12.8 - - -

17 Patent assignee is an entity (original or legal company, organization or person) that is registered as
proprietor of the patent or patent application.
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Assuming that a greater number of claims'® corresponds to the higher value/quality
of a patent, Table 4-1 shows that the quality of the patents whose assignee is from the
Vancouver or Saskatoon clusters is much higher than the quality of other patents. In
addition, the patents whose owners reside outside the clusters are observed to have a
much higher quality on average. Moreover, note that in Table 4-7 Canadian-owned
patents have lower than average quality, while patents owned by foreign assignees have
higher than average quality. American-owned patents in particular have higher quality
than the ones owned solely by Canadians. These results are in agreement with Tong and
Frame (1994) who have compared the random sample of over 7000 patents in five
countries (Japan, France, W. Germany, the UK and the US) and found that the US has

the largest average number of claims per patent (13.8).

4.2 Patent ownership in Canadian biotechnology clusters

In order to understand the institutional composition of the biotechnology clusters the
ownership of the patents has been examined. The patents were divided according to the
nature of the entity to which they were assigned. Table 4-2 shows the distribution of the

patents based on the category of the patent owner.

Around half of the patents are assigned solely to companies, much less to
universities or to governmental institutions. Biotechnology is a scientific field with
potentially high financial revenues, which probably explains the high entrepreneurial
interest and consequently the high representation of the private sphere among the

biotechnology assignees. Commercial interests push the private biotechnology

'8 Patent claims are a series of numbered expressions describing the invention in technical terms and
defining the extent of the protection conferred by a patent (the legal scope of the patent). A high number
of patent claims is an indication that an innovation is broader and has a greater potential profitability. It
has been frequently suggested and empirically demonstrated (see for example Tong and Frame, 1994) that
the number of claims is significantly and consistently indicative of higher value patents. The conclusions
of most of the papers on patent value reviewed by van Zeebroeck and van Pottelsberghe de la Potterie
(2006) are supportive of the positive association of the number of claims with patent value. Lanjouw and
Schankerman (2004) have suggested that specifically in the biotechnology field the number of claims is
the most important indicator of patent quality.
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companies to strictly protect their most important assets, intellectual property, by
employing appropriate mechanisms (such as patents), whereas the registration of the
university or governmental inventions at the patenting offices may not seem so crucial to
the individual inventors, who themselves may not particularly care about the financial
well-being of the institution. Moreover, the main objective of a university or a research
lab is not to make money (in comparison with the private company) and the process of
intellectual property protection and invention commercialization thus may not be given

as high importance.

Table 4-2: Patents by category of assignees

Number As % of Claims

Assignees' category of patents __all patents _ (average)

Dominant cluster

firm (single or multiple) 1792 50% 17.0 -Toronto
university (single or multiple) 743 21% 15.7 Montreal
government* (single or multiple) 338 9% 13.6 Ottawa
hospital (single or multiple) 137 4% 13.5 Toronto
firm-university 67 2% 17.1 Toronto, Montreal
individual (single or multiple) 25 1% 11.4 Edmonton
government-university 32 1% 16.2 Ottawa
hospital-university 33 1% 13.6 Toronto
other categories** 71 2% 17.38 -
non-assigned 312 9% 14.4 -
TOTAL X 3550 100% 15.98 -

" Government assignees include all the federal or provincial laboratories and research institutions,
Canadian ministries and ministers, Her Majesty the Queen in right of Canada, etc.

“Includes the following co-assignees categories: firm-government, firm-hospital, firm-hospital-university,
firm-government-university, government-hospital, firm-individual, hospital-individual, government-
individual, individual-university, hospital-government, hospital-government-university and individual-
firm-hospital-government

Canada has the second highest share of industry-financed research in the academic
sector among the G7 countries (Germany has the highest score). Industry financed over
8% of Canadian university R&D activities in 2005 (OECD, 2007). This is suggestive of
strong linkages between industry and universities, which were however not observed in
the data. In an ideal world, frequent cooperation between firms and universities should

be revealed by a higher number of co-assignments of biotechnology patents. Only 67
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patents were co-assigned to a firm and a university simultaneously, which represents
only 2% of all patents. The particular contractual arrangements regarding intellectual
property rights between universities and firms are probably the reason why the patents
resulting from joint research projects are assigned uniquely to the firm or to the

university.

Furthermore, patents whose assignees or co-assignees are firms have higher value
(as measured by the average number of claims for patents in each category) than most of
the ones whose owners are not companies. The patents of the lowest value are generally
owned by individuals, usually the inventors themselves. This may suggest that the
reason why an individual researcher did not offer the patent to any company or did not
pursue the commercialization by himself (by founding the biotech firm) is that he
probably did not perceive the patent to be of a high quality and predicted that the

chances for lucrative commercialization were slim.

Figure 4-1 shows the proportions of patents assigned to different entities in the most
common categories. The Toronto cluster possesses the largest (75%) proportion of
patents assigned to firms. The portion of the Montreal company-owned patents is
considerably lower (58%). Industrial biotechnology research is highly concentrated in
the big clusters such as Toronto or Montreal, while university research is spread over the
small Canadian clusters. The enormous share of the patents in Ottawa assigned to
government entities strikes at first sight. Ottawa, as the capital of Canada, hosts many
federal government research institutions producing biotechnology patents. A certain
number of patents which do not involve any local inventive element and are generated
outside the Ottawa cluster, are still assigned to, or being represented by, the federal
institutions in Ottawa, for example the National Research Council, various ministers or
Her Majesty the Queen (who herself is an owner of 92 biotechnology patents and is
hence a biggest individual biotechnology patent owner in Canada!). The National

Research Council of Canada has five national biotechnology institutes throughout the
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country (Montreal, Vancouver, Ottawa, Saskatoon and Halifax) but 99% of the patents

owned by the National Research Council are assigned to its central office in Ottawa.

100%
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>0% @ individual
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20% {Jgovernment
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Figure 4-1: Shares of patents assigned to the various entities in each cluster (the number in
parentheses shows the total number of patents in the cluster)

The picture is also blurred by the fact that in some clusters the patents produced by
university hospitals or hospital research centres affiliated to universities may have been
assigned to the hospitals themselves, while in other clusters they are assigned directly to
universities. This probably explains the very high percentage of university patents found
in clusters in which at the same time there is not a single hospital-assigned patent (as in
Vancouver, Calgary, Saskatoon, Kingston, Winnipeg and Sherbrooke), while in Toronto,
there are more patents actually assigned to hospitals than to universities. Even if this fact
is taken into consideration, the shares of patents assigned to universities in these five
clusters are still substantial, whereas the portions of the university-owned patents in the
Toronto and Ottawa clusters are alarmingly low. The differences in university patenting
among the clusters are probably related to the distinct intellectual property (IP) rules and
policies which, in Canada, are governed by the universities themselves. In 2003, 78% of
Canadian universities actively participated in managing intellectual property, but formal

requirements to disclose inventions existed only in 45% of universities (Read, 2005).
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The rules regarding the ownership of the IP rights at the universities with the highest
numbers of biotechnology patents (see Table 4-3) were investigated. In the case where
the IP rights are owned by an inventor or jointly by both an inventor and a university at
the time of invention creation, the inventor usually has the option to either
commercialize the invention himself or assign the IP rights to the university, where a
technology transfer office will take care of the commercialization process. In many cases
the inventions are owned by default by the university who decides whether to
commercialize the invention or not. Table 4-3 presents the distribution of the net
revenue based on whether the ownership of the invention is retained by the inventor or
by the university. This shows that inventors at various universities have quite diverse
opportunities and motivations for the commercialization of their inventions. An
academic inventor who retains the IP rights may consider the patenting of his invention
as an expensive, lengthy, risky, drudging and usually not particularly profitable process.
Furthermore, as publication and not patenting is more rewarding in one’s academic
carrier, a prolonged patent application process can delay the inventor’s ability to
publish.!” The university technology transfer office usually seeks to commercialize the
IP more actively, efficiently and professionally than if the commercialization is left to
the individual academic. Therefore, a university which reserves exclusive IP rights to all
the university-generated inventions and/or has well functioning technology transfer
office will usually show higher patent counts. In contrast, much lower are the number of
patents owned by universities where the academics may retain the IP rights to their
inventions themselves and where the transfer offices do not manage to offer attractive

commercialization alternatives to the inventors.

' In Canada, the USA and Mexico an inventor has one year after publishing his invention to file a patent
application. Nevertheless, in most of the other countries, the novelty of the invention is destroyed by
publishing an enabling description of the invention before filing for a patent protection.
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Table 4-3: IP ownership and the distribution of the net revenue at the most prolific universities
patenting in biotechnelogy in Canada

IP rights ownership retained by and/or invention commercialized by

IP rights THE INVENTOR THE UNIVERSITY*
. Number of ownersk ip Distribution of the net revenue: Distribution of the net revenue
biotechnology  at the time
patents __of invention Inventor University Inventor University
12
McGill 3 Joint first $100 000: first $100 000: first $10 000: first $10 000:
University 80%, then 70% 20%, then30%  100%, then 60% 0%, then 40%
11

U. of British 4 University 50% 50%
Columbia
University of 78  University 50% 50%
Saskatchewan
Queen’s 61 Inventor first $500 000: first $500 000: negotiated negotiated
University 100%, then 75% 0%, then 25%
University 59 Inventor 75%-90% 25%-10% 50% 50%
of Calgary
University 57 Inventor 66.6% 33.3% 33.3% 66.6%
of Alberta
University 35  University first $100 000: first $100 000:
of Guelph 75%, then 25%  25%, then 75%
Université 32 Inventor negotiated negotiated negotiated negotiated
de Montreal
Université 32 University 50% 50%
Laval
University 28 Joint 75% 25% 60% 40%
of Toronto
University 26 University first $100 000: first $100 000:
of Ottawa 80%, then 50%  20%, then 50%
University 22 Joint negotiated negotiated negotiated negotiated
of Manitoba
University 20 Inventor if <$5,000/year: if <$5,000/year: negotiated negotiated
of Victoria 100%. else 80% 0%, else 20%

* Some universities have founded special non-for-profit organizations in order to commercialize the IP of
the university-generated research. These organizations may have exclusive rights to the university IP.
However, it 1s not distinguished here whether the invention i1s owned and/or commercialized directly by
the university or by this organization.

Table 4-4 shows the main statistics concerning the assignees of the biotechnology

patents whose inventors include at least one Canadian inventor. The first column

includes all categories of assignees, while the second one only counts the assignees

recognized as private firms. Comparing the current results with external resources, it

was found that according to Statistics Canada (2007) the total count of innovative

biotechnology firms (i.e., firms that are engaged in the development of new products or
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processes) was 542, which seems considerably more than the obtained count of 299. The
used methodology obviously underestimates the number of biotechnology firms,
because only the companies which have at least one biotechnology patent registered at
the USPTO are considered. Firms may have been left uncounted for various reasons:
First, this method excludes all the biotech companies that patent solely at different
patent offices (e.g. CIPO, EPO). The number of such companies is unknown, however,
since Canadian inventors usually do not patent solely in Canada (as explained earlier) it
is assumed that the number of patents registered exclusively at the CIPO are not
substantial. Some of the inventors (particularly the ones who collaborate with European
researchers) may nevertheless have chosen to file their patent application both at the
CIPO and the EPO. Second, it obviously also excludes the firms which do not patent any
inventions at all. Due to the high patenting propensity of biotechnology firms it can be
presumed that biotechnology companies would rarely choose not to patent at all. The
main focus of this research is on innovation and thus the exclusion of a company which
does not pursue any patentable innovative activity does not change the picture
significantly. Third, an innovative biotechnology firm will not be included if it prefers
(probably for strategic reasons) an alternative means of intellectual property protection
such as technology transfer agreements or licensing. Comparison with Niosi (2005)
offers even more distinct findings: Niosi presents both the count of all Canadian
biotechnology firms and the count of Canadian biotechnology firms with patents (issued
by the USPTO). He suggests that it is Montreal that leads in both of these categories,
which is quite contrary to the results obtained. His database is however fairly limited,

since it includes only 24 firms with patents in Montreal and 22 of them in Toronto.
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Table 4-4: Results regarding assignees as counted per biotechnology cluster

Biotechnology Number of Number* of Patents per Patents* per Inventors per
cluster assignees firms assignee firm assignee
Toronto 144 110 5.79 5.38 6.44
Montreal 77 55 6.05 4.80 9.06
Vancouver 51 44 5.00 2.70 8.06
Edmonton 29 19 5.28 2.89 7.24
Calgary 13 11 9.77 6.18 7.00
Saskatoon 9 6 10.89 2.50 16.33
Winnipeg 9 7 3.67 1.71 8.56
Kingston 3 2 21.00 2.00 31.33
Ottawa 28 11 9.96 5.00 8.00
Quebec 18 11 3.17 1.82 7.06
Halifax 5 3 4.00 2.67 6.60
Sherbrooke 4 2 4.00 1.50 6.50
outside clusters 28 18 1.68 1.33 5.68
CANADA X 418 299 5.86 4.10 7.71

" Only inventive firms (i.e. those which have produced at least one biotechnology patent) are counted.
Hk . " .. . . . .
Number of patents assigned to firms divided by the number of inventive firms in the cluster.
Number of all inventors divided by the number of assignees in the cluster.

It is interesting to note in Table 4-4 that the lowest number of assignees (3
assignees) is found in the Kingston cluster, which by no means counts among the
smallest biotech clusters with 63 patents and 94 inventors. An overwhelming majority of
the Kingston’s patents are produced at Queen’s University and there are in fact only two
innovative companies in the cluster. A similar situation exists in Saskatoon with the
University of Saskatchewan producing or co-producing almost 73% of all the patents.
Saskatoon also hosts the NRC Plant Biotechnology institute which may generate a large
portion of its patents assigned to the Ottawa NRC head quarters. The “patent per
assignee” ratios in the next column are thus considerably higher for these two clusters
and the “patents per firm” ratios are understandably much lower. Toronto and Montreal
show quite comparable numbers of patents whether measured per assignee or per firm.
However, the number of patents produced on average by firms in the Vancouver cluster
is considerably lower than the one of the other two major clusters. While a private

company in Toronto or Montreal has registered on average around 5 biotechnology
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patents at the USPTO, the Vancouver (or Edmonton) companies have been granted only
2-3 patents. As for the number of inventors per institution, it is especially high in
Montreal. Calgary and Ottawa are clusters with relatively high numbers of patents,
which even exceed the number of inventors. Their ratios of patents per assignee or
patent per firm are consequently also fairly high. This probably means that the
institutions in these clusters involve a large number of biotechnology researchers (e.g. in
Ottawa, NRC and Her Majesty the Queen are ranked fourth and fifth as assignees with
the greatest number of patents), but also the biotech companies are probably larger (as
the high ratio of “inventors per assignee” suggests). Otherwise, it could be generally
stated that smaller clusters have a lower number of patents per institution or per firm,
implying either that companies in these clusters are on average smaller as well or that

they are simply patenting less.

Canadian assignees which are the full or partial owners of more than 20
biotechnology patents at the USPTO are listed in Table 4-5. In addition to the
information on the number of patents, the number of papers in biotechnology is also
shown (provided by the National Research Council Canada, 2005) for the institutions
most active in biotechnology. It has already been mentioned that the National Research
Council of Canada possesses five biotechnology related institutes throughout Canada;
unfortunately, the assignee is more often than not the main office in Ottawa and as such

does not allow a regional distinction.
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Table 4-5: Assignees with Canadian residence with 20 or more patents filed with the USPTO

Number  Number Assignee’s
Assignee of of Cluster  Province )
. category
patents  papers
1 McGill University 123 372 Montreal QC university
2 Connaught Laboratories Ltd 118 Toronto ON firm
3 University of British Columbia 114 308 Vancouver BC university
4 National Research Council of Canada 95 160 Ottawa ON governmen
5 Her Majesty the Queen of Canada 92 Ottawa ON governmen
6 University of Saskatchewan 78 170 Saskatoon SK university
7 Hospital for Sick Children 71 109 Toronto ON hospital
8 Aventis Pasteur Ltd 63 13 Toronto ON firm
9 Queen’s University 61 Kingston ON university
10 University of Calgary 59 189 Calgary AB university
11 University of Alberta 57 244 Edmonton AB university
12 Allelix Biopharmaceutical 52 Toronto ON firm
13 Merck Frosst Canada Inc. 42 14 Montreal QC firm
14 Visible Genetics Inc 40 Toronto ON firm
15 University of Guelph 35 223 Toronto ON university
16 Alberta Research Council 34 Edmonton AB governmen
17  Université¢ de Montreal 32 209 Montreal QC university
18 Université Laval 32 205 Quebec QC university
19  Syn X Pharma 32 Toronto ON firm
20 Mount Sinai Hospital 31 108 Toronto ON hospital
21 University of Toronto 28 533 Toronto ON university
22 University of Ottawa 26 Ottawa ON university
23 Canadian Patents and Development 26 Ottawa ON governmen
24 Boehringer Ingelheim Canada Ltd 26 Montreal QC firm
25 Adherex 25 Ottawa ON firm
26 University of Manitoba 22 Winnipeg MB university
27 NPS Allelix Corp. 22 Toronto ON firm
28  Spectral Diagnostics Inc. 21 Toronto ON firm
29 Ontario Cancer Institute 21 Toronto ON Hospital
30 University of Victoria 20 Vancouver BC university

" Source: National Research Council (2005). Information is provided only where available.

Table 4-5 confirms that biotechnology innovation is strongly based on publicly-

funded research. Out of the first thirty assignees with the highest number of

biotechnology patents there are 13 universities, 5 government institutions and 2

hospitals. The most important producers of patents are universities with McGill

University (123 patents) heading the league table. Universities are also unsurprisingly

the most active institutions in terms of the scientific papers production. Here the



130

apparent leader is the University of Toronto (533 papers), which however owns a rather
low number of patents (28 patents) in comparison. This shows again that in spite of the
high quality research which is conducted at University of Toronto, not many inventions
have probably reached the hands of the university technology transfer offices. During
the last 20 years, the intellectual property policies at the University of Toronto did not
encourage the inventors to assign the patents to the University. Moreover, in many
cases, even though the inventors fully owned the IP rights, the University of Toronto
was still engaged in commercialization of their inventions. However, the untversity has
recently made many changes into its IP policy, and it remains to be seen in the coming
years how these changes will be reflected in the number of university-assigned patentszo.
Other universities with a disproportionately higher publication record (in comparison
with the number of patents) are Université de Montreal and Université Laval, which

both have over 200 papers but only 32 patents.

The contribution of government institutions to the biotechnology research and
development is also substantial: among the five highest ranking patent holders is the
National Research Council of Canada’' (95 patents), the Government of Canada’s
premier agency for research and development and Her Majesty the Queen in right of
Canada (92 patents) usually representing various federal ministries (agriculture, health,
national defence). The Alberta Research Council, a research agency owned by the
province of Alberta, holds 34 patents and the Canadian Patents and Development, the
agency which was engaged (before it was disbanded in the late 1980’s) in
commercializing the research performed at government labs, possesses 26 patents. The
most active government institutions in biotechnology research are the National Research
Council (160 papers) and Agriculture and Agri-Food Canada (191 papers), which is

however the owner of only 8 patents.

% Information gathered during the conversation with the technology transfer office at University of
Toronto

' Inventors’ addresses will indicate where the research has actually taken pace.
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The Hospital for Sick Children (71 patents and 109 papers) and the Mount Sinai
Hospital (31 patents and 108 papers), which are both affiliated to the University of
Toronto, lead the patent league among hospitals. These could explain how patents
“escape” from the ownership of the University of Toronto. According to the university’s
IP policies, the patents are usually assigned to the institution where the research takes
place physically. The university professor who is at the same time a doctor at one of the
university-affiliated hospitals will probably carry out most of his research at the hospital,

which will thereby become the patent owner*>.

Finally, a number of private companies are also the owners of a considerable
number of biotechnology patents. The most inventive firms reside mainly in Toronto
(e.g. Connaught Laboratories with 118 patents, Aventis Pasteur with 63 patents, Allelix
Biopharmaceutical with 52 patents), but also in Montreal (Merck Frosst Canada with 42
patents, Boehringer Ingelheim Canada with 26 patents) or in Ottawa (Adherex with 25
patents). Only the patents registered under the Canadian residence of an assignee are
counted (this excludes subsidiaries with the same name but with an address outside
Canada). As expected, the number of papers published by private companies is relatively
small (the highest is 14 papers by Merck Frosst Canada and 13 papers by Aventis
Pasteur), since they prefer to protect their assets by patenting rather than revealing them

into public domain through scientific papers.

4.3 Biotechnology field specialization in clusters

As a next step, the various biotechnology fields and their representation in the
database were investigated. Various biotechnology fields were grouped according to the
final use of the products into four categories: health-related biotechnology, agriculture

and food related biotechnology, environmental and industrial biotech, and other

22 Information gathered during the conversation with the technology transfer office at University of
Toronto
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biotechnology®. It was found that health-related biotechnology clearly represents the
greatest proportion (78%) of all patents in the database, while agriculture and food
related biotechnology accounts for 10% and environmental and industrial biotech only
for 5% of all the patents. Table 4-6 includes for comparison the allocation of the
biotechnology firms into these categories by different measures provided by Statistics
Canada (2007). The table shows that the proportions of the health-related biotech patents
(78%), the profits in the health biotech field (70%) as well as health-related R&D
expenditures (87%) are all considerably higher than the proportion of biotechnology
companies belonging to the health-related biotechnology (56%). This likely reflects the
distinct characteristics of entrepreneurship in the health biotechnology. A company in
this field would often have significant R&D expenditures and experience long
development times before it has many products on the market. Afterwards, however, it
would reap high profits, often far exceeding those of the firms in other biotech fields.
Therefore it was found the health-related companies having on average much higher
proportions of R&D expenditures, but even higher shares of the biotechnology profits
than in the agricultural, environmental or industrial biotechnology fields. Note that the
allocation of the biotechnology activity in Canada into the four main specializations

according to the R&D expenditures roughly corresponds to the obtained results based on

%} The definitions of biotech fields used in this thesis are as follows:

Health-related: human or animal health - pharmaceuticals, diagnostics, therapeutics), bioinformatics
(gene sequencing, peptide or protein sequence, genomics, gene expressions etc.), nanobiotechnology,
devices and apparatus specific for the use in health-related biotech;

Agriculture and food related: plant based agriculture (including fertilizers, manure, composting,
herbicides and insecticides, etc.), food and edible materials for humans, feeding compositions for animals,

nutrition (but not with specific therapeutic uses or vitamins, etc., which belong to the health-related
biotech);

Environmental and industrial: environmental (biofuels, bioremediation, biodegradation, reutilization or
destruction of garbage and waste, bioleaching etc.), industrial biotech (processing of metals, production of
chemicals, other manufacturing processes, etc.), bioprocess technology (biocatalysis, bioseparation,
biofilter, bioreactor, etc.);

Other - multiple uses in more than one of the above categories, non-specific biotech lab equipment
(devices, apparatus, etc.) or completely other uses (for ex. fingertips in police investigation)
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the number of patents. Both of these indicators are closely related to biotechnology
innovation: R&D expenditures measure the innovative process input, while the number
of patents is usually considered to be an indicator of innovative output. A strong
relationship between patent numbers and R&D expenditures has been also observed by

Griliches (1990) who even suggested using the patents as an indicator of inventive input.

Table 4-6: The number of the biotechnology patents and firms by the biotech field

Biotechnology Biotechnology Biotechnology R&D
Biotech field patents firms* revenues* expenditures’
number %  number % million $ % million $ %
Health 2777 78% 303 56% 2955 70% 1486 87%
Agriculture-food 343 10% 140 26% 1075 26% 157 9%
Environment-industry 168 5% 54 10% 121 3% 34 2%
Other 262 7% 45 8% 41 1% 27 2%
All 3550 100% 542 100% 4192 100% 1704 1009

*Source: Statistics Canada (2007)

The proportions of the patents of each biotech specialization as granted to assignees
in the various categories are shown in Figure 4-2 which confirms that the major share of
patents for all kinds of assignees pertains to health-related biotechnology. Not
surprisingly, hospitals and other health institutions have a complete focus (100%) on
health-related biotechnology. The highest proportion (93%) of the health-related biotech
research is carried out (after hospitals) by the combined firm-university efforts, whereas
the health biotech patents produced by firms separately or universities separately amount
only to around 80% of their total biotechnology patent productions. The smallest share
of health-related biotechnology patents (64%) is granted to the governmental
institutions. These, on the other hand, account for a proportionally highest part (20%) of
the agriculture and food related biotech patents. Universities are relatively less (8%)

interested in doing environmental or industrial biotech research.
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Figure 4-2: Proportions of patents by biotechnology field as granted to assignees in each category

Figure 4-3 shows the composition of the biotechnology fields in each cluster. Inside
clusters, there seems to be an apparent focus on health-related biotechnology, whereas
the patents produced outside the clusters are as often health as agriculture and food
related. The highest focus on health-related biotechnology was found in the two most
successful clusters, which largely disregard the agriculture and food related or
environmental and industrial biotechnology. In general, the very low shares of patents in
agricultural and environmental biotech fields are rather surprising, as it was expected to
find evidence of some more specialized clusters (especially agriculture-related biotech in
the Prairies — e.g. Saskatoon). Niosi (2003) however suggests that biotechnology firms
in these fields stagnate or are in decline. The clusters with previously considerable
shares of R&D in these fields have been observed to reorient themselves towards more

profitable sphere of business in health-related products.
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Figure 4-3: Biotechnology field composition of patents in each cluster

4.4 Collaboration in Canadian biotechnology based on patent

co-assignment

Finally the collaboration propensity in Canadian biotechnology was examined. In
order to trace the collaborative relationships among various entities the joint ownership
of patents was explored, assuming that if a patent lists more than one assignee the
invention has been developed under the active collaboration of the entities in question.
Joint patent ownership is therefore considered to be a sign of the cooperation between
institutions.”* The analysis of assignments and co-assignments allowed understanding of
the international, inter-cluster and intra-cluster collaborative patterns in biotechnology

innovation.

Out of 3550 patents comprised in the database around 9% are not assigned and most
of the patents (83%) have a single assignee, which does not show enough evidence of

collaboration. The remaining patents (8%) are however assigned to several entities at the

? Joint ownership of patents was used previously to explore the inter-firm collaborations. For example, in
order to investigate joint cooperative activities and formation of development coalitions, Gauvin (1995)
used data on co-assignees of the patents granted by the Canadian government, Mariani (2000) examined
co-patenting in the European chemical industry.
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same time (multiple assignees). These patents were examined in more detail and the
geographical aspect - the residences of the assignees and co-assignees - was specifically
looked into. As Table 4-7 shows, most of the assignees in the database reside solely in
Canada. Canadian entities are full or partial owners of around 70% of the USPTO
biotechnology patents with at least one Canadian inventor. In 5% of patents Canadian
assignees have foreign co-assignees. Most of these co-assignees (78%) reside in the
USA, followed by France (4%) and Great Britain (3%). Also, 21% of patents in the
database are fully assigned to a foreign entity, in most of these patents (77%) the foreign
single assignee resides in the USA as well and is again followed by France (4%). Only
very few patents are owned by the multiple assignees among which none resides in

Canada.

Table 4-7: Patents by country of the assignees’ residences

Assignees' residences number of as % of all claims
patents patents {average)
Only Canadian assignees 2310 65% 15.6
Foreign coassignees of Canadians 175 5% 16.0
Foreign single assignees 746 21% 17.7
Foreign multiple assignees 7 0.2% 16.0
No assignee 312 9% 14.4
All patents X 3550 100% 16.0

With regards to the cooperation within Canada, it has already been shown in Table
4-1 that most of the biotechnology activity which takes place in Canada is concentrated
inside clusters, usually the main ones. Only very few patents (1%) with co-assignees
from multiple Canadian clusters, or from outside these clusters have been found. In
addition to the very low level of inter-cluster patent ownership, only a marginal number
of patents (2%) co-assigned to multiple entities within the clusters themselves was also

observed.
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Figure 4-4: Collaboration pattern of Canadian biotechnology institutions as evidenced by the patent
co-assignment

Based on all these findings the summarizing collaborative pattern of the institutions
in Canadian biotechnology innovation was constructed. Figure 4-4 confirms that the
amount of collaborative links with the US or other countries is surprisingly high in
comparison with the apparently lacking joint biotechnology research in Canada. These
findings however are not in agreement with the study of Gauvin (1995) who found that
in Canada 78% of the joint patent ownerships (registered at CIPO) are domestic, while
this figure would be only 34% for the used biotechnology sample. His database however
included the patents across all the industries, and biotechnology may be a field with

distinct collaborative patterns.

4.5 Conclusions

The results presented in this chapter confirmed that Canadian biotechnology is
geographically highly concentrated. The majority of inventors reside in the three largest
clusters of Toronto, Montreal and Vancouver. Several other agglomerations with
sizeable patent production (Ottawa, Edmonton, Saskatoon, Calgary and Quebec) were
identified together with some fairly small biotechnology concentrations (Winnipeg,
Kingston, Halifax and Sherbrooke). The summary of the various characteristics of the

eight most important Canadian biotechnology clusters is shown in Table 4-8.
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Table 4-8: Summary of information on the seven most important clusters

Toronto _Montreal Vancouver Ottawa Edmonton Calgary  Sask.  Quebec

# of patents 834 466 255 279 153 127 98 57

# of inventors 927 698 411 224 210 91 147 127

# of innovative firms 110 55 44 11 19 11 6 11

Patent quality v. high high  v.high high

Firms’ innovative productivity low low v. high low low

Inventors’ innovative . . .

productivity high high v. high

% of health-related biotech 89% 91% 80% 63% 86% 76% 88% 77%

Patent Firms 70% 56% 46% 19% 34% 52% 14% 30%

o:/nershi Universities 10% 29% 47% 7% 30% 44% 66% 41%

e P Jother (if 1% 62%  21% 11%
share > 10%) hosp. gov. gov. gov.

# of prolific” firms 7 2 1

# gf hlg.h.]y prolific 1 1 1 1 1

universities

# of prolific” hospitals 3

# of prolific” gov. institutions 1 3 1

;Prolific means here that the number of patents of the assignee is > 20 patents.
Highly prolific means here that the number of patents of the assignee is > 50.

The findings of this chapter clearly suggest that biotechnology in Canada emanates
from publicly-funded research. Universities are the most active institutions in Canadian
biotechnology and the greatest producers of patents that are of high quality on average.
They act as anchor tenants by attracting a pool of skilled workers and spin off new
biotech firms. In small clusters in development, the local university is often nearly the
only biotech patent producer in the cluster. In the larger and more mature clusters, where
many firms are also located, the university’s biotechnology activities represent a more
modest share of the total biotech research. It was also noted that the production of
patents is very different among Canadian universities. This is suggested to be related to
two factors: First, it is the existence, quality and effectiveness of the technology transfer
support present within these universities, consisting of the formal legal infrastructure
and sufficient funds to file patents. Second, it also depends on the university IP rules and
policies which stipulate whether the IP ownership is by default assigned to the university
or may be retained by the individual inventors. As a consequence, several renowned
research universities that are highly active in biotechnology research own only an

inferior number of patents. The contribution of the government laboratories to the
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biotechnology research and development is also substantial. Around half of the
Canadian biotechnology patents are owned by private companies. The patents assigned

or co-assigned to firms are of higher quality than other patents on average.

This chapter has also examined the composition of biotechnology specializations in
Canada. Biotechnology related to human health is the most significant biotechnology
specialization in Canada in terms of number of firms, employment, R&D and revenues
(Statistics Canada, 2007). It has been confirmed that health-related biotechnology
represents by far the highest proportion of all biotechnology research innovation in
Canada for all the various categories of assignees. In addition, the greatest and most
successful clusters in Canada have a greater focus than the smaller ones on the health-
related biotechnology field and largely disregard the agriculture and food related or
environmental and industrial biotechnology. While the focus on the health-related
biotechnology fields is overwhelmingly inside clusters, outside the clusters, however,
the patents produced in Canada belong as often to the health related as to the agriculture

and food related biotech specializations.

Based on the patent assignment and co-assignment data the intra-cluster, inter-
cluster and international collaborative pattern in biotechnology innovation have also
been constructed. Very little evidence of cooperation amongst Canadian biotechnology
institutions, whether the collaborative ties lie within or outside clusters, was found. The
most frequent typical partner for a Canadian biotechnology institution with which to
pursue joint research activities is not another Canadian institution, but an institution

abroad (mainly in the US). Further research is needed on this institutional cooperation.

Finally, it is not surprising that the inventions are often not owned by their creators.
It was shown that the fruit of the inventive effort of the researchers is often claimed by
universities, hospitals or companies. Moreover, although there is a great innovation

capability among Canadian researchers, a lot of the intellectual property actually leaves



140

the country. It has also an important implication for this research. Since the intellectual
property policies of the various patent-owning institutions throughout the country are
quite diverse, the information on the patent assignees often does not reveal the whole
story behind the origin of the invention, its creation and the real innovative productivity
of the location. Therefore in the following chapter it is intended to reach the roots of the

inventive effort and focus on the real creators of innovations — the inventors themselves.
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CHAPTER 5

GEOGRAPHICAL ASPECTS OF
COLLABORATION

This chapter moves away from the previous focus on the patents and assignees, and
concentrates rather on the inventors. Specifically, the collaboration patterns of the
Canadian biotechnology inventors are analyzed and the geographical aspects of the
collaboration examined. The chapter is based on the analysis of the collaboration
instances™ which are divided according to the location where they take place into the
intra-cluster collaborations (both inventors in a collaborating pair are from the same
cluster), inter-cluster collaborations (one of the inventors in a pair resides in a different
cluster or elsewhere in Canada) and international collaborations (one of the inventors in
a pair resides abroad). Figure 5-1 presents the overall collaboration pattern for the total
of the Canadian biotechnology inventors. Well over half (60%) of the all collaboration
instances take place inside the clusters and around 29% are distant ties directed abroad
(mostly to the US). Only 11% of all the collaboration involves inventors from other
Canadian clusters or from elsewhere in Canada. Most of the foreign collaborative ties
are linked to the American inventors. These findings are slightly reminiscent of the
results regarding the cooperation among institutions from the previous chapter (see
section 4.4 of Chapter 4), where the cooperation with other institutions abroad was
found to be much more common than the collaboration with other Canadian entities.

Moreover, the most frequent foreign collaborating institution was American as well.

¥ An instance of collaboration (or simply collaboration) is a connection between a pair of inventors for
the purpose of co-invention of one biotechnology patent.
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Figure 5-1: Collaboration pattern in Canadian biotechnology

In search for a more precise collaboration picture, exact proportions of the joint
activities taking place within clusters (intra-cluster), among clusters (inter-cluster) and
outside Canada (international) have been calculated for each cluster separately. Figure 5-
2 shows that in general the inventors in three major Canadian clusters (Toronto,
Montreal and Vancouver) have very similar collaborative patterns: more than 60% of
collaborations between a pair of inventors take place within the cluster, where sufficient
knowledge has probably been already accumulated, in around 25% of collaborations the
expertise is sought abroad and only 13-14% of collaboration ties link the inventors with
their partners in other clusters or elsewhere in Canada. As for the researchers outside
these three major biotechnology agglomerations, the inventors in smaller clusters do not
find all the needed expertise inside their own clusters and thus have to look for
collaborators outside their cluster more frequently. The lowest share of collaborations
inside the cluster is found for the inventors in the small cluster of Sherbrooke, but also
for the cluster of Calgary. Figure 5-2 also confirms that if Canadian inventors decide to
collaborate outside their clusters, they most commonly prefer to do so with inventors
from abroad. In fact, Canadian researchers cooperate with their fellow inventors from
other Canadian clusters much less frequently than expected. The preference of foreign

over domestic collaborators is evident for the three main clusters which show the
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smallest percentage of collaborating pairs where each inventor comes from a distinct
cluster. In some clusters however (Calgary, Edmonton, Kingston and Halifax), inventors
who wish to collaborate outside their clusters still prefer to keep their collaborative ties
inside Canada. While interpreting the figure, recall that it represents the proportions of
the collaborations in each category and note that the total counts of instances of

collaboration differ significantly among the clusters
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Figure 5-2: Collaboration pattern of the Canadian biotechnology clusters

In the remaining part of this chapter the results pertaining to each of the three
collaborative locations will be presented in more detail. First, a bigger picture is shown
by examining international collaborations in Canadian biotechnology, and then the
results of the investigation of the inter-cluster collaborations inside Canada are

presented.
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5.1 International collaborations

In order to understand the geographical aspects of collaboration among inventors
the vertices were grouped into several geographically-based classes. The vertices in the
following two figures (Figure 5-3 and 5-4) represent all the inventors from the database
grouped either by continents or by clusters. The link between each two groups represents
the existence of a collaboration relation between them. The number above each link

shows the total number of all instances of patent co-invention for all the members of

each group, the strength of the lines represents the relative frequency of the cooperation.
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Figure 5-3: Collaborations between Canadian and foreign inventors grouped by continents”

%% Recall that this is restricted database that does not account for all biotechnology patents in the
world and consider the collaborations among the groups accordingly. Also, note Canada and the USA
are separated into different groups in order to provide more information even though they evidently
belong to the same continent.
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As it was shown in Figure 5-1, 29% of all collaborative activities of Canadian
biotechnology inventors are carried out across Canadian border. The collaborations
between Canadian and foreign inventors grouped by continents are displayed in Figure
5-3. Around 21% of the international cooperation ties include European countries.
Among them the most frequent collaborators of Canadian inventors are the French (8%)
or the British (5%) inventors. Canada also works on the biotechnology patents with
Australia (3%), Germany (2%) and Japan (2%). These results underestimate the
collaboration intensity with inventors from European countries, since joint innovative
activity between Canadian and European inventors would most probably be better

shown by patents filed with the EPO or the CIPO.

Nonetheless, the majority (69%) of all foreign collaborations of Canadian inventors
clearly takes place between Canada and the USA. Therefore more detailed geographical
analysis of these partnerships has been carried out. Table 5-1 shows the absolute and
relative numbers of collaborations among the biotechnology inventors residing in
Canada and in the US regions. The most popular American cooperation partners for
Canadian biotechnology inventors reside in the Northeast (32%) and Southwest (30%)
regions. Among the US states, the highest number of Canadian cooperation links is
directed towards California (27%) and the states in the North eastern region: New Jersey
(10%), Massachusetts (9%), Philadelphia (6%) and New York (4%). The most popular
collaboration partners in the Midwestern region reside in Michigan (4%) and Iowa (3%);
in the South they come from North Carolina (5%) and Maryland (4%) and in the North

western region they are mainly from Washington (3%).
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Table 5-1: Number of collaborations among the inventors in Canadian biotechnology clusters and in
the US regions (slightly modified US Census Regions)

Northwest  Southwest South Midwest Northeast ALL USA
Toronto 28 (3%) 395(38%) 198 (19%) 218 (21%) 194 (19%) 1033 (37%)
Montreal 8 (1%) 130 22%) 98 (17%) 74 (13%) 272 (47 %) 582 (21%)
Vancouver 7 (2%) 97 35%) T4(27%) 36 (13%) 64 (23%) 278 (10%)
Edmonton 1 (1%) 80 (63%) 18 (14%) 9 (7%) 19 (15%) 127 (5%)
Calgary 5 (4%) 19 (15%) 17 (14%) 19 (15%) 64 (52%) 124 (4%)
Saskatoon 7 (23%) 14 (47 %) 8 (27%) 1 3%) 30 (1%)
Winnipeg 4 (12%) 6 (18%) 10 (29%) 14 (41%) 34 (1%)
Kingston 2 (10%) 5(25%) 4 (20%) 9 (45%) 20 (1%)
Ottawa 29 (8%) 59 (17%) 50 (15%) 17 (5%) 190 (55%) 345 (12%)
Quebec 27 29%) 14 (15%) 26 (28%) 26 (28%) 93 (3%)
Halifax 1 (14%) 4 (57%) 2 (29%) 7 (0%)
Sherbrooke 2 (29%) 4 (57%) 1 (14%) 7 (0%)
outside 1 (1%) 20 (21%) 18 (19%) 24 (25%) 32 (34%) 95 (3%)
ALL CANADA 79 (3%) 843 (30%) 520 (19%) 445 (16%) 888 (32%) 2775 (100%)

The table also shows the main collaboration partners per cluster. It is interesting to
see that the Toronto inventors look for their collaboration partners most frequently in the
geographically distant Southwest, while for the inventors from Montreal or Ottawa the
most attractive collaboration deals are made in the close North eastern region. Even
though the preferences of the western clusters of Vancouver and Edmonton for the
western US states are not surprising, it is not at all obvious why the inventors in the
western cluster of Calgary should choose to seal their partnership contracts
predominantly in the eastern part of the US. These results suggest that once the deal
cannot be made inside cluster or inside Canada the choice of the collaboration partner
seems to depend much less on the geographical circumstances. But how important are
the geographical selection criteria when searching for a collaborator inside Canada? The
next section investigates the role of geography in the choice of a partner for joint

research projects carried out within the Canadian borders.
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5.2 Imter-cluster Collaborations

Figure 5-4 illustrates the collaborations among biotechnology inventors of different
clusters inside Canada. To put the inter-cluster collaboration into perspective,
international collaborations were included in the figure as well. The strength of the
collaboration ties is shown both among individual Canadian clusters and between each
cluster and all foreign countries grouped together. It could be easily observed that a great
part of collaboration among biotechnology inventors takes place over the Canadian
border. Canadian inventors rather pursue their joint research projects with inventors
abroad, than with the ones from other Canadian clusters or outside these clusters, even if
these reside relatively nearby. As was already discussed these foreign collaborating

inventors are overwhelmingly from the US.

As it was shown in Figure 5-1, 11% of all collaborative activities take place among
Canadian clusters. Figure 5-4 suggests that the strongest collaboration ties exist between
the Toronto cluster and some other major clusters like Calgary, Edmonton, Montreal and
Ottawa. Table 5-2 reveals a more detailed picture of the inter-cluster cooperation in
Canadian biotechnology. Three collaborative patterns have been identified in Canadian
biotechnology clusters. These were divided into: Eastern clusters with strong local
partnerships, Eastern clusters with strong local and western partnerships and Western

clusters with very strong Toronto partnerships.
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Eastern clusters with strong local partnerships: Three larger clusters in eastern
Canada (Montreal, Ottawa and Quebec) pursue an expected collaborative behaviour,
which is to look for the cooperation partnerships within a relatively short distance of
their own cluster. Montreal’s most frequent collaboration partners are from Toronto and
Ottawa, as for Ottawa, these are from Toronto and Montreal and for Quebec it is mainly
Montreal and Ottawa inventors. The inventors in these three clusters do not collaborate

much with western Canada.

Eastern clusters with strong local and western partnerships: Toronto is an
exception to the group of the larger eastern clusters, since the shares of its collaboration
instances are quite evenly spread among all the most important clusters, whether they
are geographically close as Montreal or Ottawa or they lie relatively far west as Calgary
or Edmonton. The preferable direction of the Toronto inventors seems to be clearly
towards the largest western clusters. The small eastern clusters of Kingston, Sherbrooke
and Halifax usually find their collaboration partners in the relative geographical
proximity (in Ottawa, Montreal and Toronto). In contrast to the larger eastern clusters,
inventors in Kingston, Sherbrooke and Halifax do build their cooperation ties with the

west much more often (in relative terms) than inventors from larger eastern clusters do.

Western clusters with very strong Toronto partnerships: The third collaboration
pattern describes the typical cooperative behaviour of the western clusters of Vancouver,
Edmonton, Calgary, Saskatoon and Winnipeg. For the inventors from these clusters
most collaborative partners live in Toronto, while innovation partnerships from
geographically closer clusters are usually much less attractive. Vancouver’s biotech
research partners come mainly from Toronto, but even Montreal is more preferred than
closer clusters such as Calgary or Edmonton. The links with the highest number of
collaboration instances in the whole inter-cluster collaborative network are the Toronto-
Calgary link (145 collaborations) and Toronto-Edmonton link (127 collaborations).

Calgary’s and Edmonton’s most important collaboration partner is by far the Toronto
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cluster, while the cooperation between each other is much more limited. The smaller
western clusters of Saskatoon and Winnipeg follow a similar pattern - inventors in these
clusters focus on collaboration with Toronto researchers. Both Saskatoon and Winnipeg
also share one additional collaborative target, which the larger western clusters do not,
and this is a well developed collaboration tie with Ottawa. Saskatoon cluster is also quite
unique in that the highest share of its cooperative relationships is found outside the

clusters.

Toronto is in total by far the most popular cooperation partner for Canadian
biotechnology inventors from other clusters or elsewhere. 25% of all inter-cluster
collaboration links in the whole network are directed towards the Toronto cluster. It is
followed by Montreal (15% of links), Edmonton and Ottawa (both 11%). Vancouver
seems to be less attractive partner for joint biotechnology research for Canadian
inventors, since it accounts only for 7% of the collaborative links in the inter-cluster
network. The conclusion stemming from this analysis is that the geographical distance is
not likely to be the only critical factor when seeking partners outside the cluster. Other
factors which are probably very decisive as well are the availability of particular
inventors’ biotechnology specialization and expertise, the size and reputation of

biotechnology research, available facilities and funding, etc.

5.3 Distance-based analysis of all out-of-cluster collaborations

Given the specific geographical aspects of Canada (concentration of a great majority
of its inhabitants along the southern border), the collaboration analysis based on political
divisions (e.g., national versus international cooperation) does not actually tell a
complete story about the distances between the collaboration partners. Many of the
Canadian biotechnology clusters are located in a proximate distance from the US border
and an international collaboration partner thus can be the closest one. For example, a
Montreal inventor may find it much more convenient to establish collaborative

partnership with his international counterpart in Boston than with a fellow Canadian
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inventor from Vancouver, since the distance is almost 10 times shorter. Therefore, all
the out-of-cluster collaborations (including both international and inter-cluster ones)
have been divided into four groups according to the distance between the residences of
each collaborative pair: short range (distance < 600km), mid-range (600km < distance <
1600km), long range (distance > 1600km) and overseas (outside North America). Figure
5-5 shows the proportions of these collaborations for the inventors in each cluster. Out
of the bigger clusters, Ottawa (58%) and Montreal (45%) have the highest percentages
of short range collaborations, whereas the proximate cooperation projects do not seem to
be popular in western clusters of Vancouver (5%), Saskatoon (6%), Edmonton (8%) or
Calgary (16%). The low level of inter-cluster collaboration among the western clusters
has already been suggested as well as their preference for the partners from Toronto and
Southwest or Northeast US regions. The figure also shows the highest share of all
clusters (58%-63) for their long-range partnerships. In most of the greater clusters, the
proportions of the long-range and overseas collaborations are quite overwhelming, but

the projects carried out over the mid-range distances do not seem to be that common.

All in all, almost 60% of all the out-of-cluster collaborations of Canadian inventors
involve partners residing more than 1600km apart. Most of these distant partners live in
Canada or the USA, but around one third of these collaborations link Canadians with
overseas inventors. Mid-range collaborations are considerably less popular. Only around
13% of all collaborations outside cluster are carried out within 600km-1600km range.
Much more frequent are joint research projects with geographically more proximate
partners. In 28% of cases the out-of-cluster collaboration involves the partner located in

the distance shorter than 600km.
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Figure 5-5: Proportions of all out-of-cluster collaborations (including both international and inter-
cluster cooperation) based on the distance between the collaborators™

5.4 Conclusions

Geographical distance plays an important role when deciding on the partners for
joint research projects in biotechnology. The results show that around 60% of the
biotechnology collaborative activity which involves Canadian inventors takes place

inside Canadian clusters.

27 The distances are approximate: They are measured from the metropolitan centre of the Canadian
clusters or from the geographical centre of the US states.
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Canadian biotechnology inventors wishing to build cooperation ties outside their
clusters were not found to collaborate very much with their fellow inventors from other
Canadian clusters or elsewhere in Canada, even if these reside in a relatively close
distance. The inter-cluster collaboration in Canada accounts on average only for 11% of
all the collaborative ties. Three inter-cluster collaborative patterns have been identified
in Canadian biotechnology innovation: Clusters with local partners, which are the bigger
eastern clusters (Montreal, Ottawa, Quebec) that look for the cooperation ties within a
relatively short distance of their own cluster. Clusters with both local and western
partners are also situated in the eastern part of Canada (Toronto, Halifax, Sherbrooke
and Kingston). They host inventors, who contract their partnerships for the most part
with geographically closer inventors, but whose collaborative partners reside in the
bigger western clusters as well. Clusters with Toronto partnerships are the western
clusters (Vancouver, Edmonton, Calgary, Saskatoon and Winnipeg) and are
characterized by their primary preference for the innovation partners from the relatively
distant Toronto cluster. Toronto’s inventors are in total by far the most popular
cooperation partners for Canadian biotechnology researchers from other clusters or

elsewhere in Canada.

Canadian inventors who decide to pursue their joint biotech research activities with
inventors from outside their clusters most commonly prefer to search for their
collaborative partners abroad. International ties account for the highest proportion of all
the collaborations outside the clusters (29% of all cooperation links). The most popular
foreign collaboration partners for Canadian biotechnology inventors reside south of the

border, in the USA.

When the geopolitical divisions were disregarded and only geographical distances
taken into consideration, it was observed that the distance plays an important role when
deciding on the partners for joint research projects in biotechnology. An overwhelming

preference of the Canadian inventors is towards local and relatively proximate
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partnerships. Nonetheless, if the suitable collaborators are not found within the distance
of 600 km, the importance of the geographical factor significantly decreases, since in
this case the inventors quite often opt for very distant or overseas cooperation. Other
factors (biotechnology specialization, particular expertise, available facilities, previous
acquaintance — e.g. former PhD supervisor, etc.) then become more prominent in

explaining the inventors’ choices.

Analogical analysis was carried out also for the collaboration among
nanotechnology inventors (see Schiffanerova and Beaudry, 2008). The obtained results
were very similar. An overwhelming preference of the Canadian inventors towards local
and regional partnerships, especially within their own nanotechnology clusters, was also
found to be present. Similarly, if the suitable collaborators could not be found within the
region or at a short-range distance (600 km), the geographical criterion lost its
importance. Inventors then quite often preferred very distant or overseas cooperation

while disregarding the mid-range options.
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CHAPTER 6

COMPARISON OF BIOTECHNOLOGY AND
NANOTECHNOLOGY INNOVATION
NETWORKS

6.1 Canadian biotechnology and nanotechnology clusters

In 2002, biotechnology was considered to be one the most dynamic and fast
growing fields in Canada. According to the Statistics Canada (2005), biotechnology
companies have more than quadrupled their revenues in 1997-2003. By 2002, Canada
was the second most active country in the world in biotechnology in terms of new firms,
venture capital and patents, after the US and ahead of the UK (Niosi, 2005). Metrics
such as R&D spending, market capitalization as well as total number of firms and
revenues all showed strong growth over the five years preceding 2002 (Ernst and Young
2002). Nevertheless, in the recent survey of Statistics Canada (2007) it was found that
the number of innovative biotechnology firms increased only by 9% in the period of
2003-2005, whereas it increased by 31% between 2001 and 2003. Niosi (2006) noted
that in recent years (particularly since 2000), Canadian biotechnology companies have
experienced financing problems and even some of the well-financed firms have
abandoned the field altogether. He suggests that the new trend of Canadian
biotechnology is directed towards concentration of activity into a small number of
dedicated biotechnology companies. Figure 6-1 shows the growth of biotechnology and
nanotechnology patents in Canada based on the year of granting. It illustrates the
phenomenal growth by the steeply increasing annual numbers of patents in those years.
It is also evident that after the peak in 2001-2002 the number of biotechnology patents

invented or co-invented by Canadians has been decreasing.

The research on nanotechnology was rather sporadic until 1987 when the annual

acceleration of the patent production rate started. Apart from a short period of decline in
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2000, the number of nanotechnology patents granted per year has been steadily
increasing and during the last 15 years it has in fact increased ten-fold. Moreover, in
2004 the annual growth of the granted nanotechnology patents is almost reaching the

biotechnology patents annual growth.
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Figure 6-1: Patents of Canadian biotechnology nanotechnology inventors by the year of granting

The production of both biotechnology and nanotechnology patents is however not
uniform throughout Canada. Most of the Canadian biotechnology or nanotechnology
innovation is concentrated in only several regions. Based on the residences of inventors
12 Canadian biotechnology clusters and 8 Canadian nanotechnology clusters have been
identified. As described in Chapter 4, 20% of biotechnology inventors reside in the
Toronto cluster (34% of all patents), 15% in the Montreal cluster (19% of all patents)
and 9% in the Vancouver cluster (10% of all patents). Only a small portion of biotech
inventors (4%) residing in Canada lives outside the defined clusters (2% of patents) and
around 29% of the innovators in this sample reside outside the Canadian borders (21%

of all patents are assigned solely to foreigners).

The situation is quite different in nanotechnology. The greatest part of all the
patents (47%) invented or co-invented by Canadian scientists is assigned to the foreign

entities, most of which reside in the US; 69% of the patents owned by non-Canadian
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subjects is assigned to a single American company — Xerox Corporation. Only 28% of
the inventors whose patents were assigned to foreign subjects are foreigners as well,
most of them (62%) reside in the Toronto cluster. The consequence is a low number of
assignees compared to a disproportionally high number of inventors residing in Toronto
(see Figure 6-3). As for the number of inventors residing in each of 8 identified
Canadian nanotechnology clusters, Toronto cluster is leading (25% of inventors),

followed by Montreal and Ottawa (9% of inventors in each cluster).
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Figure 6-2: Patents and inventors in each biotechnology cluster based on the location of patent’s
assignees and the residences of inventors
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Figure 6-3: Patents and inventors in each nanotechnology cluster based on the location of patent’s
assignees and the residences of inventors
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Figure 6-2 and Figure 6-3 show the respective situations of the 12 biotechnology
and 8 nanotechnology clusters, as described by the measures of the number of the

patents in the cluster and the number of inventors.

Table 6-1 confirms that most of the Canadian biotechnology and nanotechnology
activities take place within clusters, usually the few main ones. Only around 1%
(biotechnology) or 4% (nanotechnology) of the patents are owned by assignees with
residences in Canada but outside the predefined clusters. In both technologies there are
only very few patents with co-assignees from multiple Canadian clusters. As was
already discussed in Chapter 4 (see section 4.4), the lack of common inter-cluster
ownership of patents suggests that there is not much cooperation at the assignee level

between clusters, and if there is, ownership of patents is not shared.

The third column shows the numbers of patents per inventor produced in various
biotechnology clusters (counted as the number of patents co-invented by at least one
inventor from the cluster divided by the number of inventors who at least once patented
while living in that cluster) and gives a certain indication about the productivity of the
inventors in each cluster. The highest biotechnology productivity is in the Calgary
cluster (2.19 patents per inventor), followed by Toronto (1.44 patents per inventors). As
for the nanotechnology clusters (see the sixth column), this number is again highest for
the Toronto cluster (1.52 patents per inventor). In the seventh column an alternative
indicator based on the nanotechnology assignee’s residence (counted as the number of
patents allocated to the clusters by assignees’ residences divided by the number of
inventors allocated to that cluster based on their most frequent residence) has been
computed. It is extremely low for the Toronto cluster (0.35 patents per inventor), to
which only very little patents are assigned, even though it has many inventors. This
suggests that many nanotechnology inventors residing in Toronto work for companies
headquartered in the US. As has already been mentioned above, 62% of inventors whose

patents were assigned to the foreign subjects reside in the Toronto cluster.
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Table 6-1: Summary of the results for biotechnology and nanotechnology clusters

High Biotechnology Nanotechnology
ZZ’;:ZIO‘U Number of Number of Patents pgr Number ;?f Number of Patents pgr Patents per
patents”  inventors’  inventor patents’ _inventors’ __inventor” _ inventor
Toronto 842 927 1.44 169 487 1.52 0.35
Montreal 469 698 1.05 162 180 1.16 0.90
Vancouver 258 411 0.95 103 142 0.95 0.73
Ottawa 286 224 1.26 103 179 0.92 0.58
Edmonton 158 210 1.21 57 79 0.94 0.72
Calgary 129 91 2.19 34 33 1.30 1.03
Quebec 61 127 0.97 23 47 0.79 0.49
Kingston 64 94 1.0t 14 35 1.05 0.40
Saskatoon 101 147 1.04 - - - -
Winnipeg 34 77 0.91 - - - -
Halifax 20 33 1.06 - - - -
Sherbrooke 16 26 1.07 - - - -
out-of -cluster 47 159 1.16 52 201 0.87 0.26
foreen 753 1345 - 640 585 - -
non-assigned 312 - - 86 - - -
Canada X 3550 24569 1.21 X 1443 T 1968 1.03 0.69

? Based on the residence of the assignees. Notice, that the numbers of patents per cluster are different from
Table 4-1 in Chapter 4, where the main focus was on the assignees. The patents with multiple assignees
belonged to the special category, which was further discussed. Here, the number of patents per cluster is
compared and the geographical aspects are the main concern. Therefore, the patents with multiple
assignees from multiple clusters (37 patents) were allocated to only one cluster.

*Based on the residence of the assignees (the patents with multiple residences were allocated to only one
cluster)

“Based on the residence of the inventors (the inventors who patented while living in several clusters were
assigned to only one cluster)

4 Counted as the number of patents co-invented by at least one inventor from the cluster divided by the
number of inventors who at least once patented while living in that cluster.

¢ Counted as the number of patents allocated to the clusters by assignees’ residences divided by the
number of inventors allocated to that cluster based on their most frequent residence

"The inventor still has not decided who will own the patenting rights

6.2 Collaboration patterns in Canadian biotechnology and
nanotechnology

The following two sections explore the collaboration characteristics and the

structure of innovation networks formed by the inventors in the clusters. The network of
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Canadian biotechnology inventors which was created includes 4569 vertices
(representing inventors) and 9731 edges (representing collaborative relations™), whereas
the network of Canadian nanotechnology inventors involves only 1968 vertices and
4920 edges. The main concern consists in the study of knowledge flows and information
exchange among the researchers, i.e. in the characterization of the links between them.
For instance, it was found that 36% (biotechnology) or 34% (nanotechnology) of all
collaborative relations between pairs of inventors involve repetitive instances of
collaboration®®. In some cases the cooperative relationships actually seem to be very
fruitful, as the most frequent collaboration between a pair of inventors was repeated 60
times (biotechnology) or 50 times (nanotechnology). Most of the relationships between a
pair of inventors are, however, single collaboration instances (i.e., they resulted in only 1

patent).

An inventor in Canadian biotechnology network has on average 4.26 collaboration
partners30 (5 partners in the nanotechnology network), but some of them have a
considerably higher number of relationship ties, the highest one amounting to 66 co-
inventors (54 co-inventors for nanotechnology). Canadian inventors most commonly
have one collaborator (16% of biotech inventors and 12% of nanotech inventors), two
collaborators (20% of biotech and 19% of nanotech) or three collaborators (17% of
biotech and 16% of nanotech). Only a small amount of inventors (4% in both networks)
do not collaborate with anybody else on their patent(s) (single inventors or isolates), and
only a few (6% of biotech and 8% of nanotech inventors) have more than 10 co-

inventors. The average number of collaborating partners per inventor and per patent in

28 . . . . . .
Each collaborative relation (also called a tie or a link) represents a connection between a pair of
inventors, which involves one or more instances of co-invention of a biotechnology patent.

# Recall, that an instance of collaboration (or simply collaboration) is a connection between a pair of
inventors for the purpose of co-invention of one biotechnology patent. Each collaborative relation may
thus involve one or more instances of collaboration (collaborations).

30 Collaboration partner (or collaborator) is here defined as a co-inventor of at least one biotechnology
patent registered at the USPTO.
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each cluster is presented in Table 6-2. While in biotechnology these numbers seem quite
comparable for each cluster, in nanotechnology the average number of collaborators in
the Toronto cluster clearly stands out (it is almost double compared to other clusters).
This suggests that the Toronto nanotechnology inventors collaborate more intensively

and exchange information with more inventors than researchers in other clusters.

The general results of this thesis (4.26 or 5 collaborators per inventor) are
comparable with the average number of collaborators per inventor found by Beaucage
and Beaudry (2006) who observed 5.12 collaboration partners per Canadian
biotechnology inventor. Even though their figures are slightly higher, they roughly
correspond to ours in terms of the average collaboration partners in each biotechnology
cluster. Out of the three main biotechnology clusters which they studied, the average
Montreal inventor has the highest number of collaborators while the Toronto inventor
the lowest (which can be observed in the results obtained for biotechnology in Table 6-2
as well). The average number of collaborators per inventor for the networks of Balconi
et al. (2004, calculated from p.139, Table 5) was calculated in order to compare its value
with the obtained results. The calculation shows that the networks of Balconi er al
(2004) have on average 2.09 collaborators per inventor, considerably less than the 4.26
collaborators (biotechnology) or 5 collaborators (nanotechnology) observed in the
networks of this thesis. The difference can be explained by the distinct samples of
patents selected for the analysis: Contrarily to the narrowly focused patent sample used
in this thesis (only biotechnology or nanotechnology), in the study of Balconi et al., the
industry range is quite broad. Newman’s findings (2001a) differ even more from these
results. He observed a much larger number of collaborators in his innovation networks;
especially for the scientists in experimental disciplines (for instance, an average high-
energy physics scientist had 173 collaborators during a five year period). The scientific
papers have however traditionally more numerous co-authors than the patents (the
largest number of co-authors on a single paper found by Newman was 1681!), since joint

article authorship was found to reflect a variety of phenomena other than the exchange
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of information and research collaboration.”’ Even though the legal requirements for
article co-authorship and patent co-inventorship are officially very similar, the number
of article co-authors is on average much higher than the number of co-inventors of the
patent which reflects exactly the same discovery or invention. Ducor (2000) found that
the number of article co-authors is on average more than three times higher than the

number of inventors on the corresponding patent.

Table 6-2 also shows the results of some basic statistics regarding collaborators and
collaborations in clusters. The results in the second and the fifth columns (co-inventors
per patent) would at first glance suggest that the average team size is similar in all the
clusters; however ANOVA tests (see Appendix E for biotechnology and Appendix F for
nanotechnology) showed that the population means are in fact different and the team
sizes within both the Canadian biotechnology and nanotechnology research thus differ
across the country. Balconi et al. (2004) proposed that the differences in team sizes may
be explained by the affiliations of the inventors — the researchers affiliated to the
academic institutions work in larger teams and for a larger number of applicants than do
industrial researchers. This research does not yet distinguish between academic and
industrial researchers and to validate this hypothesis for Canadian biotechnology and
nanotechnology, but there is an intention to do so in future. The third and the sixth
columns in Table 6-2 show a number of collaborative instances per inventor in each
cluster. To sum up, Table 6-2 suggests that in order to generate innovations,
biotechnology researchers in the clusters of Saskatoon, Ottawa, Edmonton and Montreal
collaborate slightly more intensively and exchange information with more inventors than
researchers in other clusters. In nanotechnology, it is mainly the inventors from the

Toronto cluster that show substantially higher collaborative intensity.

3! Cockburn and Henderson (1998) suggest that article co-authorship may be offered as a quid pro quo for
supplying information or resources, it can serve as a means of resolving disputes about priority, it may
also be an acknowledgement of an intellectual debt, it may just be listing of laboratory directors or other
project leaders as authors or it may reflect an effort to gain legitimacy, or admission to networks of other
researchers.
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Biotechnology Nanotechnology
zlc%lmlogy Collqborator .Co-inventors Colla{aomtion Collqborators Co-inventors Collag)orations
cluster per inventor in one patent  per inventor per inventor in one patent per iventor
Toronto 3.49 2.91 8.88 7.02 2.88 14.13
Montreal 4.04 3.23 7.57 397 3.07 7.48
Vancouver 3.67 3.05 5.95 3.65 2.89 5.22
Ottawa 4.55 2.96 9.28 3.69 2.88 5.34
Edmonton 4.83 3.28 8.49 4.10 3.23 6.35
Calgary 3.93 2.59 10.13 3.88 3.41 8.55
Quebec 3.31 2.83 4.78 3.49 3.78 4.81
Kingston 2.86 2.68 4.52 3.71 3.43 6.63
Saskatoon 4.54 3.29 8.10 - - -
Winnipeg 2.53 2.11 3.08 - - -
Halifax 2.09 2.25 3.24 - - -
Sherbrooke 2.50 2.44 3.23 - - -
(c)luut;?efr 2.85 2.96 4.05 2.93 2.62 3.61
average 426 3.09 7.46 5.00 3.00 8.60

6.3 Local collaboration in the cluster-based subnetworks

It has been suggested and empirically supported that firms in clusters are more

innovative (Baptista and Swann, 1998; Beaudry, 2001; Beaudry and Breschi, 2003;

Beaudry and Swann, forthcoming). The companies collocated in a close geographical

proximity enjoy numerous benefits discussed in the literature review. Biotechnology and

nanotechnology knowledge is largely tacit, which limits knowledge diffusion over long

distances. In fact, the transmission of tacit information and knowledge spillovers is

usually associated with face-to-face contact. Collaboration among the inventors working

in biotechnology and nanotechnology clusters is thus strongly encouraged by the

benefits of acquiring knowledge which the subjects located within short geographical

distance spill over.
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This section of the thesis analyzes these local collaborations carried out entirely
within clusters. Both Canadian biotechnology and nanotechnology innovation networks
have been divided into geographically based subnetworks, where each subnetwork
strictly includes inventors who reside in one particular cluster, while excluding the ones
that do not. Out-of-cluster and foreign inventors are therefore eliminated for the time
being. For each of the subnetworks created in this manner several network
characteristics were calculated. The remaining sections of this chapter briefly discuss
several of the basic structural properties of the network and explain the indicators used
in this thesis to measure them. It is shown how these characteristics could be related to
efficiency in the knowledge diffusion among the inventors within the clusters and the

possible impact on innovation creation in the cluster is suggested.

6.3.1 Collaboration characteristics in the subnetworks

As Table 6-3 shows, 18-50% of collaborative relations between pairs of biotechnology
inventors residing in the same cluster (and 20-47% between nanotechnology inventors)
involve repetitive instances of collaboration. Biotechnology inventors in Toronto and
Calgary tend to pursue collaborative relations with the same partners more often than the
biotechnology inventors in Montreal, Vancouver or Edmonton. In Halifax, half of the
collaborative ties of the local biotechnology inventors include repetitive collaborative
relationships. As for the nanotechnology inventors, those in Toronto, Montreal and
Ottawa collaborate with the same partners much more often than inventors in Vancouver
or Edmonton. With regards to the smaller nanotechnology clusters, in Kingston almost
half of the collaborative ties of the local inventors include repetitive collaborative

relationships and the repetitiveness is also high in Calgary.
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Table 6-3: Collaboration characteristics in biotechnology and nanotechnology cluster-based
subnetworks

Biotechnology Nanotechnology

Cluster- Number of |, Max number  Number of Mayx number of
based collaborating % of rep egta of repeated  collaborating % of rep eqted repeated

. collaborations ; . collaborations )
subnetwork pairs collaborations pairs collaborations
Toronto 1120 43% 60 1295 38% 50
Montreal 1027 36% 11 201 36% 29
Vancouver 568 37% 10 199 20% 12
Ottawa 343 36% 19 218 35% 6
Edmonton 334 37% 14 112 24% 6
Calgary 91 41% 16 41 41% 8
Quebec 155 18% 7 53 21% 3
Kingston 96 33% 10 36 47% 4
Saskatoon 259 28% 8 - - -
Winnipeg 54 19% 3 - - -
Halifax 20 50% 5 - - -
Sherbrooke 10 20% 3 - - -
Network 9731 36% 60 4920 34% 50

In biotechnology and nanotechnology networks, the strongest collaboration link in
the network, i.e. the most frequently repeated collaborative relation, concerns two
inventors in Toronto (one in biotech and one in nanotech). They repeated their
collaboration 60 (biotech) or 50 (nanotech) times. In smaller clusters, the maximum
number of repeated collaborations is lower. Within the biotech subnetworks it is still
relatively low for the larger clusters of Montreal (11) and Vancouver (10), where on
average, innovative activities involve slightly more co-inventors who collaborate with
each other less often. The maximum number of repeated collaborations in the
nanotechnology subnetworks is relatively high for Montreal (29), but surprisingly low
for the similarly-sized Ottawa (6) and somewhat smaller Vancouver (12). On average,
the innovative activities of nanotechnology inventors in Toronto involve considerably
more co-inventors who collaborate with each other more often than in any other

nanotechnology cluster studied.
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6.3.2 Fragmentation of the subnetworks

In order to assess the fragmentation of the subnetworks the network components
were identified and their major characteristics determined (see Table 6-4). A component
is defined as the maximal connected subnetwork (Wasserman and Faust, 1994). It is a
part of the network which includes a maximum number of vertices which are all directly
or indirectly connected by links. The largest component (in absolute value) of the
biotechnology subnetworks is found in the Montreal cluster (109 interconnected
inventors, which comprises 16% of inventors), even though Toronto has almost twice as
many inventors (the largest component size is 98, which is only 11% of inventors). In
nanotechnology, the Toronto largest component consists of 155 inventors, or around
32% of all the Toronto nanotechnology inventors. Even though the Toronto
nanotechnology cluster thus shows a surprisingly high interconnectedness of the

inventors, the rest of the clusters have relatively much smaller largest components.

The second largest components of the biotechnology subnetworks in Montreal and
Toronto are of similar sizes, with that of Vancouver being much smaller. The cluster of
Vancouver is in general more fragmented than the other two. In Saskatoon, even the
second largest component is composed of proportionately many inventors. Regarding
the nanotechnology subnetworks, the second component in Toronto is more than 10
times smaller than the first largest component. In contrast, for the other three
nanotechnology clusters the second largest components are around half the size of the
largest ones and in Edmonton, they are almost of the same size. These nanotechnology

cluster subnetworks are overall more fragmented than the Toronto one.

The average component size is fairly small for all the biotechnology and
nanotechnology clusters (around 2-3 inventors). As hinted by the previous paragraph,
Saskatoon, which comprises components of a large relative size, scores the highest on
the average number of interconnected inventors (4.32 inventors). The second rank is

occupied by Montreal and Ottawa (both have on average 3.2 connected inventors), but
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Toronto has a mean of only 2.71 inventors in a component. In nanotechnology, on the
other hand, the Toronto subnetwork stands out: it includes components of a larger
relative size: the mean number of interconnected inventors is 3.69. Moreover, half of the
inventors form only around 20% of all the components, whereas this percentage is much
larger for all the other nanotech clusters. The remaining nanotechnology subnetworks
have on average a comparable numbers of connected inventors (around 2.5-2.9

inventors).

The counts of isolate vertices in both biotechnology and nanotechnology
subnetworks are proportionately comparable for the large clusters (15%-19% of all the
vertices) and relatively high for the smaller clusters (e.g., in Sherbrooke almost half of
the biotech inventors are isolated). The Toronto nanotechnology subnetwork has the
lowest percentage of isolate vertices (11%) of all the clusters. Many inventors have
collaborators outside their clusters or outside Canada that contribute to linking indirectly
inventors from the same cluster. As explained previously, only cooperation based on

close personal contacts, which are limited by geographical distance, is considered here.

Taken all of the above in account, it can be concluded that the biotechnology
network seems to be slightly less fragmented than the nanotechnology one. However, in
nanotechnology there appears to be a well interconnected network component in
Toronto, but the rest of the Canadian nanotechnology inventors are working in a
relatively disconnected groups. Even when the full network values are considered while
disregarding the geography, the average component size in nanotechnology is somewhat
smaller (5.11 in biotech and 4.84 in nanotech), while the share of the components which
include 50% of all the inventors is much higher in nanotechnology network (only 10%
in biotech but 26% in nanotech networks). The percentage of isolates is comparable in

both networks (4% for both biotechnology and nanotechnology).
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This result was expected. The specialization fields within the biotechnology are
quite close in their scientific nature and are often overlapping. The inventors in the
biotechnology network should thus be more interconnected between each other.
Nanotechnology, on the other hand, includes many quite disparate fields, where the
inventors understandably work in more separated groups. Nanotechnology would

therefore appear more as a brand name than a “single” technology so far.
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6.3.3 Structural cohesion of the subnetworks

Structural cohesion refers to the degree to which vertices are connected among
themselves. The most common measure of cohesion is the density of a network, which is
the number of existing lines in the network expressed as a proportion of the maximum
number of possible lines. Table 6-5 shows the subnetwork densities for each
biotechnology and nanotechnology cluster. It is evident that for networks of smaller
sizes the density is higher and vice versa. Even though density is an indicator often used
in social network analysis, it is more suitable to compare networks of the similar sizes,
since density is inversely related to network size. De Nooy et al. (2005) explain that this
is because the number of possible lines increases rapidly with the number of vertices,
whereas the number of social ties, which each person can maintain is limited. Therefore
the density was measured by the average degree of a network. The degree of a vertex is
the number of lines that are directly connected to the vertex (Wasserman and Faust,
1994). It represents the number of direct collaborators with whom an inventor
cooperated on at least one patent. The more co-inventors the inventors have, the tighter
is the network structure. The average degree of a network then denotes the average of
the degrees of all vertices and in fact it also shows the average number of co-inventors in

each subnetwork, which was discussed earlier.

Accordingly, the biotechnology innovation subnetworks in the clusters of Saskatoon
(average degree of subnetwork of 3.52), Edmonton (3.18) and Ottawa (3.06) are the
densest and Montreal (2.94) and Vancouver (2.76) are still relatively dense. The
innovation subnetwork in the nanotechnology cluster of Toronto is by far the densest in
both Canadian biotechnology and nanotechnology (average degree of subnetwork of
5.32). The nanotechnology inventors in Toronto have direct or indirect access to a larger
amount of information and a greater number of inventors than in any other cluster.
Consequently the possibility for two inventors to get in touch through a chain of
personal acquaintances is higher as well. Other larger nanotechnology clusters have

much lower average degree values (Montreal 2.23, Ottawa 2.44 or Vancouver 2.8).
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Since the biotechnology network is older, contains more inventors and is hence
more developed it was expected to find it to be also denser, while that the connections
between the subjects in the nanotechnology network were assumed to be much looser.
However, this was not confirmed, mainly because of the very high cohesion among the
nanotechnology inventors in the Toronto subnetwork. Moreover, also the average degree
value for the full Canadian network shows a higher value (5) for nanotech than for

biotech (4.26).

Table 6-5: Structural cohesion and cliquishness in biotechnology and nanotechnology cluster-based
subnetworks

Biotechnology Nanotechnology

Structural cohesion Cliguishness  Structural cohesion  Cliquishness
Cluster-based Subnetwork Average Averflg;r;c Subnetwor  Average eA:ZZfr‘;c
subnetwork density degree eg;ecrfsity k density degree 8 density
Toronto 0.003 2.42 0.44 0.011 5.32 0.54
Montreal 0.004 2.94 0.56 0.012 2.23 0.49
Vancouver 0.007 2.76 0.57 0.020 2.80 0.64
Ottawa 0.014 3.06 0.59 0.014 2.44 0.56
Edmonton 0.015 3.18 0.55 0.036 2.84 0.59
Calgary 0.022 2.00 0.29 0.078 248 0.45
Quebec 0.019 3.06 0.55 0.049 2.26 0.52
Kingston 0.022 2.04 0.47 0.061 2.06 0.45
Saskatoon 0.024 3.52 0.64 - - -
Winnipeg 0.018 1.40 0.32 - - -
Halifax 0.038 1.21 0.24 - - -
Sherbrooke 0.031 0.77 0.23 - - -
Network 0.001 4.26 0.71 0.003 5.00 0.76

6.3.4 Cliquishness in the subnetworks

Cliquishness is a property of a local network structure which refers to the likelihood
that two vertices that are connected to a specific third vertex are also connected to one
another. Cliquish networks have a tendency towards dense local neighbourhoods, in

which individual inventors are better interconnected with each other. Such networks
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exhibit a high transmission capacity, since a great amount of knowledge could be
diffused rapidly (Burt, 2001). Moreover, a high degree of cliquishness in an innovation
network supports friendship and trust-building, and hence facilitates collaboration
between innovators. Uzzi and Spiro (2005) and Schilling and Phelps (2007) argue that
higher cliquishness enhances system performance and knowledge diffusion. However,
Cowan and Jonard (2003) point out the existence of negative effects of cliquishness
stemming from the loss due to repetition, as the knowledge exchanged in highly cliquish
neighbourhoods is often redundant. Moreover, empirical findings of Fleming et al.
(2006) confirm the negative impact of the higher cliquishness in the network on
innovative productivity. The role of a high degree of cliquishness in the innovation
production is still not obvious and the optimal degree will apparently depend on a

variety of factors.

In this thesis the degree of local cliquishness for each vertex was measured with the
egocentric density of a vertex, which is the fraction of all pairs of the immediate
neighbours of a vertex that are also directly connected to each other, and then the
average egocentric density of a subnetwork was calculated. The results are presented in
Table 6-5. Cliquishness is quite comparable among the larger biotechnology
subnetworks (Saskatoon, Ottawa, Vancouver and Montreal) or larger nanotechnology
subnetworks (Vancouver, Edmonton, Ottawa and Toronto). The subnetworks of the

smaller sizes in both networks seem to be less cliquish.

These results are, however, not in agreement with Newman (2001a) who found that
the degree of network cliquishness in biomedicine is much lower than in other fields
(clustering coefficient of 0.066), which he explained by the differences in social
organization between biomedical and other research communities. The values for his
other databases correspond to the results obtained in this thesis. The differences are

probably caused by the distinct kinds of studied networks (as mentioned before, he
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created his networks based on the co-authorship of the scientific articles and not the co-

inventorship of patents).

Both biotechnology and nanotechnology show quite comparable results regarding

the cliquishness of the full networks.

6.3.5 Centrality of vertices

The centrality of a vertex indicates whether the position of an individual inventor
within the subnetwork is more central or more peripheral. Inventors that are more central
have better access to knowledge and better opportunities to spread information.
Moreover, it is expected that inventors who occupy the most central positions in the
subnetworks will be the most influential and probably the most prolific (star scientists).
Two indicators of the vertex centrality were used in this thesis: degree centrality and

betweenness centrality.

The simplest definition of centrality is the degree centrality of a vertex, which is in
fact equal to the degree of the vertex defined above. Inventors in more central positions
in the subnetwork are those directly connected to more other inventors and thus have
more sources of knowledge at their disposal. Table 6-6 below shows the maximal
centralities in all the subnetworks. The most connected inventors for both networks live
in Toronto (the biotechnology one has 51 co-inventors while the nanotechnology one 42
co-inventors), but Montreal’s most connected inventor has only 16 (biotech) or 15
(nanotech) direct collaborators. Other well connected inventors are located in Vancouver
(27 biotech co-inventors and 16 nanotech co-inventors) and among the biotechnology

subnetworks also in Saskatoon (25 co-inventors).

Betweenness centrality of a vertex is defined as a proportion of all shortest distances
between pairs of other vertices that include this vertex (de Nooy et al., 2004). An

inventor is more central if a lot of shortest paths between pairs of other inventors in the
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subnetwork have to go through him. Betweenness centrality is therefore based on the
inventor’s importance to other inventors as an intermediary and it measures his control
over the interactions between other inventors and thus over the flow of knowledge in the
subnetwork. The highest betweenness centrality values come from the biotechnology
inventors in Saskatoon (0.074) or Ottawa (0.068), whereas they are much lower for the

nanotechnology inventors where the highest is in Edmonton (0.02).

In sum, the Saskatoon’s most central biotechnology inventor occupies the most
central location based on all three centrality measures. In nanotechnology, Toronto
benefits from several quite central inventors (surpassing others, particularly in degree
centrality), but so does Edmonton, with its most central inventor enjoying high
maximum centrality levels as well.

Table 6-6: Centrality and centralization in biotechnology and nanotechnology cluster-based
subnetworks

Biotechnology Nanotechnology

Cluster- Vertex centrality Subne{vvo.rk Vertex centrality Subnez.‘work
based centralization centralization
subnetwork Max Max Degree Betweenness Max Max Degree Betweenness

degree betweenness degree betweenness
Toronto 51 0.008 0.05 0.008 42 0.009 0.08 0.009
Montreal 16 0.011 0.02 0.011 15 0.005 0.07 0.005
Vancouver 27 0.005 0.06 0.005 16 0.013 0.09 0.013
Ottawa 16 0.070 0.06 0.068 9 0.008 0.04 0.007
Edmonton 20 0.019 0.08 0.019 14 0.021 0.15 0.020
Calgary 12 0.011 0.11 0.011 7 0.000 0.15 0.000
Quebec 8 0.003 0.04 0.003 5 0.008 0.06 0.008
Kingston 6 0.003 0.04 0.003 4 0.005 0.06 0.005
Saskatoon 25 0.076 0.15 0.074 - - - -
Winnipeg 6 0.002 0.06 0.002 - - - -
Halifax 5 0.010 0.13 0.010 - - - -
Sherbrooke 2 0.000 0.05 0.000 - - - -

Network 66 0.009 0.01 0.009 54 0.006 0.02 0.006
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6.3.6 Centralization of the subnetworks

Contrary to centrality, which refers to positions of individual inventors,
centralization characterizes an entire network. A highly centralized network has a clear
boundary between the center and the periphery. The center of a centralized network
allows more efficient transmission of knowledge, which consequently spreads fairly
easily in highly centralized networks. A network is hence more centralized if centralities
of the vertices vary substantially. Centralization of a network is defined as the variation
in the degree centrality of vertices, divided by the maximum degree variation which is
possible in a network of the same size (de Nooy et al, 2004). Similarly as with
centrality, two main measures of network centralization were used: degree centralization

and betweenness centralization.

Degree centralization of a network is based on the variation in degree centrality of
vertices in a network. The Saskatoon, Halifax and Calgary subnetworks show the
highest degree centralization scores for the biotechnology clusters, while the Edmonton
and Calgary subnetworks show the highest degree centralization scores for the

nanotechnology clusters, which correspond to the same concepts.

Analogous to degree centralization, betweenness centralization of a network is
based on the variation in betweenness centrality of vertices in the network. The results
are shown in Table 6-6. It is again Saskatoon and Ottawa, which previously showed the
highest maximal betweenness centralities of the vertices and now score the highest in
betweenness centralization of all the biotechnology subnetworks as well. Among the
nanotechnology clusters, Edmonton with the highest maximal betweenness centralities

of the vertices has also high values for betweenness centralization.

In general, the biotechnology network has more highly central inventors than the
nanotechnology network. For the centralization measures, the degree centralization
indicator favours the nanotechnology network, whereas the betweenness centralization

indicators show the reverse. As betweenness centralization refers to the positions of its
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inventors as intermediaries, it was not expected that the nanotechnology network would
score higher because of its already mentioned disciplinary fragmentation. And indeed,
the highest value is obtained in Edmonton, where the National institute for
nanotechnology is located since 2001, with a much smaller score than Ottawa and
Saskatoon which host similar National Institutes of the National Research Council of

Canada for Biotechnology.

6.3.7 Geodesic distances in the subnetworks

A shortest path between two vertices is referred to as geodesic. The geodesic
distance is then the length of a geodesic between them, which depends on the number of
intermediaries needed for an inventor to reach another inventor in the subnetwork. A
short path length in innovation networks should improve knowledge production and
knowledge diffusion (Cowan and Jonard, 2004; Fleming et al., 2004), since knowledge
can move to the different parts of a network more quickly and spread rapidly among
inventors. Moreover, as Cowan and Jonard (2004) suggest, decreased path length will
cause knowledge to degrade less by bringing new sources of ideas and perspectives from

farthest parts of the network to the inventors.

The longest geodesic in a network (the longest shortest path) is called the diameter
of a network. It quantifies how much apart are the two farthest vertices in a network and
it is a rough indicator of the effectiveness of a network in connecting pairs of inventors.
In general, the observed diameters in the subnetworks seem to be fairly long when
compared to the overall size of the components (see Table 6-7). This suggests a quite
low connectedness in the subnetworks. The largest diameter among the biotechnology
subnetworks is found in the Montreal and Ottawa clusters, where an inventor
transmitting the knowledge needs as many as 10 intermediaries. In nanotechnology, it is
also Ottawa which has the longest diameter. The exchange of knowledge is much easier
in Vancouver (both among biotechnology and nanotechnology inventors) and obviously

also in many other smaller clusters.
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An indicator of the average distance of a network, which denotes an average of all
the distances of all the vertices in the subnetwork, is a more global measure of efficiency
in communication. Nevertheless, the distance between two unconnected vertices is not
defined (does not exist) and the average distance hence could be measured only in fully
interconnected networks. The average distance were therefore calculated only between
reachable vertices (i.e., directly or indirectly connected). This measure shows similar
results as the subnetwork diameter. The largest average distances are again found in the
Montreal (4.27) and Ottawa (4.95) biotechnology clusters, and in Ottawa
nanotechnology cluster (2.58). Obviously, the geodesic distances are also lower in
smaller clusters. Moreover, it should be taken into consideration that the fact that the
distances are calculated only between reachable vertices may bring a certain bias to
these results, since any small or highly disconnected subnetwork should yield lower
scores for geodesic distances. Therefore it is necessary to evaluate this measure more

globally — while considering how many inventors could be reached within the cluster.

Table 6-7: Geodesic distances in biotechnology and nanotechnology cluster-based subnetworks

o - Biotechnology Nanotechnology
uster-base . .
submetvork Subnetvork SRIRES veaon Sinetvor LN Mas reach
vertices) vertices)
Toronto 9 3.26 97 7 2.56 154
Montreal 11 4.27 108 4 1.67 20
Vancouver 5 1.98 37 3 1.61 20
Ottawa i1 4.95 74 10 2.58 22
Edmonton 7 2.50 48 3 1.60 14
Calgary 5 1.75 14 1 1.00 7
Quebec 4 1.48 10 3 1.22 5
Kingston 3 1.31 7 2 1.08 4
Saskatoon 6 2.75 53 - - -
Winnipeg 3 1.25 6 - - -
Halifax 2 1.23 5 - - -
Sherbrooke 1 1.00 2 - - -

Network 17 6.55 578 17 4.16 335
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The reach of a vertex is defined as the number of vertices that can be reached from
this particular vertex. Table 6-7 shows the maximal reach for each subnetwork, i.e. the
maximum number of reachable inventors within a subnetwork. Evidently, more
inventors could be directly or indirectly reached in larger networks. In the Montreal
biotechnology subnetwork 108 inventors can reach each other, while in the larger
Toronto biotechnology cluster it is only 97 inventors who are connected among
themselves. In nanotechnology, however, the maximal reach in the Toronto cluster is
154. The clusters with shorter maximal reach are likely to be more disconnected and
thus show lower scores of geodesic distances, whereas the clusters with highest numbers
of reachable vertices are more connected and should show longer geodesic distances.
The exception among the biotechnology subnetworks seems to be Saskatoon, which
with a relatively long maximal reach does not show a very long average shortest
distance. The Toronto nanotechnology subnetwork has a maximal reach many times
longer than that of other nanotechnology clusters, but the average shortest distance of
the Toronto subnetwork is not considerably longer than that of the other clusters and in
fact even slightly shorter than that of the much smaller cluster of Ottawa. The geodesic
characteristics of the Saskatoon biotech subnetwork and Toronto nanotech subnetwork
are thus indicative of network structures which enable more efficient knowledge

diffusion.

As expected, the biotechnology subnetworks show longer geodesic distances but
also a much longer maximal reach. This is also evident in full Canadian networks
(biotech has the average distance of 6.55 and maximal reach of 578 inventors, whereas

nanotech has the distance of 4.16, but maximal reach of only 335 inventors). Knowledge
should thus flow faster in nanotechnology cluster sub-networks.
6.3.8 Summary of the network properties

It was observed that in order to enhance the efficiency of each network in terms of

knowledge diffusion, the network should be cohesive (which means that inventors are
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closely interconnected), cliquish (which fosters trust and close collaboration), it should
have a long reach within large components (which enables bringing fresh and non-
redundant knowledge from distant locations) and it should have a centralized structure

(which supports fast knowledge transmission).

In biotechnology, the closest to these properties is the Saskatoon subnetwork. It is
the densest, most cliquish and most centralized of all Canadian biotechnology clusters. It
has on average the largest components and lowest share of isolates of all clusters.
Despite the great size of the components, the diameter is still only of an average size.
Inventors from both the Ottawa and Edmonton biotechnology clusters also benefit
greatly from quite large components and fairly dense, relatively cliquish and rather
centralised biotechnology subnetworks. The long geodesic distances however make it
more difficult to bring new knowledge fast to all researchers. In contrast, the structural
properties of the subnetworks of Calgary, Quebec and Toronto were not found to be very
suggestive of efficient knowledge transmission and innovation generation. Both the
Calgary and Quebec subnetworks are quite sparse and consist of the components of
rather small sizes, suggesting great disconnectedness among inventors. Calgary,
however, is quite centralized, which supports a more efficient transmission of
knowledge, but it has a high share of researchers working in geographical isolation.
Quebec is fairly cliquish and hence better interconnected. In both clusters, relatively
short geodesic distances increase the speed of the knowledge transmission. The
biotechnology subnetwork of the Toronto cluster is rather sparse, neither very cliquish
nor centralized, and comprises components of relatively small sizes, many of which are
completely isolate inventors. The Montreal biotechnology cluster, on the other hand,
contains relatively large components through which knowledge has to travel large
distances. It is also denser and more cliquish than the Toronto one; researchers seem to
be more interconnected and knowledge could still be diffused more rapidly. The

subnetwork structure of the Vancouver biotechnology cluster is somewhere in between
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the two previous patterns. It is denser than the Toronto subnetwork and quite cliquish,

but comprises smaller components and thus involves shorter geodesic distances.

The most efficient nanotechnology cluster-based subnetworks are found in Toronto,
Edmonton and Vancouver. Toronto’s 1is the densest network of the Canadian
nanotechnology clusters, where researchers are better interconnected and knowledge can
hence be diffused quite rapidly. It has on average the largest components and the lowest
share of geographically i1solated researchers of all the clusters. Despite the great mean
size of the components, the path lengths are still only slightly higher than average.
Information can thus spread through a great number of researchers in a timely manner.
The Toronto nanotechnology subnetwork is however only moderately cliquish and
centralized. In contrast, inventors from both Edmonton and Vancouver nanotechnology
clusters benefit from fairly cliquish and rather centralized nanotechnology subnetworks,
the structure which supports both the trust-building among the researchers and a more
efficient transmission of information through the centrally located researchers. The
larger-sized components with quite short geodesic distances make it easier to bring new
information fast to a relatively high number of inventors in both clusters. As for the
nanotechnology clusters of Montreal and Ottawa, the structural properties of their
subnetworks were found not to be very supportive of efficient knowledge diffusion and
innovation generation. Both subnetworks are quite sparse and neither very cliquish nor
centralized. They consist of the components of rather small sizes, which explains the
relatively short path lengths measured in the networks. Also, a high percentage of
researchers in both nanotechnology clusters work in a geographical isolation. These

characteristics suggest a great disconnectedness among the inventors in a cluster.

6.4 Conclusions

The biotechnology and nanotechnology patenting in Canada has followed distinct
paths. Base year for the start of biotechnology innovation in Canada could be considered

the year of 1976, but the patenting really significantly accelerated only after 1987.
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However, following the year 2001 Canadian biotechnology patenting has started to
decrease. In case of nanotechnology, which is at an earlier stage of the industry life
cycle, it is the year of 1986 that could be considered as its base year, after which the
Canadian nanotechnology patent productivity has been almost always increasing. The
annual patent growths in 2004 have thus reached almost comparable levels for

biotechnology and nanotechnology.

Innovative activity in Canada is concentrated in several locations which roughly
correspond to the larger metropolitan areas: 12 biotechnology and 8 nanotechnology
clusters have been identified. In biotechnology, more than half of all Canadian inventors
reside in three largest clusters - Toronto, Montreal and Vancouver, but in
nanotechnology it is mainly the Toronto cluster which dominates the industrial sector
since around one quarter of all Canadian inventors reside there. However, most of the
innovations created by the Toronto nanotechnology inventors are owned by foreign
assignees (mainly the US companies). Almost half of all the innovations authored or co-
authored by Canadian nanotechnology inventors are assigned to the foreign subjects.
Although Canadians do the research, the fruit of their labour is not appropriated within
Canada. Canada therefore appears as a research subcontractor of patents in
nanotechnology. This is not conducive to the creation of a healthy interconnected

network of inventors where multidisciplinarity and diversity fosters invention.

The collaborative behaviour of the biotechnology and nanotechnology inventors
inside and outside their clusters was also investigated. The majority of the all of these
collaborations take place within the biotechnology or nanotechnology clusters and over a
quarter are distant ties directed abroad. Most of the foreign collaborative ties are again
linked to American inventors. Only a relatively small part of all the collaborations
involves cooperation among the inventors from different clusters or with the out-of-

cluster Canadians.
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The intra-cluster collaborations within the cluster-based subnetworks were
examined more in depth. The several structural network properties corresponding to
each cluster were measured and then related to the likely efficiency of each subnetwork
in the knowledge diffusion and the innovation creation. Moreover, a comparative
analysis of the properties of the full networks and cluster-based subnetworks of
biotechnology and nanotechnology was carried out and it was found that the
collaborative structure within each technology to be quite distinct. The biotechnology
innovation network is larger and more developed than the nanotechnology one. The
biotechnology network was discovered to be also less fragmented. The specialization
fields within the biotechnology are quite close in their scientific nature and are often
overlapping. The inventors in the biotechnology network are thus more interconnected
between each other. Nanotechnology, on the other hand, includes many quite disparate
fields, where the inventors understandably work in a larger number of separated groups.
A notable exception here is the Toronto nanotechnology cluster, which involves highly
interconnected inventors with quite close collaboration ties and a dense subnetwork
structure. The geodesic distances in biotechnology network are longer, but so is the
maximal reach, which enables bringing fresh and non-redundant knowledge from distant
locations. The cliquishness of both networks is however quite comparable, but its exact

role in knowledge creation and innovation generation still remains to be determined.

The National Research Council of Canada has five national biotechnology institutes
throughout the country, but only one in nanotechnology, a field much more fragmented.
This analysis clearly shows that biotechnology cluster-based subnetworks are better
developed and organised in a number of clusters in Canada, and especially in those
hosting the five NRC institutes (Montreal, Vancouver, Ottawa, Saskatoon and Halifax
although the latter is a much smaller cluster). These institutional effects have a positive
influence on the organisation of innovation in these clusters. In contrast, in
nanotechnology, two poles are present, Toronto and Edmonton, the latter still emerging.

Around the National Institute for Nanotechnology, institutions are put in place to insure
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that discoveries are spun off or licensed to local firms in priorities in order to generate
the synergies to the evolution of a successful cluster. Although the majority of the
innovation capability lies in Toronto, it was observed that the majority of the intellectual
property leaves the country. Other nanotechnology clusters are emerging, but their local

network of inventors is still fragmented.
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CHAPTER 7

GATEKEEPERS OF CANADIAN
BIOTECHNOLOGY CLUSTERS

The last two chapters still remain within the realm of Canadian innovation, but the
focus is shifted from the clusters and network structures to the individual inventors. The
two chapters concentrate on the key individuals in the innovation process. While
Chapter 8 explores the role and the network positions of the most prolific biotechnology
inventors (star inventors), Chapter 7 studies the gatekeepers — the biotechnology
inventors who occupy the key places in the innovation network, which allows them to
fulfil the role of the suppliers of fresh information originating outside their own cluster.
This chapter presents the way to identify them and to determine their relative importance

as procurers of external knowledge for the cluster or for Canada.

7.1 Geographical and cognitive proximity

Wink (2008) proposes that gatekeepers can provide interface nodes between
regional innovation systems by different forms of proximity. The ability of an actor to
function as a gatekeeper thus depends on the kind of proximity which is necessary to
span the boundary between the systems. There are several dimensions of proximity
described in the literature. Torre and Gilly (2000) make a distinction between two
different dimensions: geographic proximity, which refers to the spatial context, and
organizational proximity, which is based on the organizational interaction of firms
participating in clusters (and includes a cognitive dimension as well). Kirat and Lung
(1999) incorporate the third dimension, institutional proximity, indicating the closeness
among the agents influenced and restricted by the institutional environment. Boschma

(2005) extends the classification and identifies five dimensions of proximity — cognitive
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(proximity related to the knowledge base of the actors), organizational (closeness of
actors in organizational terms), social (closeness based on the socially embedded
relations between agents, which involve trust, friendship, kinship and experience),
institutional (proximity related to the institutional environment) and geographical
(defined as the spatial or physical distance between economic actors). This chapter will
focus mainly on the dimensions which are most relevant to the identification of the

gatekeepers — geographical and cognitive proximities.

It is well established in economic geography to view regions as key drivers of
innovation. This is built on the fact that geographical proximity facilitates knowledge
sharing, since knowledge does not spill over large distances (Audretsch and Feldman,
1996; Jaffe and Trajtenberg, 1996). It is assumed that all firms in the cluster can benefit
from these localized knowledge spillovers, which are not available to the firms outside
the clusters. As a consequence, the firms in clusters are found to be more innovative
(Baptista and Swann, 1998; Beaudry, 2001, Beaudry and Breschi, 2003). However,
Boschma (2005) suggests that this view overemphasizes the role of geographical
proximity in the transfer of knowledge between firms. He argues that other dimensions
of proximity should be taken into consideration as well, since geographical proximity

per se is neither a necessary nor a sufficient condition for learning to take place.

Another stream of literature on knowledge creation and diffusion emphasizes the
role of cognitive proximity. As it was already discussed in section 1.2, some researchers
(for example Cowan et al., 2000; Breschi and Lissoni, 2001a, 2001b; Lissoni, 2001)
argue that it is not geographic proximity which causes tacit knowledge to spill over
between firms, but it is social connectedness of people in the network. Knowledge
circulates and flows through the networks between the actors who are not necessarily
placed in the same location. Technical or scientific knowledge is highly specific and its
jargon differs from the jargon of the broader social community. The ones who

understand it are the members of closed, restricted, but geographically dispersed
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“epistemic community”, within which the tacit messages can be easily transmitted even
if knowledge links take place among agents located far away in space. The networks
thus do not require co-location of the actors for the production of innovation. On the
other hand, physical proximity does not imply epistemic proximity, because epistemic
communities are never as wide as to include all members of a local community. This
means that firms in clusters may be excluded from knowledge sharing when they are not

part of knowledge networks.

Apparently, the two concepts seem to stand against each other. Does it matter more
for an inventor to be in the right location or to be connected to the right network of
people? It has been argued that the combined effects of geographic and social spaces
result in a more effective knowledge transfer (Owen-Smith and Powell, 2004; Sorenson
and Stuart, 2001), while the causal relationship between the geographical and social
distances has been suggested as well (Sorenson, 2003). In this thesis it is suggested that
both the concept of space and the concept of network are at utmost importance for the
knowledge creation and diffusion. Both geographical and cognitive dimensions nurture
the growth of the cluster and promote innovation through a dynamic interaction of the
actors localized in clusters who absorb external knowledge through the local and non-
local networks. In order to bring the new knowledge to the cluster the gatekeepers thus

have to be well connected both inside and outside the clusters.

This chapter explores the network architecture of Canadian biotechnology patenting
and its role in knowledge transmission while considering two different collaboration
spaces — geographical and technological. The geographical space in this context is based
on the importance of geographic proximity and characterized by co-location of
biotechnology firms in clusters. It assumes that knowledge networks are geographically
localized and that no significant out-of-cluster linkages exist. Indeed, it has been shown
in Chapter 5 that majority of all collaborative activities in Canadian biotechnology are

carried out within clusters. Chapter 6 then revealed some of the collaboration
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characteristics of the geographical space in both biotechnology and nanotechnology
networks. The technological space is understood here as the field in which collaboration
ties are formed and knowledge is exchanged, while fully disregarding geographical
aspects. It is assumed that all inventors who have collaborated on biotechnology
innovations with each other at some point and are thus directly or indirectly
interconnected in a network component are also part of the same epistemic community.
Since the epistemic communities are restricted by the scientific fields and technological
specializations this collaboration environment is in this thesis called a technological

space.

In this chapter, the network architectures of geographical and technological
collaboration spaces are compared and discussed and the level and nature of the overlap
between them investigated. Finally, the points of interaction between the two
collaboration spaces are explored and their importance for the cluster highlighted. These
are the gatekeepers - the inventors who bridge over the geographical and technological
collaboration spaces and thus enable the nurturing of biotechnology clusters with fresh

knowledge originating outside.

7.2 Collaboration in geographical space

Based on the residences of inventors 12 Canadian biotechnology clusters have been
identified in Chapter 4. It was shown that only a very small portion of inventors (around
3%) residing in Canada live outside the defined clusters and around 29% of inventors in

this sample reside outside the Canadian borders.

Knowledge spillovers have already been discussed in the context of biotechnology
innovation in Chapter 5. It was highlighted that the fact that biotechnology knowledge is
largely tacit limits knowledge diffusion over long distances. As the transmission of tacit
information and knowledge spillovers is usually associated with face-to-face contact, the

collaboration among inventors working in clusters is thus encouraged by the benefits of
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acquiring the knowledge which the subjects located in close geographical proximity spill
over. This section analyzes local collaborations carried out entirely within clusters, and
as such the Canadian biotechnology innovation network is divided into geographically
bound cluster subnetworks (as in Chapter 6). Each subnetwork strictly includes
inventors who reside in that particular cluster, while excluding the ones that do not. The

aim is to study how knowledge is transferred through these subnetworks.

Table 7-1 presents some of the main structural properties of the subnetworks created
in this manner and is in fact a summary of the results obtained in Chapter 6. Table 7-1
shows that the cluster-based subnetworks are rather fragmented. Even though
collaboration within clusters generally involves a very short geographical distance
(commuting distance), inventors often choose to work in isolated groups. The fact that
the largest components contain only 9%-18% of all inventors in each cluster confirms
that inventors collocated within the same cluster are not highly interconnected.
Furthermore, a substantial part of the cooperative links is directed outside the cluster. In
Chapter 5 it was shown that Canadian inventors frequently take part in joint research
projects including collaborators from abroad (29% of collaborations) or their colleagues
residing in other clusters (11% of collaborations). The following section therefore
disregards the geographical aspects and focuses solely on the technological space of

collaboration.
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7.3 Collaboration in technological space

In the technological space, collaboration is based on network components. All
inventors in a component are directly or indirectly interconnected and it is thus supposed
that they all collectively contribute to the innovation process. The attachment of
inventors to their local environment is considered as secondary and the innovation

network is analyzed regardless of the inventors’ place of residence.

Canadian biotechnology inventors are grouped into 894 components, which
suggests that the network is quite fragmented and that inventors are not highly
interconnected. In terms of the number of vertices, the largest component (Component
C1) includes 579 inventors, the second one (Component C2) consists of 185 inventors
and the third (Component C3), of 175 inventors. There are few large components (10%
of components include around 50% of inventors); most of them however are relatively
small. As a consequence, the average number of inventors in a component is also
relatively small (5.11). This is attributable to the fact that around 22% of all the
components (195 components) are isolates (a component that consists of a sole inventor
who has not collaborated).

The structure and main characteristics of the 30 largest components in the network
are shown in Table 7-2. It is obvious that most components consist of inventors residing
in several distinct clusters. This is particularly true for the largest components, where
inventors are geographically spread over the entire country and abroad (Components C1
or C2). Some components, however, clearly consist of a great majority of inventors of
one cluster. For instance, Component C3 seems to incorporate inventors from five
Canadian clusters, but a closer inspection shows that 112 out of 124 Canadian inventors
of Component C3 come from Montreal. The largest Montreal’s component has 109
inventors (see Table 7-1) implying that there are only 3 Montrealers, which would be
disconnected from the component if no inventors from other clusters were included.

Similarly, 75 inventors of the largest component of Ottawa collaborate in Component
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C2, which includes a total of 77 Ottawa inventors. Most of the other clusters’ largest
components are contained within Component C1, which looks like a great collaboration
field for the most connected Canadian researchers except those from Montreal and
Ottawa. In the case of Ottawa, this may be caused by the federal research concentration
of the National Research Council seated in the Canadian capital, but Montreal is quite

surprisingly isolated from the largest Canadian collaboration group of Component C1.

Some components (C6, C7, C19, C23 or C28) present intra-cluster cooperation
within Canada, but also include some foreign cooperation relations. In fact, all of these
30 largest components include at least one foreign collaborator. Some of these
“international” components consist of a majority of foreign inventors with only one or
two Canadians (Components C10 or C14). These are probably much larger foreign
networks in which a few Canadian inventors participate. For instance, Component C10
is based on collaboration on one single patent and is composed of 24 inventors; out of
which 23 are foreign and only one is Canadian. Understandably, these mostly foreign

components also show very low ratios of patents per inventor.*

32 By concentrating on inventors of Canadian patents some much larger North American or even
worldwide network which might link (indirectly) some of the components obtained may be missed. Since
the focus here is on Canadian cluster gatekeepers, this does not constitute an obstacle to this study.



193

Table 7-2: Main characteristics and composition of the 30 largest components in the Canadian
biotechnology innovation network

Cl C2 (C3 C4 C5 C6 C7 €C8 (9 CIv CI1I CI12 C13 C14 CI5
Component #
# of inventors 579 185 175 78 50 44 39 36 30 29 27 27 27 24 23
# of patents 606 155 139 70 32 70 31 50 30 6 12 15 65 1 12

Patents/inventor 1.05 0.84 0.79

Toronto
Montreal
Vancouver
Edmonton
Calgary
Saskatoon
Winnipeg
Kingston
Ottawa
Quebec
Halifax
Sherbrooke
out-of-cluster
abroad

154
13
55
50
20
54

170

16
2

10
1

40

77

—

29

0.9 0.64 1.59 0.79 1.39 1.00 0.21 0.44 0.56 2.41 0.04 0.52

Number of the component’s inventors in each cluster

8§ 16
112 35
2

7
1 6
1 1

4
51 9

4
38

35

34

5 22 1 25 22 1
8
1 11 t
2 1 I
9 3
2

18 5 18 13 1 4 23 12




194

Table 7-2: Main characteristics and composition of the 30 largest components in the Canadian
biotechnology innovation network - continued

C16 C17 C18 C19 C20 C21 C22 C23 C24 C25 C26 C27 C28 C29 C30
Component #

# of inventors 23 22 20 19 18 18 18 18 17 17 17 17 16 15 15

# of patents 16 10 10 37 7 14 10 8 13 7 8 12 22 S5 8

Patents/inventor 0.7 045 0.5 1.95 0.39 0.78 0.56 0.44 0.76 0.41 0.47 0.76 1.38 0.33 0.53
Number of the component’s inventors in each cluster

Toronto 8 1 18 1 2 1 6 1 15

Montreal 5 19 12 7 12 12 1
Vancouver 3 5 1

Edmonton 1 10

Calgary 1 1 2
Winnipeg 1

Kingston 4 1 5
Ottawa 7

Quebec 1

Halifax 1

out-of-cluster 2 1 1 1

abroad 7 3 6 1 9 3 5 12 3 14 5 9 1 13 9
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The network characteristics of the 30 largest network components could be found in
Table 7-3. Four largest components usually show higher cohesion and lower
centralization than smaller components. They obviously also have larger geodesic
distances but higher maximal reach, since it takes longer for the information to travel all
over the large component but it can reach many more other inventors. Striking
exceptions to this pattern are two medium-sized components, in which all inventors
(Component C14) or almost all inventors (Component C10) are connected to each other,
since they have all collaborated with each other on all their patents (or almost all for
Component C10). The larger components may however consist of several smaller

components connected by a few individuals.

A comparison of the structural properties with the cluster-based subnetworks (Table
7-1) reveals that the component-based subnetworks (Table 7-3) are denser, more
centralized and present more cliquishness, but they also have greater diameters. This
should not be surprising as the cluster-based subnetworks are in facts smaller parts of
components separated by the cluster of residence of its inventors. Collaboration within
components is thus probably more efficient because higher structural cohesion of
subnetworks indicates closer interconnectedness of inventors, higher cliquishness fosters
trust and close collaboration, and higher centralization supports fast information
transmission. In contrast, the cluster-based subnetworks show smaller diameters due to
the high structural fragmentation. This means that the paths are shorter and information
can travel faster in cluster-based subnetworks, but because of the smaller maximal reach,
the information will finally be acquired by much less inventors. It is not unexpected that
the transmission of knowledge through the network is more efficient if there are no |
geographical barriers and all the interconnected inventors could freely and frequently
cooperate regardless of the distance between them. In reality, however, this is not
usually the case. Even though collaboration of Canadian inventors with non-local
partners is very common in biotechnology, it was shown in Chapter 5 that for most
inventors, in fact, local intra-cluster collaborative relations are more frequent.

Biotechnology inventors in Canada do take the geographical distance into consideration
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when searching for partners. Consequently both the technological and geographical
spaces are considered to be extremely important concepts and the final task is thus to

seek the points of interaction between the two spaces.

Since the cluster-based subnetworks consist of the local fragments (geographical
space) of the component-based subnetworks (technological space), the aim is to find the

key individuals who link both these spaces.

7.4 In a search of the gatekeepers

The last part of this chapter involves both cluster-based and component-based
subnetworks and searches for the bridges between them. Here the objective is to
understand exactly how the information travels among clusters through the component
channels and to look for the inventors who bridge over the two spaces and thus enable

the nurturing of biotechnology clusters with fresh external knowledge.

Every inventor can become a gatekeeper, but the ones who are very well
interconnected both within and outside their clusters are best equipped and able to fulfil
this function. In order to evaluate this ability, all Canadian inventors are first roughly
categorized based on the nature of each inventor’s connections with other inventors.
Three categories of inventors are established: internal inventor, external inventor and
intermediary. An internal inventor only has intra-cluster connections, i.e. no
collaboration partner outside the cluster. An external inventor does not participate in any
intra-cluster cooperation, since all of his links are directed out of the cluster. Even if he
physically resides in the cluster he has no contacts there and any external knowledge

“which he acquires remains on the cluster’s border. None of the internal or external
inventors can thus contribute to the actual information transmission between clusters; an
intermediary however maintains both intra-cluster and inter-cluster connections and as
such, his existence is instrumental to delivering fresh outside knowledge to the cluster.

Out of 3065 inventors residing in Canadian clusters, 31% (936 inventors) are such
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intermediaries. The remainder of this section evaluates these intermediaries in their role

of procurers of nonlocal knowledge to the cluster.

The most obvious evaluation criterion is based on the amount of knowledge
intermediaries bring into the cluster, which here corresponds to the number of direct
sources of external knowledge to which each intermediary is connected. Table 7-4
shows the average number of inter-cluster links (or inter-lines, in the fourth column) for
intermediaries in each cluster, which corresponds to the amount of potential knowledge
an average intermediary delivers to his cluster. Moreover, the third column displays the
average number of links (or average degree), including both intra-cluster (within the
cluster) and inter-cluster (between clusters), that are connected to the intermediaries in
each cluster. This measure indicates how well an average intermediary is interconnected
in general. Furthermore, the intermediaries have been grouped based on the number of
their inter-cluster links, the results of which are provided in the last four columns of the
same table. Around 70% of all intermediaries collaborate with only 1 or 2 out-of-cluster
partners and are thus connected to only 1 or 2 channels through which they can
introduce external knowledge into the cluster. An intermediary with a low number of
external connections could still be extremely important for the cluster as a transmitter of

external information, since this also depends on his position in the network.

In order to evaluate the positions of the intermediaries in the network the notion of
betweenness centrality was used. Since this measure does not distinguish between the
place and direction of knowledge transmission (whether the inventor serves as an
important intermediary mainly among the inventors from the same cluster or he is
indeed instrumental in the external knowledge transfer to the inventors in the cluster), it
cannot fully capture how strategic an inventor’s position is as an external knowledge

procurer.
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Table 7-4: Inter-lines analysis for all intermediaries

Number Average Number of intermediaries with:
as % Average

of gate- of all degree number of J-2inter- 3-5inter- 6-9 inter- 10

keepers interlines lines lines lines or more
Toronto 247 27% 6.5 2.4 187 (76%) 44(18%) 9(4%) T(3%)
Montreal 244 35% 6.0 23 174 (71%) 53 (22%) 15(6%) 2 (1%)
Vancouver 101 25% 5.7 22 79 (78%) 11 (11%) 6(6%) 5(5%)
Edmonton 92 44% 7.3 2.7 52(57%) 27 (29%) 13(14%)
Calgary 35 38% 59 33 21 (60%) 7(0%) 5(14%) 2(6%)
Saskatoon 36 24% 8.8 32 24(67%) 4(11%) 6(17%) 2(6%)
Winnipeg 27 35% 39 1.8 24 (89%) 3(11%)
Kingston 20 21% 4.8 24 13(65%) 6 (30%) 1 (5%)
Ottawa 97 43% 6.9 2.7 60 (62%) 27 (28%) 8 (8%) 2 (2%)
Quebec 29 23% 4.6 1.6 25 (86%) 4 (14%)
Halifax 5 15% 5.0 1.8 3 (60%) 2 (40%)
Sherbrooke 3 12% 33 2.0 2(67%) 1 (33%)
ALL 936 31% 6.3 2.4 664 (711%) 189 (20%) 63(7%) 20(2%)

At this point betweenness is thus used merely to filter out intermediaries whose
betweenness is zero, since any external knowledge transmitted through such inventors is
redundant. For instance, imagine an inventor i connected to the same exact inventors as
at least one other inventor j in the component (who is a co-author on all the same patents
as i and hence transmits exactly the same knowledge as the original inventor 7). If
inventor j has collaborated on a single additional patent without inventor i, then there is
at least one other intermediary in the cluster which has exactly the same connections as
the original inventor i plus at least one additional connection leading to other inventors.
The obtained betweenness of the original inventor i will thus equal to zero. Betweenness
in fact measures how the disappearance of an inventor would alter the shortest paths and
connectedness between all other inventors. Since the disappearance of inventors with
zero betweenness would neither reduce the amount of external knowledge which enters
the cluster nor the speed at which it enters (no shortest path would get longer), they are
considered redundant and hence excluded from further analysis. After this filtering

process, only around half the intermediaries (434 or 14% of all Canadian inventors
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within clusters) are retained. Even though for the purpose of the analysis the redundant
intermediaries are not further considered, they are nevertheless important in the regional
system of innovation, as knowledge can “enter” the cluster from a number of sources.
The reason to ignore these redundant gatekeepers for the moment will become apparent
in the latter part of the chapter when the importance of such intermediaries as providers
of outside knowledge to the cluster will be considered. Performing once again the
interlines analysis exclusively for the non-redundant intermediaries yields Table 7-5 and

allows a comparison with the previous results including all intermediaries (in Table 7-4).

Table 7-5: Inter-line analysis for non-redundant intermediaries only

Number Average Number of intermediaries with:

of gate- As % Average numberof 1-2inter-  3-5inter-  6-9 inter-

keepers ofall  degree interlines lines lines lines 10 and more
Toronto 124 13% 9,0 3,2 74 (60%) 36 (29%) 8 (6%) 6 (5%)
Montreal 111 16% 8,1 3.0 56 (50%) 42(38%) 11(10%) 2(2%)
Vancouver 39 9% 1,7 2,6 26 (67%) 8(21%) 3 (8%) 2 (5%)
Edmonton 41 20% 9,9 3,1 1741%) 18 (44%) 6 (15%)
Calgary 24 26% 7,1 4,0 12 (50%) 6 25%) 4 (17%) 2 (8%)
Saskatoon 20 14% 12,6 4,6 9 (45%) 4 (2%) 525%) 2(10%)
Winnipeg 5 6% 4,6 1,8 4 (80%) 1 (2%)
Kingston 10 11% 5.9 2,6 6 (60%) 3 (3%) 1 (10%)
Ottawa 45 20% 9,5 34 21(47%) 16 36%) 6(13%) 2 (4%)
Quebec 9 7% 7,1 1,9 6 (67%) 3(33%)
Halifax 3 9% 5,7 2,3 1 (33%) 2 (67%)
Sherbrooke 3 12% 33 2,0 2 (67%) 1 (33%)
ALL 434 14% 8.6 32 234 (54%) 140 32%) 44 (10%) 16 (4%)

The comparison suggests that most redundant intermediaries have a very low
number of ties to external knowlegde sources as the percentage of intermediaries with
only 1 or 2 connections outside the cluster dropped from around 70% to about 50%. This
shows that non-redundant intermediaries are usually better interconnected with out-of-
cluster collaborators. A proportionally much greater amount of non-redundant
intermediaries with many direct sources of external information (6 or more inter-lines) is

found in the clusters of Saskatoon (35%) and Calgary (25%), whereas in the big clusters
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of Toronto, Montreal and Vancouver, almost 90% of all outside knowledge is brought
into the clusters by less connected non-redundant intermediaries (1-5 inter-lines). In fact,
this is already detectable in the analysis of all intermediaries in Table 7-4, but the
exclusion of the redundant gatekeepers made this observation more pronounced. In
Saskatoon and Calgary, gatekeepers have the highest average number of inter-lines.
Furthermore, intermediaries from Saskatoon present the highest average degree for both
redundant and non-redundant intermediaries. Intermediaries from these two cities
therefore seem to be better interconnected with their external innovation environment
than those in other clusters. These observations are however not surprising in the light of
the integratedness of Saskatoon researchers within the two largest components identified
in Table 7-2 - 94 out of the 147 inventors of Saskatoon collaborate within these two
components. Very few inventors are present in the remaining 28 largest components

(only two inventors in component C9).

Table 7-6 provides a list of the 25 non-redundant intermediaries with the highest
number of direct sources of outside knowledge and orders them according to the number
of their inter-cluster links. An inventor from Toronto (TRT}) has the highest number of
direct external sources (29). The sum of the value of all his inter-lines is 81, i.e. the
inventor has collaborated with 29 external collaborators on 81 occasions. The next
column shows the degree of a vertex, which is the sum of all his links, including both
inter-cluster and intra-cluster. The inventor TRT; has only four additional links within
the cluster (his degree is 33), which means that all the external knowledge which he
acquires flows further into the cluster only through 4 of his colleagues from the cluster.
Since not all inventors in the clusters are interconnected within the cluster itself, it is not
known how many of them benefit from the external knowledge introduced by any
particular intermediary. These indicators do not allow the measurement of whether an
inventor is alone in bringing external knowledge to these inventors or whether there are
others contributing to this task (which would make his contribution less critical).
Moreover, the amount of innovative potential this knowledge may create cannot be

assessed. As a consequence, several measures to help answer these questions have been
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developed. In order to evaluate the importance of each inventor for the transmission of
external knowledge and to assess the external innovative potential delivered by him to
other inventors in the cluster a Gatekeeper’s Importance Index (GII) both for the cluster

and for Canada has been introduced.
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First, here is the definition necessary for understanding the concept: A Cluster-
Component group of inventors (C-C group) is a group of inventors residing in a
Canadian cluster who are all directly or indirectly interconnected within the cluster. In a
great majority of components, the C-C groups were created as a simple intersection
between the clusters and the components, however - particularly in the 4 largest
components - many inventors residing in the same cluster and being part of the same
component are not directly connected within the cluster and end up in different C-C
groups. Figure 7-1 illustrates the position of the three types of inventors of Component
C1. In the centre of the figure is the largest group of inventors in this component, which
is composed mainly of foreigners but also of some Canadian inventors residing outside
clusters. It is fairly obvious that it is these predominantly foreign inventors who are
interconnecting all other Canadian inventors in this component. Many of the inventors
within the component do not have any other connection among themselves except
through the foreign inventors. Canadian inventors residing in clusters are depicted here
in three concentric circles around the core of foreigners and out-of-cluster inventors. The
inner circle is composed of external inventors, which do not have any “direct”
connections with their fellow inventors from the cluster, but indirectly through out-of-
cluster and foreign inventors. Each of these external inventors actually constitutes a
separate C-C group (those formed by the external inventors are neither indicated in the
figure nor discussed further). In the middle circle are located the inventors connected to
those residing both outside and inside the cluster — these are the intermediaries. The rest
of the inventors - placed in the outer circle (on the periphery of the figure) - are internal
cluster inventors connected only to intermediaries or among themselves. The C-C
groups of Edmonton, Saskatoon and Kingston were created by the simple cluster-
component intersection and there is thus only one C-C group for each cluster in this
component. However, many inventors in other clusters had to be separated, notably in
Toronto and Vancouver where they ended up in 5 different C-C groups in each cluster,
since the only connections existing between them are through inventors residing outside

clusters.
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alCC2 oy cct

The vertices of different shades of grey indicate the inventors residing in different clusters.

Edm CC ...Edmonton C-C group Mtl CC ...Montreal C-C group

Van CC#  ...Vancouver C-C groups Que CC  ...Quebec C-C group

Sas CC ...Saskatoon C-C group Ot CC#  ...Ottawa C-C groups

Kin CC ...Kingston C-C group CaCC#  ...Calgary C-C groups

Trt CC# ...Toronto C-C groups ouT ...foreigners or Canadians outside clusters

Figure 7-1: Component C1 with all created C-C groups

The Gatekeeper’s Importance Indices (Glls) are based on the measurement of the
importance of each intermediary as a source of external information for the C-C group to
which he takes part and the importance of this C-C group either for the cluster or for
Canada. The two GlIIs are defined as:

I; P

GIIiL‘luStGT — _t X . X Bi x 1000
Icc Pcluster
I; F,

Gui(:anada = _l X —g:-—... X Bi X 1000
Icc PCanada



207

where:
o GIIf™S™T _ Gatekeeper’s Importance Index for Cluster for inventor i

o GIIFMAda  Gatekeeper's Importance Index for Canada for inventor i

e [;...the number of inter-cluster links of the inventor i

e Icc...the sum of all inter-cluster links of the C-C group cc (which includes
inventor i)

e P.....the sum of all the patents invented or co-invented by at least one inventor
from the C-C group cc (which includes the inventor i)

® P.uster---the sum of all the patents authored or co-authored by all the inventors
in the cluster in which the inventor i resides

e  Pcanada.-- the sum of all the patents authored or co-authored by all the inventors
residing in Canadian clusters

B;...betweenness centrality of the inventor i

The first term of the product in both indices captures the importance of the inventor
as a source of external information for the C-C group. It measures the number of inter-
links connected to each inventor (I;) as a share of all the inter-links entering the given C-
C group of inventors (Io¢). Since time is disregarded in this analysis and it is thus
assumed that all links are active simultaneously, it can also be assumed that the amount
of external knowledge incoming by each such channel is equal whatever the values of
the links. The values of the links might show the efficiency with which the information
is exchanged but do not reveal anything about the total amount of information which
could be transmitted through the particular channel. This remains to be the same no
matter how many times the collaboration between the two inventors took place and
depends solely on the availability of the knowledge sources of the inventor on the other
side of the channel. The second term of GIIF'™**" evaluates the importance of each C-C
group for the cluster based on the innovative productivity of that group. The patents

which are authored or co-authored by at least one of the C-C group inventors are added
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for each group and divided by the sum of all the patents invented or co-invented by at
least one of the inventors from the cluster (Pgjyster)- The last importance measure, which
constitutes the second term of G/I£%"%4 evaluates the importance of each C-C group for
Canada and is based on the innovative productivity of the group as well. It also counts
the number of patents which have been created within the C-C group of a given inventor
and expresses that number as a share of the total innovative production in all Canadian
clusters (Ppgnaaa)- The last term of the product in both indices measures the
betweenness of the inventor ( B;) and indicates how well the inventor is interconnected
in general33 . This involves an overall evaluation of his network position which goes far
beyond the external channels: it takes into consideration his other connections inside the
cluster, the connections of all the inventors to whom he is connected and the positions of
all the other inventors in the component from which he can indirectly gather knowledge
or to whom he can deliver it. The resulting products are called Gatekeeper’s Importance
Indices and measure an inventor’s importance as a procurer of external knowledge for
the cluster (GIF'™St™) or for Canada (GII%"**@) based on the share of innovative
production to which he thereby contributes.

Table 7-6, which presents the importance measures for 25 intermediaries with the
highest number of direct external sources, contains all the importance indices as well.
Here are few examples which show how to interpret the measures: inventor TRT; has
the greatest count of inter-cluster collaboration links and contributes to around 24% of
all the potential external knowledge input flowing into his C-C group (i.e. the percentage
of TRT; interlinks with respect to the total number of interlinks of the cluster). The C-C
group’s share of the patent production represents around 4% of the cluster’s production
and around 1.5% of the total Canadian patent production. The final Gatekeeper’s
Importance Indices, which also take into account his network position, place inventor
TRT; in 8" position for his importance in the cluster and in 12® position for his

importance in Canada. Within his own Toronto cluster, he is the 4™ most important

B 1tis in part for the calculation of these indices that the redundant gatekeepers are ignored.
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inventor in terms of his function as an intermediary of external information. Inventor
CAL; brings over 76% of external knowledge into the C-C group; this group however
does not contribute significantly to the overall patent production in the cluster (2.4%)
and even less in Canada (0.1%). Furthermore, even though CAL; has 13 direct sources
of information outside the cluster his C-C group inside the cluster is actually formed
only by him and one additional inventor and his betweenness score is very low. In spite
of the high number of external sources to which he has a direct access, the importance of
such intermediary is quite negligible and he ranks very low both in his cluster and in
Canada. Similar situation can be observed for the inventors TRT;, OTT,;, KIN; and
TRT5, These intermediaries utilize relatively many direct sources of external information
for themselves, but they do not transfer the knowledge to many fellow inventors inside
their own clusters. It would seem that these gatekeepers act in fact as ambassadors of
knowledge from their own clusters to the outside world.

JF'UsteT in Canada are from the

Four inventors with the highest scores of GI
Saskatoon and Calgary clusters, which points out towards the crucial role played by
these intermediaries in their own cluster. Table 7-7 presents the average importance
indices for all inventors acting as intermediaries for the cluster. It shows that the average
scores of GIIF™SteT for Calgary (0.04) and Saskatoon (0.03) are much higher than that of
any other cluster. The situation changes slightly when the average importance indices for
Canada (GIIFe"94Y are calculated. Inventors from Toronto significantly gain in
importance as gatekeepers for Canada (10 out of the first 20 intermediaries with the
highest GI Iica"“da are from Toronto). Moreover, Table 7-7 shows that the average scores

of GIIF9™%9% are highest in Saskatoon (0.0026), Calgary (0.0013) and Toronto (0.0008),

while it is much lower for other intermediaries.
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Table 7-7: Average values of the indices of importance for the gatekeepers in each cluster

Importance Gatekeeper’s Gatekeeper’s
of Importance importance Importance importance
intermediary of the C-C index for of the C-C index for
Cluster  for the C-C  for cluster cluster for Canada Canada
Toronto 29.45% 6.16% 0.00204 2.35% 0.00078
Montreal 28.30% 5.01% 0.00030 1.05% 0.00006
Vancouver  39.61% 3.01% 0.00097 0.34% 0.00011
Edmonton  15.35% 18.47% 0.00510 1.36% 0.00037
Calgary 39.57% 9.74% 0.04334 0.58% 0.00256
Saskatoon  17.57% 27.63% 0.02993 1.21% 0.00132
Winnipeg  43.33% 6.49% 0.00046 0.14% 0.00001
Kingston 51.91% 4.95% 0.00029 0.14% 0.00001
Ottawa 11.51% 29.94% 0.00148 2.56% 0.00013
Quebec 34.55% 7.97% 0.00267 0.28% 0.00009
Halifax 58.33% 15.74% 0.00004 0.16% 0.00000
Sherbrooke  100.00% 12.64% 0.00003 0.10% 0.00000
Average 28.36 % 10.52% 0.00522 1.47 % 0.00050

Figure 7-2 displays both the absolute numbers and relative proportions of inventors
in each cluster allocated to the categories of inventors based on their importance as
procurers of external knowledge for the cluster, GIIfl“Ster. Internal and external
inventors do not participate in the transmission of external knowledge to the cluster,
since they lack either the connection outside or inside their cluster. These inventors
constitute the majority of inventors in all clusters (60%-80% for most clusters).
Inventors which do maintain both intra-cluster and inter-cluster collaborations, but do
not serve as indispensible intermediaries for other inventors are redundant
intermediaries. As it was described, such intermediaries bring redundant external
knowledge to the cluster, since not only would their disappearance not reduce the
amount of external knowledge which enters the C-C group but it would not even make
the shortest paths for that transmission longer. These inventors could still be productive

and thus considered important creators of biotechnology innovation (even star
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scientists), but they are redundant as external information procurers. Around 15%-20%

of inventors in most of the clusters are such intermediaries.

100% - 1 12 4 10 1
80%
123
60% 75
40% ,
267 , 93 61
559 79 ’ ,
20% -+ 88 37 34
0% - ; t .
o > S N S N
«°& o"&’b 0“& 0&9 '}@6 %"oo (“Qz é’k ©
A9 © ¢ & C o N o
A\ RO & F D +

Qinternal inventors - inventors with only intra-cluster connections (no collaboration outside the cluster)
B external inventors - inventors with only inter-cluster connections {no collaboration inside the cluster)
A redundant intermediaries - intermediaries with betweenness =0

@ gatekeepers - intermediaries with 0 < Gl cluster < 0.001

W important gatekeepers - intermediaries with Gl cluster > 0.001

Figure 7-2: Numbers and relative proportions of inventors in the clusters categorized according to
their importance as intermediaries

The remainder of the inventors are considered to be the gatekeepers. These are the
intermediaries which do introduce non-redundant knowledge to the cluster and thereby
contribute to the innovative potential of other inventors in the cluster. The highest
percentage of gatekeepers among the cluster’s inventors is found in Calgary (26%),
Edmonton (20%) and Ottawa (20%), whereas Vancouver (9%) and the small clusters
(6%-12%) have the lowest shares. However, the levels of contribution differ
significantly among the gatekeepers themselves and therefore any gatekeeper with
GIIFWSteT of at Jeast 0,001 has been designated as an important gatekeeper. Quite high
percentages (around 60%) of all gatekeepers are considered to be important gatekeepers
in the clusters of Saskatoon and Ottawa, but also in Quebec (30%), Edmonton (24%)
and Calgary (20%). In the greatest clusters of Toronto, Montreal and Vancouver
however, only around 10%-13% of all gatekeepers are important gatekeepers for the

cluster (the number of the important gatekeepers in Ottawa is higher than their count in
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Toronto even in absolute terms). There probably is a size effect here as the smallest

clusters have none or very few of important gatekeepers.

Even though the analysis used in this research is quite static, in the real life the
networks are often very dynamic and their structures keep changing. Consequently, the
role of a gatekeeper is not permanent - the inventor may gain or lose some vital
connections and thus change his importance as a procurer of external knowledge over
time. Also, it is not known what would happen if a gatekeeper suddenly disappeared, so

the study of the network dynamics would be interesting.

To briefly summarize the findings of this section concerning clusters: This analysis
has shown that the proportions of gatekeepers among inventors is highest among the
Calgary, Edmonton and Ottawa inventors. The clusters of Calgary and Saskatoon benefit
from relatively many quite important and well-interconnected intermediaries with
numerous direct sources of external knowledge and even from a couple of gatekeepers
which are of extreme importance for the cluster’s innovative productivity. In contrast, in
the greater clusters of Toronto, Montreal and Vancouver the number of gatekeepers is
proportionally lower; most of them are not of a very high importance for the cluster and
also have a relatively low number of connections outside the cluster. The relative
contribution of the Toronto inventors to the total Canadian biotechnology innovation

production is however much more important.

Most of the network components (758 components, which represents 85% of all
components) do not involve any gatekeeper. These are either components with only
internal and external inventors (often single-inventor components or isolates) or
components where all the inventors are connected to each other (each inventor is an
intermediary who absorbs outside knowledge, but does not transmit it any further, since
all of his colleagues have access to the same knowledge sources, i.e. they are all
redundant intermediaries.). As for the components with gatekeepers (136 components, or

15% of the total), over half of them involve only one gatekeeper for the entire
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component. In this case there is one C-C group within the component where all external
knowledge could be transferred to the group only through a single intermediary. If there
are any other C-C groups within such component they consist either only of an external
inventor or only of redundant intermediaries. Almost half (44%) of the 434 gatekeepers
are part of the four largest components. This highlights the critical role played by the
large components in the introduction of new knowledge to the cluster. Figure 7-1
llustrates the collaboration pattern among inventors within the largest component in the
Canadian biotechnology network (Component C1, which involves 24% of all
gatekeepers). It shows that inventors within the same cluster may not in fact be
connected within the cluster and a foreign or out-of-cluster inventor is necessary to
transmit knowledge between them. Within the same cluster and component there are
groups working completely separately and the short geographical distance between them
does not seem to play a role when seeking for collaboration partners. This allows
making some conjectures about the position of the Canadian biotechnology network in
the worldwide biotechnology innovation network. Many Canadian inventors who now
seem to be disconnected may in fact be part of the same international component in the
worldwide biotechnology innovation network. The complete Canadian biotechnology
network would then be in fact much less fragmented than it can be seen now and there
may exist one giant Canadian biotechnology network component, which would comprise
a great majority of inventors as suggested by Newman (2001a). Furthermore, if this
theory is extended further, most biotechnology inventors in the world might in fact be
united in one giant international component where they all indirectly collaborate, share

their knowledge and create collective inventions.

7.5 Conclusions

The geographical space and the technological space overlap to a certain extent, but
differ in their structure. Many inventors from the same cluster may also be part of the
same network component. The bulk of smaller components are entirely contained within

one cluster, larger components however usually encompass several clusters. Moreover,
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most of the larger or medium-sized components include some foreign cooperation
relations as well. These foreign inventors are extremely important in connecting
Canadian inventors from different clusters together (or even from the same cluster -
particularly in the largest components), which makes their presence critical for the
transmission of knowledge between Canadian inventors. it was conjectured that if all
biotechnology patents in the world were included in the analysis, the Canadian
biotechnology network would be less fragmented and most of the inventors would in
fact be a part of one giant international biotechnology innovation component in which
all inventors indirectly collaborate, share their knowledge and create collective

inventions.

The points of interaction between the geographical and technological spaces of
collaboration have also been investigated. In order to understand exactly how knowledge
travels among clusters through the channels of components, the search for gatekeepers
was carried out. The gatekeepers are the inventors who bridge over the two spaces and
thus enable the nurturing of biotechnology clusters with fresh external knowledge. In
order to identify these gatekeepers, indicators, which measure each inventor’s
importance as a procurer of external knowledge for the cluster (or for Canada) based on
the share of innovative production to which he thereby contributes, have been
developed. Only around 10%-20% of all inventors in most clusters were identified as
gatekeepers and are responsible for the inflow of external information to the cluster.
Since the affiliations of the inventors are not known in this thesis it cannot be
determined from which environment the gatekeepers arise — whether they are academics,
industrial or governmental inventors. This would be an interesting topic for further
investigation. However, some of the properties of the gatekeepers could be explored,
especially those related to their patenting activity: Are the most productive inventors
also the best procurers of external knowledge for the cluster? This is the question which
will be answered in the next chapter which deals, among others, also with the

intermediary role of star scientists.
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CHAPTER 8

STAR SCIENTISTS IN CANADIAN
BIOTECHNOLOGY NETWORK

The literature review in Chapter 1 has provided the details on research regarding the
phenomenon of star scientists, which originates mainly in the United States. However, there
are not many studies concentrated on Canada. Zucker and Darby (1996b) found no evidence
of substantial star involvement (star affiliated with or linked to a biotechnology company)
by Canadian biotechnology stars. Moreover, according to their results Canada was indicated
as the major loser of key talent in biotechnology by migration (together with Switzerland
and United Kingdom). The Canadian losses presumably reflect the ease of mobility to the

particularly attractive US market.

According to Queenton and Niosi (2003), however, Canadian biotechnology
clusters are strongly related to high-class academic research and especially to the star
scientists working in universities. Their study also highlights the importance of
geographical proximity of star scientists for obtaining the venture capital, and for
starting and growing the biotechnology firm. It was confirmed that also in Canada many
of the star scientists capitalise on their knowledge through firm start-ups. Niosi (2003)

estimates that one third of Canadian biotechnology firms are university spin-offs.

This chapter adds to the research on the biotechnology star scientists in Canada. A
new method of identification of the star scientists, which involves both the quantity and
quality of the patents, is proposed. Moreover, a network approach is adopted and the
positions of the star scientists in a complex net of innovative collaborations are

examined.
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8.1 Identification of the star scientists in Canadian
biotechnology

Zucker and Darby (1996) created the definition of the biotechnology star scientists
based on the number of genetic sequence discoveries or the number of articles reporting
genetic sequence discoveries. Queenton and Niosi (2003), who searched for
biotechnology stars in Canada, included the number of genetic sequence discoveries, the
number of publications and the number of patents in their definitions. In this research
patents are considered to be the main discriminatory indicator. The prominent
researchers in the dataset are defined either based on patent quantity only, or based on
both the quantity and quality simultaneously. Moreover, the examination of the most
prominent researchers based on their record of forward citations in scientific articles was

included as well.

First, using only the number of patents as a discriminatory indicator was considered.
The numbers of patents authored or co-authored by each inventor are displayed in Figure
8-1. It is evident that most inventive output is produced by only a small percentage of
the most prolific inventors some of which are listed in Table 8-1*, Every inventor with
more than 15 patents is defined to be prolific; according to this classification, 51 prolific
inventors in Canadian biotechnology are identified (which is around 1% of all
inventors). Then among these, 22 inventors are considered to be star scientists, defined
here as all the inventors with more than 20 patents. Four of the most prolific inventors
have made a significantly greater contribution to the biotechnology innovation than
other inventors and produced more than 50 patents. These individuals will be called
superstars. As an example, the most productive inventor in Canadian biotechnology has
registered 151 patents. This is considerably more than any other researcher in the group

(see Figure 8-1), and may be caused by a “lab director effect”.

3* The list has been anonymised, the first letter represents the town of residence of the inventor and the
digit subscript its rank as a prolific inventor.
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Figure 8-1: Distribution of the number of patents authored or co-authored by each inventor

During this research it has been observed that there are great differences in patent
quality (measured again by the average number of the patent claims). You can see in
Table 8-1 that the most prolific inventors do not necessarily register patents with the
highest value. Therefore it was decided to incorporate patent quality as a second
discriminatory factor when defining star scientists. A Quantity and Quality Patent Index
(QQ Index), which takes into consideration both patent counts and the mean patent value

for each inventor, has been created:

N,' % Ciavg
QOI, = o

where
e (QQI; value of the QQ Index indicator for inventor i;
e N; number of patents at the USPTO invented by inventor i;

e (™ average number of patent claims for all patents at the USPTO by inventor i;

o (" average number of patent claims for all inventors in the database.

This indicator modifies the number of patents according to the gap between the

average number of claims of a particular inventor and an average number of claims for
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all the inventors in the database. For an inventor which produces patents of an average
value, this indicator should be equal to his number of patents, whereas the other
inventors can improve or worsen their standing depending on the average quality of their
patents. According to the QQ Index a QQ-prolific inventor is defined as one with a
minimal QQ Index value of 20 (there are 50 of such inventors, which again represent
around 1% of all the inventors) and a QQ-star inventor as one with an index greater than
30 (22 of such star inventors). Three inventors with the highest value of QQ Index are
called QQ-superstars. Table 8-1 shows that for the most prolific inventors, the picture
has not changed dramatically, but was slightly modified. Many inventors in the database
however had to give up their prominent positions and, on the other hand, many have

substantially improved their ranking.

The third indicator which was used to find the prominent inventors is related to the
more scholarly side of a researcher’s qualities. The number of forward citations to the
researchers’ articles represents a scientist’s ability to contribute to knowledge
development. IST Web of Knowledge™ provides a tool to identify individuals that have
made fundamental contributions to the advancement of science and technology in recent
decades. It lists the most highly cited individuals within several broad subject categories
for the period 1981-1999 (later years are not currently available)®®. The list includes only
the researchers with a really extraordinary accomplishment, since it comprises less than
0.5% of all publishing researchers in the database. The data obtained from the list of
highly cited scientists in biotechnology has been merged into the database of inventors.
It has been found that 28 of the inventors are also highly influential scientists and

scholars as illustrated in the last column of Table 8-1.

35 . . . . .
As a consequence of the lack of the more current observations, older scientists with an extensive

publication record probably have a better chance of being classified as star scientists because of the
extensive observation period, whereas younger scientists who already belong to the very top of their class
may still not be included because they have not yet accumulated enough publications and citations.
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Table 8-1: Positions of all prominent inventors according to three different measures

Average Quantity and Quality Patent

Inventor* Number of patents #of Index Hig I? Iy c ited
Ranking Patent count claims Ranking QQI value scientist
T, 1 151 superstar 12 1 110,25  QQ-superstar
T, 2 61 superstar 12 3 44,54  QQ-superstar
Ts 3 56 superstar 11 11 37,48 QQ-star
Ty 4 52 superstar 10 21 31,64 QQ-star
Ts 5 44 star 11 24 29,45 QQ-prolific
M, 6 42 star 14 12 35,78 QQ-star
0O, 7 41 star 14 13 34,92 QQ-star
S, 8 39 star 16 10 37,97 QQ-star
Ts 9 36 star 15 19 32,86 QQ-star
T, 10 33 star 12 33 24,09 QQ-prolific
Tg 10 33 star 9 65 18,07
Ty 12 32 star 13 32 25,31 QQ-prolific
Tio 13 28 star 16 28 27,26 QQ-prolific  highly cited
C, 14 26 star 10 74 15.82
T, 14 26 star 25 7 39,55 QQ-star
T, 14 26 star 12 55 18,98
T3 17 25 star 15 40 22,82 QQ-prolific
Ty 17 25 star 15 40 22,82 QQ-prolific
O, 19 24 star 15 43 21,90 QQ-prolific
S; 20 23 star 24 17 33,59 QQ-star highty cited
E, 21 21 star 9 136 11,50
Tys 21 21 star 9 136 11,50
C 23 20 protific 16 53 19,47
Ty 23 20 prolific 11 98 13,39
0O; 25 19 prolific 16 60 18,50
Oy 25 19 prolific 12 93 13,87
Q 25 19 prolific 16 60 18,50 highly cited
T 25 19 prolific 11 108 12,72
Cs 29 18 prolific 25 27 27,38 QQ-prolific
C, 29 18 prolific 21 37 23,00 QQ-prolific
E, 29 18 prolific 18 52 19,71 highly cited
Os 29 18 prolific 12 102 13,14
T 29 18 prolific 31 16 33,95 QQ-star
T 29 18 prolific 17 58 18,62
Tag 29 18 prolific 17 58 18,62
Ty 29 18 prolific 9 173 9,86
Ty 29 18 prolific 9 173 9,86
Tas 29 18 prolific 9 173 9,86
T 39 17 prolific 16 72 16,55
Tas 39 17 prolific 9 200 9,31 highly cited
Tas 39 17 prolific 8 228 8,27
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Average Quantity and Quality Patent

Inventor® Number of patents #of Index H igﬁly c'ired
Ranking Patent count claims Ranking QQI value scientist
Vi 39 17 prolific 7 294 7,24 highly cited
Cs 43 16 prolific 18 66 17,52
Cs 43 16 prolific 12 129 11,68
E; 43 16 prolific 8 253 7,79
E, 43 16 prolific 6 390 5,84
M, 43 16 prolific 10 177 9,73
Og 43 16 prolific 14 95 13,63
O 43 16 prolific 12 129 11,68
Ty 43 16 prolific 19 60 18,50
Tog 43 16 prolific 18 66 17,52
Ta 52 15 22 46 20,08  QQ-prolific
M; 57 14 61 2 51,96  QQ-superstar
V, 57 14 28 35 23,85 QQ-prolific
M, 67 13 49 9 38,76 QQ-star
Og 67 13 44 14 34,80 QQ-star
T3 67 13 33 29 26,10  QQ-prolific
T3 67 13 33 29 26,10  QQ-prolific
F, 79 12 39 25 28,47  QQ-prolific
Tsy 79 12 38 26 27,74  QQ-prolific
Tss 79 12 14 163 10,22 highly cited
M; 94 11 36 33 24,09  QQ-prolific  highly cited
F, 130 9 42 37 23,00  QQ-prolific
Mg 130 9 75 4 41,07 QQ-star
M 130 9 75 4 41,07 QQ-star
Mg 130 9 74 6 40,52 QQ-star
My 130 9 61 18 33,40 QQ-star
Oy 130 9 42 37 23,00  QQ-prolific
F; 158 8 41 47 19,96  QQ-prolific
F, 158 8 41 47 19,96  QQ-prolific
Fs 158 8 41 47 19,96  QQ-prolific
My 158 8 30 8 38,94 QQ-star
My, 158 8 71 15 34,56 QQ-star
M, 158 8 64 22 31,15 QQ-star
Oy 158 8 41 47 19,96  QQ-prolific
Tay 158 8 46 42 22,39 QQ-prolific
Tas 158 8 11 451 5,35 highly cited
M3 204 7 77 20 32,79 QQ-star
My, 204 7 71 23 30,24 QQ-prolific
Oy, 266 6 60 43 21,90  QQ-prolific
V3 266 6 64 36 23,36 QQ-prolific
W, 266 6 9 821 3,29 highly cited
S3 361 5 68 45 20,69  QQ-prolific  highly cited
T3 361 5 7 1368 2,13 highly cited
V4 361 5 84 31 25,55 QQ-prolific
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Average Quantity and Quality Patent

Inventor® Number of patents #of Index Hig h Iy c'iZe d
Ranking Patent count claims Ranking QQI value scientist
Ti; 718 3 12 1270 2,19 highly cited
Tag 718 3 6 2479 1,10 highly cited
out; 1067 2 6 3080 0,73 highly cited
Tso 1067 2 9 2479 1,10 highly cited
Vs 1067 2 15 1536 1,83 highly cited
Vs 1067 2 11 2067 1,34 highly cited
\'Z! 1067 2 8 2699 0,97 highly cited
Vi 1067 2 6 3080 0,73 highly cited
M;s 1956 1 8 3678 0,49 highly cited
My, 1956 1 4 4184 0,24 highly cited
Ty 1956 1 26 1774 1,58 highly cited
Ty 1956 1 17 2607 1,03 highly cited
Ty 1956 1 15 2831 091 highly cited
Ty 1956 | 10 3402 0,61 highly cited
Ta4 1956 1 5 4074 030 highly cited
Vo 1956 1 38 1238 2,31 highly cited
*Ty... Toronto inventor Cy... Calgary inventor Qs ...  Quebec inventor

M, ... Montreal inventor Se... Saskatoon inventor outy... inventor outside cluster

V... Vancouver inventor Wy... Winnipeg inventor Fy... foreign inventor

Es... Edmonton inventor Oy... Ottawa inventor

Surprisingly, the three distinct indicators of the prominent inventors showed quite
different results. This methodology has enabled to identify 101 prominent inventors (95
of them from Canadian clusters). Only two (T} and S,) scientists/inventors are however
indicated as prominent by all three measures, 24 inventors are considered to be
prominent by two of the indicators, 18 of which are concurrently identified by both the
number of patents and the QQ Index. The two measures are obviously much more
correlated together than with the indicator of highly cited scientists. For example, two of
the five existing superstars are also QQ-superstars and two others are QQ-stars. The
remaining 75 inventors were identified as prominent by only one measure. Among them,
one QQ-superstar scientist falls to the 57™ rank if the patent value is not taken into
consideration and many other QQ-prolific inventors would occupy a rank as low as the
361" rank. The value of a patent hence seems to be an important discriminatory factor.

Furthermore, some of the highly cited inventors reach even lower positions based on the
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other two indicators (as low as 1956™ rank), since eight of the highly cited scientists
have only one biotech patent at the USPTO, while six of them appear as inventors only
on two patents. Moreover, the fact that only 28 matching scientists were found in both
lists suggests that there must also be many highly influential biotechnology researchers
(as acknowledged by their citing colleagues) who never filed any patent application at
the USPTO™. These highly cited scientists are assumed to come mostly from an
academic environment, where the publication performance is more appreciated and more
rewarding than impressive patent scores. The scientists with the most prolific
publication record may thus often neglect patent application opportunities. A much less
probable explanation is that these highly cited scientists simply patent their inventions at
different patent offices (e.g. CIPO or EPO). Table 8-2 presents the results per cluster by
including all the discussed measures. Toronto is the leader in the number of prominent
scientists in the cluster (44 scientists out of which 4 are superstars) while Montreal and
Vancouver are far behind (16 and 9 scientists, respectively). In terms of sheer number of
patents, Toronto excels (15 stars) but when the quality is taken into consideration,
Montreal has in fact more QQ-star scientists who produce patents of high value than
Toronto (11 stars compared to 7 stars). The Toronto cluster also houses the highest
number of scientists with an outstanding citation record (12 scientists), whereas
Montreal is lagging behind with only 3 highly cited scientists in the database.
Vancouver’s record is more modest on all fronts (it has virtually no star and only 3
prolific scientists), except the indicator of highly cited researchers (with 6 such
scientists). The small clusters of Kingston, Halifax and Sherbrooke do not enjoy the

benefits of any prominent scientist.

3 The difference in the publication and patent records has been already observed at the Japanese
corporate scientists in the pharmaceutical industry (Furukawa and Goto, 2006). The most frequently
publishing scientists did not apply for a considerably greater number of patents than other researchers in
their companies, but they had a positive effect on the number of patent applications filed by their co-
authors.
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Table 8-2: Prominent inventors by cluster

Stars (superstars)’  Prolific inventors® All prominent researchers

Biotechnology Number Number Highly cited Total as % of all
cluster of patents QQ Index of patents QQ Index  scientists number invent{)rs
Toronto 154 7@y 28 18 13 44 (4) 4.75%
Montreal 1 111 2 13 3 16 (1) 2.29%
Vancouver i 3 6 9 2.19%
Edmonton 1 4 1 4 1.90%
Calgary 1 6 2 6 6.59%
Saskatoon 2 2 3 2 3 2.04%
Winnipeg 1 1 1.30%
Ottawa 2 2 7 5 11 4.91%
Quebec 1 1 1 0.79%

“ The numbers in brackets denote the number of these stars that are considered to be superstars in the
cluster.
b All prolific inventors (including stars and superstars)

To conclude this section, it was found very fruitful to use the multi-indicator
approach for the analysis of the prominent scientists. The picture became much more
complete when the patent value was included in the equation instead of the sole patent
count. Star scientists or highly prolific biotechnology inventors were found that they do
not necessarily author or co-author patents of the highest value. By taking into
consideration patent quality, the ranking of star and prolific inventors has changed. Not
all prominent and highly cited researchers and scientists in biotechnology produce
patents or register them at the USPTO, and for those that do, their patents are not of the

highest value in terms of number of claims.

8.2 The positions of the star and QQ-star scientists in the
network

This section investigates the positions of the stars and QQ-stars in the Canadian
biotechnology collaboration network. Moreover, the level of overlapping of the

prominent researchers and the gatekeepers is explored.

8.2.1 Hypotheses
It is expected to find evidence of the crucial role played by star scientists in
biotechnology networks by occupying very central network positions. The central

position in the network structure usually implies that star scientists are connected to a
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much larger number of inventors than others. Obviously, the identification of both the
star or QQ-star scientists 1is directly related to the number of patents they produced and
thus it can certainly be assumed that the scientists with higher number of patents or
higher QQ Index score will have a higher number of collaborators. The first hypothesis
thus reads as follows:
e  Hypothesis Hja: The inventors with a higher patent production have more
collaborators.

e Hypothesis H;b: The inventors with a higher QQ Index have more collaborators.

Since the inventors with a higher number of patents are usually more central they are
also much better interconnected in the complex net of interrelationships. The central
network position of the star or QQ-star scientists enables them to reach all other
inventors in the network faster, because the length of the shortest paths between them
and other inventors is usually greatly reduced due to the numerous connections they
have. As a consequence, the stars and QQ-stars are able to get a much improved access
to knowledge in the network. This is the core of the second hypothesis:

e  Hypothesis Hya: The inventors with a higher patent production enjoy better
access to information because of the reduced shortest paths to all the other
inventors in the network.

e  Hypothesis Hxb: The inventors with a higher QQ Index enjoy better access to
information because of the reduced shortest paths to all the other inventors in the

network.

The star and QQ-star inventors are expected to also have more strategic positions in
the network in terms of their ability to control the flow of information between other
inventors. Their highly central positions enable them to act as intermediaries for the
transfer of knowledge between many other inventors in the network. This increased flow
of knowledge thus gives them a greater power over the knowledge distribution among
others. The existence of the star and QQ-star inventors is thus crucial for a great number

of other inventors in the network and their disappearance from the network would not
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only slow down the knowledge flow in the whole network by increasing the lengths of
the shortest paths among many others, but it would also completely disconnect many
inventors and thus highly limit their knowledge sources. Therefore the inventors with a
higher number of patents or QQ Index scores are supposed to have more strategic
network positions and thus have control over a greater flow of information, hence the
third hypothesis:

e Hypothesis Hza: The inventors with a higher patent production have control over

a greater amount of knowledge which passes through them.
o Hypothesis Hzb: The inventors with a higher QQ Index have control over a

greater amount of knowledge which passes through them.

The local neighbourhood of the star and QQ-star inventors is also expected to be
more cliquish. The stars or QQ-stars have direct or indirect access to a larger number of
other innovators and it is therefore assumed that their local environment will be also
more dense and cohesive. This should support friendship and trust-building, and thus
facilitate collaboration between the innovators. This is thus expected to also be a
contributing factor to the success of the stars and QQ-stars, which leads to the fourth
hypothesis:

e  Hypothesis Hqa: The inventors with a higher patent production are positioned in

more cliguish local neighbourhoods.

o Hypothesis Hsb: The inventors with a higher QQ Index are positioned in more

cliguish local neighbourhoods.

Star and QQ-star inventors are expected to also play a crucial role in the nurturing of
clusters with fresh knowledge originating outside. They have more collaborators, many
of which probably reside in different clusters or even countries. The abundant
connections outside their own clusters should enable the stars and QQ-stars to serve as
knowledge gatekeepers - as procurers of external knowledge for other inventors which
collaborate less or focus on joint research within the same region (for the more detailed

discussion on gatekeepers see Chapter 7). The star and QQ-star inventors will thus be
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among the few inventors who are responsible for the inflow of external information to
the cluster and will also play much more important role in nurturing of clusters with
fresh outside knowledge, and hence the fifth hypothesis reads:
e Hypothesis Hsa: The inventors with a higher patent production play more
important role as gatekeepers for the clusters in which they reside.
e Hypothesis Hsb: The inventors with a higher QQ Index play more important role

as gatekeepers for the clusters in which they reside.

Similarly, the importance of the star and QQ-star inventors as procurers of external
knowledge for Canada is assumed to also be much higher than the importance of less
prolific inventors. Now the focus is on the more general impact of inventors which
import the external knowledge to other Canadian inventors and the importance of that
knowledge for Canada in terms of its contribution to the innovative potential. The sixth
hypothesis therefore proposes that the inventors with higher number of patents or higher
QQ Index will also play much more important role as procurers of outside knowledge
for Canada:

e Hypothesis Hga: The inventors with a higher patent production play more

important role as gatekeepers for Canada.

e Hypothesis Hsb: The inventors with a higher QQ Index play more important role

as gatekeepers for Canada.

8.2.2 Methodology and results

In order to validate the above hypotheses the most common measure of correlation —
the Pearson Product Moment Correlation, which reflects the degree of linear relationship
between two variables - is used. The correlation coefficients for each two variables for
every hypothesis are calculated as explained in Table 8-3. Various indicators of the
structural network properties (for their more detailed description see section 6.3 in
Chapter 6) are used as variables representing the attributes of the inventors’ positions:

The number of collaborators of each inventor in H; is calculated as the degree centrality,
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which measures the number of lines that are connected to each vertex. The closeness of
the inventors to all other inventors in the network in H> is measured by the closeness
centrality of each vertex expressed as the number of other vertices divided by the sum of
all distances between the vertex and all others. However, since closeness centrality is
calculated only among the inventors who are directly or indirectly interconnected, it
would be misleading to use this measure for all of them. The vertices in small
components would show very high centralities, because all the inventors are close to
each other, but it would not reveal much about their centrality in comparison with the
inventors included in other components. The total correlation is then expected to be
greatly underestimated. Therefore, only the inventors who are interconnected in the
largest network component (579 inventors) are included in the testing for H,. The
amount of information which passes through each inventor in Hj; is calculated with the
betweenness centrality of each vertex, which measures the proportion of all shortest
distances between pairs of other vertices that include this vertex. Average egocentric
density, which is a fraction of all pairs of the immediate neighbours of a vertex that are
also directly connected to each other, is used to measure the degree of local cliquishness
for each inventor in Ay Finally, in hypotheses Hs and Hy the indices defined in the
previous chapter (for the exact definitions see section 7.4 of Chapter 7) are used:

Gatekeeper’s Importance Index for Cluster (GIF™"

Index) and Gatekeeper’s
Importance Index for Canada (GI“"““ Index), each calculated for every vertex in the

network.

The resulting values of the correlation coefficients are shown in Table 8-4. Since for
large samples it is usually easy to achieve significance of the correlation, all of the
correlation coefficients were found highly significant. The strength of the relationship
was thus used to determine if the relationship explains very much or not. The variables
were considered uncorrelated if » < 0.1, weakly correlated if 0.1 < » < 0.3, moderately

correlated if 0.3 <7 < 0.5 and strongly correlated if 0.5 <r < 1.00.



228

Table 8-3: The examined variables for each hypothesis

Hy  Variable #]1  Variable #2 Hy  Variable #1  Variable #2

Hja degree centrality H;b degree centrality

Hya closeness centrality H,b closeness centrality
H;a Number of  betweenness centrality H;b 00 Index betweenness centrality
H,a patents avg egocentric density Hb avg egocentric density
Hsa GI™" Index Hsb GI™™" Index

Hqa GI“™ Index Hgb GI“™ Index
Table 8-4: Pearson correlation coefficients

Degree Closeness Betweenness Avg egocentric  GI™™™" G
centrality centrality  centrality density Index Index

# of patents  0.594**  (0.391%* 0.454** -0.118** 0.237** 0.510**
00 Index 0.550**  0.344** 0.344%* -0.085%* 0.184** 0.370**

** Correlation is significant at the 0.01 level

The results for each hypothesis are summarized in Table 8-5. The correlations were
found to be very strong in both hypotheses H;a and H;b. This was expected, since the
number of patents of an inventor is usually related to the number of his collaborators. By
every jointly created invention leading to a new patent the inventor usually also gains
new collaborators (unless he continues to work always with the same group of inventors
in all of his patents). Also the more central positions of the inventors with a higher
number of patents (or higher QQ Index scores) were confirmed in both H>a and H»b and
both Hza and H3b. The most important inventors in terms of patent counts and patent
quality do play more important roles in the networks. They have a better ability to reach
all the knowledge in the network due to the reduced length of the shortest paths to all
other inventors. Moreover, their positions are highly strategic, since they enable them to

assume control over a great flow of information.

Hypotheses Hsa and H4b were however not confirmed. The inverse but extremely
weak relationships between the number of patents or level of QQ Index and the level of

the local cliquishness of an inventor were found to exist. This means that the assumption
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of dense and cohesive relationships supporting friendship and trust-building, thereby
facilitating collaboration between the innovators and thus contributing to the
innovativeness was not supported. The research carried out in the area of network
cliquishness (already discussed in section 6.3.4 of Chapter 6) has also not been
conclusive so far. On the one hand, Uzzi and Spiro (2004) and Schiling and Phelps
(2007) show that high cliquishness in the networks enhances the system’s innovative
performance. On the other hand, the empirical findings of Fleming et al. (2006) prove
the negative impact of the higher degree of cliquishness in the network on the innovative
productivity. The authors argue that there is an optimal degree of cliquishness that
depends on a variety of factors. Cowan and Jonard (2003) identify both positive and
negative effects of high cliquishness on knowledge growth. They argue that the net effect
is determined by both the benefits from differentiated neighbourhoods (agents in various
neighbourhoods highly differ) and the loss due to repetition (cliquishness duplicates
transmissions). The obtained very weak negative correlation supports the view that there
may be negative effects of high cliquishness on knowledge growth. More empirical

research is needed to clarify this relationship.

Finally, the two hypotheses related to the gatekeepers have mixed results. The
importance of a gatekeeper as the procurer of external knowledge for the cluster in
which he resides in Hsa and Hsb proved to be only very weakly correlated to the number
of patents or QQ Index; however the importance of gatekeeper for Canada was found to
be either strongly (Hsa) or moderately (Hgb) correlated. This is not surprising, since the
number of patents or QQ Index are calculated globally as is the GI“™* Index but
GI'™™" Index reflects only the local role of the intermediary in his own cluster. His role
could be very significant in certain smaller or medium-sized clusters, but at the same
time quite negligible in terms of his contribution to the overall Canadian innovative

potential.
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Table 8-5: The results for all the hypotheses

H; Correlation H confirmed?  Hy Correlation H confirmed?
H,a strongly correlated YES H;b strongly correlated YES
H,a moderately correlated YES H,b moderately correlated YES
H;a moderately correlated YES Hsb moderately correlated YES
H,a inverse relationship NO H b inverse relationship NO
Hsa weakly correlated NO Hsb weakly correlated NO
Hga strongly correlated YES Hgb  moderately correlated YES

8.2.3 Are stars and QQ-stars also gatekeepers?

Even though both the gatekeepers and the star scientists are important and usually
quite influential inventors, the two concepts are rather distinct. An inventor or scientist
could be highly prolific (in terms of the number of patents and/or scholarly articles), but
if he is not well connected he still might not bring any external knowledge into the
cluster and thus cannot play the role of the gatekeeper. Similarly, a very important
gatekeeper (who has vital connections leading to internal and external inventors who
themselves have very good further connections) may happen not to be very productive in
terms of patent applications or scholarly articles. Therefore it is essential to identify the

level of overlap between the star or QQ-star inventors and the gatekeepers.

Since the correlation between the patent counts or QQ Index and the Gatekeeper’s
Index of Importance for Canada is confirmed, the aim is to see how many of the stars or
QQ-stars are also gatekeepers of significant importance for Canada. Table 8-6 shows
absolute and relative numbers of the star, QQ-star and highly cited scientists who belong
to the five categories of inventors based on their network positions and the level of the
Gatekeeper’s Index of importance for Canada, as they were defined in the previous
chapter. Internal and external inventors do not participate in the transmission of external
knowledge to the cluster, since they lack either the connection outside their cluster
(internal inventors) or inside their cluster (external inventors). These inventors constitute

the majority of inventors in all the clusters. The stars, QQ-star or highly cited scientists
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are rarely external inventors, but around 14% of stars, 45% of QQ-stars and 22% of
highly cited scientists are internal inventors who collaborate exclusively within their
own cluster. Inventors which do maintain both intra-cluster and inter-cluster
collaborations, but do not serve as indispensible intermediaries for other inventors were
called redundant intermediaries. Such intermediaries bring redundant external
knowledge to the cluster, since not only would their disappearance not reduce the
amount of transmitted external knowledge but it would not even make the shortest path
for that transmission longer. These inventors could be theoretically still quite productive
and thus considered important creators of biotechnology innovation, but they are not
essential as external knowledge procurers. As the results in Table 8-6 show, there are no
stars or QQ-stars among the redundant intermediaries, but 22% of highly cited scientists
belong to this inventor category. Gatekeepers are the intermediaries which do introduce
non-redundant knowledge to the cluster and thereby contribute to the innovative
potential of other inventors in Canada. The inventors with the top highest scores of
GI““ Index were called here very important gatekeepers. The table shows that 86% of
all star inventors are gatekeepers (27% are gatekeepers and 59% are very important
gatekeepers), 55% of all QQ-stars are gatekeepers (23% are gatekeepers and 33% are
very important gatekeepers) and 49% of all the highly cited scientists are gatekeepers as

well (27% are gatekeepers and 22% are very important gatekeepers).

Thus it can be concluded that the majority of the star and QQ-szar scientists are also
gatekeepers. However, the relationship between the stars and the gatekeepers seems to
be stronger than the relationship between the QQ-stars and the gatekeepers. This was
expected since there the GI indices do not involve the patent quality. This was also
confirmed by the correlation coefficients in the previous analysis, which were showing
somewhat higher strength for the relationship between the number of patents and
GI“™ Index (Hypothesis Hsa) and also in all the cases of the vertex centralities
(Hypotheses Hja, H,a and Hza) than for the same relationships with the QQ Index
(Hypotheses H;b, H:b, H3b and Heb). This suggests that even if the QQ Index may be a

more accurate measure of the inventor’s importance in terms of his inventive
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contribution as it reflects both the quantity and the quality of his patents, it is less
accurate when assessing the importance of the position for the inventor in the network
and his importance as gatekeeper. It is the number of patents but not the quality of these
patents, which is related to the ability of the inventor to acquire external knowledge and

to nurture the clusters with information from outside.

Table 8-6: Overlapping of stars, QQ-stars and highly cited scientists with gatekeepers

Very important Redundant  Internal  External
Stars gatekeepers  Gatekeepers intermediaries _inventors _inventors Total
Prolific only” 11 (38%) 6(21%) 3 (10%) 9 (31%) 29 (100%)
Stars only® 9 (50%) 6 (33%) 3(17%) 18 (100%)
Superstars - 4 (100%) 4 (100%)
All prolific? 24 (47%) 12 (24%) 3 (6%) 1224%) 0(0%) 51 (100%)
All stars’ 13 (59%) 6 (27%) 0 (0%) 3(14%)  0(0%) 22 (100%)

Very important Redundant Internal  External
QQ-stars gatekeepers  Gatekeepers intermediaries inventors inventors Total

14 14

QQ-prolific only® 6 (26%) 7 (30%) 2 (9%) 7(30%) 1(4%) 23 (100%)
Stars only® 5 (26%) 5 (26%) 9 (48%) 19 (100%)
QQ-superstars 2 (67%) 1 (33%) 3 (100%)
All QQ-prolific* 13 (29%) 12 (27%) 2 (4%) 17 (38%) 1(2%) 45 (100%)
All QQ-stars’ 7 (32%) 5(23%) 0 (0%) 10 (45%) 0 (O0%) 22 (100%)

Very important Redundant  Internal  External
Highly cited gartekeepers  Gatekeepers intermediaries inventors inventors  Total
All highly cited 6(22%) 7 (27%) 6 (22%) 6 (22%) 2(T%) 27 (100%)

* Only inventors who are prolific but are not considered to be also stars or superstars
® Only stars who are not considered to be also superstars

¢ All prolific inventors (including stars and superstars)

¢ All stars (including superstars)

8.3 Conclusions

The first objective of this chapter was the identification of the prominent researchers
in Canadian biotechnology clusters. It was proposed to take into consideration the patent
quality when identifying the prolific inventors, and developed a measure which includes
both the patent count and the patent value in the equation.r Star scientists or highly

prolific biotechnology inventors are observed not to necessarily author or co-author
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patents of the highest value. Furthermore, the scientists whose publications are the most
highly cited have also been identified. The results show that not all the prominent
researchers and superior scientists in biotechnology produce patents or register them at
the USPTO. An explanation based on the differences in the reward systems in academic

and industrial environments was offered.

In the second part the positions of the stars and QQ-stars in the network structure
have been studied. The results show that the inventors with higher number of patents and
the higher QQ Index assume more central positions in the network: they have more
collaborators, they enjoy better access to information because of the reduced shortest
paths to all the other inventors in the network and they also have greater control over the
knowledge flows in the network since much more information passes through them.
Nevertheless, the hypothesis regarding the level of cliquishness in the inventor’s
neighbourhood was not confirmed: The inventors with a higher number of patents or
levels of QQ Index do not assume the network positions with a higher level of the local
cliquishness. The impact of cliquishness of individual inventors on their innovative
propensity has not been empirically studied so far and the existing research regarding the
innovative performance of the networks with various degrees of cliquishness has not
been conclusive. The very weak negative correlation however supports the view that
there may be also negative effects of high cliquishness on knowledge growth as
proposed by Cowan and Jonard (2003) and empirically supported by Fleming et al.
(2006).

Finally, the relationship between the stars or QQ-stars and the gatekeepers was
investigated. It was found that the great majority of star inventors (86%) and of QQ-star
inventors (55%), and almost half of all the highly cited scientists (49%) are also
gatekeepers responsible for the inflow of external knowledge which highly contributes
to the Canadian innovative potential. However, it is only the number of patents but not
the quality of these patents, which is related to the ability of the inventor to acquire

external knowledge and to nurture the clusters with information from outside.
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CHAPTER 9

CONCLUSIONS AND RECOMMENDATIONS

9.1 Concluding remarks
The common thread running throughout the thesis is the study of industrial clusters.

The first issue examined concerns the role of the industrial composition of a cluster. The
question how the composition of economic activities in the cluster influences the growth
of the region has been asked by many researchers before who ended up with quite
inconsistent answers. This thesis brought together a large range of studies, which have
provided substantial academic support for the positive impact of both Marshall and
Jacobs externalities on regional performance. In addition, a non negligible number of
negative MAR effects imply that specialisation of a region may also hinder economic
growth. Diversification is much less likely to produce this negative impact. This thesis
has made a major contribution in clarifying why the results are often conflicting by
specifying what matters and when it matters. The inconsistency can be explained by
differences in the strength of agglomeration forces across industries, countries or time
periods, but also by methodological issues and the various indicators of MAR and

Jacobs externalities used in the research.

Moreover, the suitability of the specialized or diversified regions for particular
industries was assessed in a more detailed analysis of industrial sectors. Although not
overwhelming, some evidence was found that in low tech sectors, Marshall externalities
have stronger effects than Jacobs externalities. The situation in medium tech sectors
yields similar results for both theories, but differs for the high tech sectors. The latter
slightly favour diversified regions, while the effects of Marshall externalities are less
pronounced. Diversification also appears to be a growth promoter in services.
Furthermore, it was shown that the role of externalities varies according to the maturity

the industry. Jacobs externalities predominate in the early stages of the industry life
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cycle, whereas Marshall externalities enter at a later point, and in the end specialization

will in fact hinder economic growth.

There are quite important implications of this investigation for public policy. In
general, this thesis suggests that in regions with mature, low tech industries, regional
policy should emphasize the development of a narrow set of economic activities in the
region, which will presumably lead to greater productivity. In high tech regions, on the
other hand, policy should focus on the creation of a diverse set of economic activities,
which should enhance economic development. However, given such contrasting
opinions and conflicting conclusions, any regional development policy which selects,
supports or discriminates certain industrial activities or technologies should be applied

with caution until the issue is fully clarified.

The main focus of the thesis is however more specific — it concerns Canadian high
technology clusters. It was shown that innovative activity in Canada is concentrated in
several locations which roughly correspond to the larger metropolitan areas. 12
biotechnology and 8 nanotechnology clusters have been identified. In biotechnology,
more than half of all Canadian inventors reside in three largest clusters - Toronto,
Montreal and Vancouver, but in nanotechnology it is mainly the Toronto cluster which
dominates the industrial sector since around one quarter of all Canadian inventors live
there. The thesis has made a contribution by making a profile description for the
Canadian biotechnology clusters in terms of patenting quality and quantity, the nature of

biotechnology activities, the properties of assignees and their propensity to collaborate.

Around half of the biotechnology patents are assigned to firms. However, publicly-
funded research is highly important for biotechnology in Canada. Universities are the
most active institutions in biotechnology and the greatest producers of patents. The
production of patents is however very different among Canadian universities and several

renowned research universities that are highly active in biotechnology research own only
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an inferior number of the patents. The existence, quality and effectiveness of the
technology transfer support available at these universities as well as the university
intellectual property rules and policies were both suggested to be the cause. The
contribution of the government laboratories to the biotechnology research and
development is also substantial. Biotechnology cluster-based subnetworks are better
developed and the research is better organised in clusters which host the five NRC
institutes (Montreal, Vancouver, Ottawa, Saskatoon and Halifax although the latter is a
much smaller cluster). In contrast, in nanotechnology, only two poles are present,

Toronto and Edmonton, the latter still emerging.

An interesting issue uncovered by this thesis is that although there is a great
innovation capability among Canadian researchers, a lot of the intellectual property
actually leaves the country. This is especially evident in nanotechnology. Almost half of
all the innovations authored or co-authored by Canadian nanotechnology inventors are
assigned to the foreign subjects. Although Canadians do the research, the fruit of their

labour is not appropriated within Canada.

Even though Canada has a quite high share of the industry-financed research in
academic sector, only very little evidence of cooperation among biotechnology
companies and academic institutions was found. In fact, the patent co-assignment data
suggest that Canadian institutions do not collaborate much in general, no matter what is
the type of the institution and whether the collaborative ties lie within or outside clusters.
The most frequent typical partner of a Canadian biotechnology institution for the pursuit

of joint research activities is another institution abroad (mainly in the US).

Much more collaboration was detected when instead of the institutional cooperation
the cooperative relationships among the individual inventors were examined. Most of
the collaborative activity of Canadian inventors take place within Canadian clusters,

while the inter-cluster collaboration in Canada is much less common for both
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biotechnology and nanotechnology inventors. As in Institutional collaborations,
international ties also account for the highest proportion of all the collaborations outside
the clusters and the most popular foreign collaboration partners for Canadian inventors
also reside south of the border, in the USA. It was interesting to observe that if Canadian
inventors do not find collaboration partners inside their own clusters, they in fact prefer
to collaborate with foreigners rather than to carry out the joint research with fellow
Canadian inventors. Around one third of the inventors in both databases are foreign
residents and they are so entangled into the collaboration network of Canadians that it
was noticed that their presence is in fact critical for the transmission of knowledge
between Canadian inventors themselves. Foreigners are extremely important in
connecting Canadian inventors from different clusters (or even those from the same

cluster) together.

When the observed magnitude of foreign collaboration is taken into consideration,
the importance of the geographical distance for the decision on the joint research project
partners may be questioned. However, the thesis concludes that the distance does play an
important role in selecting the research collaborators in both biotechnology and
nanotechnology. An overwhelming preference of the Canadian inventors is towards
local and relatively proximate partnerships. Nonetheless, if the suitable collaborators are
not found within the distance of 600 km, the importance of the geographical factor
significantly decreases, since in this case both biotechnology and nanotechnology

inventors quite often opt for very distant or overseas cooperation partners.

The collaborative structures within biotechnology and nanotechnology networks are
quite distinct. The biotechnology innovation network is larger, more developed and less
fragmented than the nanotechnology one. The higher fragmentation of the
nanotechnology network is explained by the greater disparity among the nanotechnology

specializations compared to the more closely related biotechnology fields. The distances
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in biotechnology network are longer, but so is the maximal reach, which enables

bringing fresh and non-redundant knowledge from distant locations.

The architecture of the network of Canadian biotechnology inventors was
investigated within two different concepts: First, collaboration among inventors working
in clusters (geographical proximity); second, cooperation among inventors who are
directly or indirectly interconnected in network components (cognitive proximity). It
was noticed that knowledge transmission is more efficient through the network
components, but as was already revealed above, most of collaborations in Canadian
biotechnology still greatly depend on the geographical circumstances and take place
within clusters. Both geographical space (based on clusters) and the technological space
(based on network) are thus at utmost importance for the knowledge creation and
diffusion. The geographical and technological dimensions both nurture the growth of the
cluster and promote innovation through a dynamic interaction of the actors localized in
clusters who absorb external knowledge through the local and non-local networks. The
geographical and technological collaboration spaces thus overlap to a certain extent, but
they differ in their structures: Many inventors from the same cluster may also be part of
the same network component. The bulk of smaller components are entirely contained
within one cluster, larger components however usually encompass several clusters. The
points of interaction (inventors well connected both inside and outside the clusters)

between the two collaboration spaces were then examined further.

Gatekeepers are the inventors who bridge over the geographical and technological
spaces and hence enable the nurturing of biotechnology clusters with fresh external
knowledge. This thesis proposes indicators, which measure each inventor’s importance
as a procurer of external knowledge for the cluster (or for Canada) based on the share of
innovative production to which he thereby contributes. Only around 10%-20% of all
inventors in most clusters were identified as gatekeepers who are responsible for the

inflow of external information to the cluster. The patenting productivity of these
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inventors (and their coincidence with star scientists) was another question studied in this

thesis.

Star scientists are recognized as a key driving force behind the growth and
innovation in biotechnology. In order to identify the most prolific inventors in Canadian
biotechnology clusters, new measures were proposed. These take into consideration only
the patent quantity (star inventors), both the patent quantity and quality (QQ-star
inventors), and the number of forward citations in scientific articles (highly cited
scientists). These criteria then enabled to distinguish and compare various prominent
inventors with some interesting conclusions: Star inventors or highly prolific
biotechnology inventors do not necessarily author or co-author patents of the highest
value. Furthermore, not all the highly cited researchers and scientists superior in the

biotechnology field produce patents or register them at the USPTO.

Finally, the gatekeeping role of these prominent inventors was examined. The great
majority of the star inventors, majority of QQ-star inventors and almost half of all the
highly cited scientists were also identified as gatekeepers responsible for the inflow of

external information which highly contributes to the Canadian innovative potential.

The results of this research are of great importance for Canada as the thesis focuses
on two of its most dynamic fields, biotechnology and nanotechnology, which provide a
significant contribution to science advancement and innovation, thousands of jobs, as
well as large exports. These technologies are studied in order to understand the factors
that favour innovation within clusters in Canada. The Conference Board of Canada
(Munn-Venn and Voyer, 2004) has made a significant recommendation for government
to support the development of clusters by investing in the knowledge infrastructure, by
developing skilled labour and by promoting networking and research. By characterizing
Canadian high tech clusters and shedding light on the knowledge transmission processes

that are carried out through innovation networks, this thesis has greatly contributed to
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the understanding of knowledge transfers that characterise high technology sectors in

Canada.

9.2 Recommendations for future research

In the core of this thesis lies the construction of the biotechnology (nanotechnology)
innovation networks from the patent data found in the USPTO database. The
understanding of the topic could be much improved if the sources of input information
are enriched. Several avenues how to proceed exist, some of which are already being

explored:

The network of Canadian biotechnology (nanotechnology) scientists, who are the
authors or co-authors of the scientific articles, could be constructed. This would enable
to compare the structure of the networks of various innovators (i.e. inventors and
scientists) and its impact on the innovative propensity of the firms in clusters. The two
databases could also be merged in order to follow how the ideas from basic or applied
science (evidenced by articles) transform into the innovative products (evidenced by

patents).

The citations of the patents could also be extracted from the USPTO database and
added to complete the picture. Innovation could then be viewed as a continuous process
of older inventions stimulating and facilitating future inventions. The patent citation
patterns over time would allow following the path of knowledge diffusion and
knowledge obsolescence. The information on patent citations would also serve as an
indicator of the economic value of inventive activity, which could be compared with the

indicator used in this thesis — the number of patent claims.

The information about the affiliation for each inventor could be gathered in order to

better understand from which environment they arise (academics, industrial or
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governmental inventors) and what influence this has on the overall patent production in
the cluster. Some revealing insights about the collaboration between academia and
industry could thereby be obtained. The separate innovation networks for academic and
industrial inventors then could be created and their structural properties explored.
Moreover, it would be interesting to gain the information on the background of the

prominent individuals - gatekeepers and star or QQ-star inventors.

Finally, all the worldwide biotechnology (nanotechnology) patents could be
included in the study. This would enable to see the networks in their entirety and to
acquire a full picture of innovation production in Canadian biotechnology
(nanotechnology). As was suggested in this thesis, the Canadian inventors would
probably be much more intertwined if both all their connections to all other inventors in
the world and all the connections among these international inventors are considered at

the same time.
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APPENDIX C (Chapter 3): Industries with positive results for
Marshall externalities
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Industrial sectors Type*
(1 f(1)0<}i], beverages & tobacco, basic metals, non-metallic mineral products, chemicals, textiles & LM
clothing, wood & pulp, equipment
(3) | computer industry manufacturing & services HS
(5) | rubber, tobacco L
(6) | computer industry H
(7) | aerospace industry H
textile, timber, paper, chemicals, plastics, metal goods, vehicle, transport, metal manufacturing,
®) telecommunication, instruments, mechanical, electrical LMH
(10) textile, wood, chemicals, non-metallic and metal p., transport equip., furniture, construction, LMH
radio, TV, computers, transport & comm., renting, post & telecom., fin. serv., other serv. S
(11) | non-metallic minerals, chemical, instruments, timber, plastics printing LM
(12) | high tech H
(13) | vehicle industry M
(14) | low tech, medium tech & high tech industries LMH
(15) | technologically mature industries LM
(16) | high tech industry & services HS
(18) | water & heating, metalworking, equipment, food, clothing, pulp & paper, construction LM
glass, pottery & ceramics, elect. & electronic mat., beverages & tobacco, chem. prod., other
(20) | transport, wood & furniture, other man., machinery, textile prod., leather, leather articles & LMH
footwear
(24) | tourism (hotel & restaurant) S
(25) | finance, services, wholesale & retail S
(33) | low & medium tech LM
(35) [ metalworking M
(36) iron & steel, machinery, transport equipment, metals, chemicals, non-metallic minerals, wood, LM
furniture, apparel, leather, food, pulp & paper
(37) | machinery, electrical machinery, primary metals, transp. and instruments; high tech LMH
(38) | metals, transportation equipment, machinery, electronics, instruments LMH
(39) | traditional, heavy, transportation, machinery, high tech LMH
(40) | high tech industries H
@1) wood & wqod prqducts, pulp & paper, plastics & plastic products, non-ferrous metals. machinery, LM
transportation equipment
(42) | machine-making M
(48) | textiles, wood & furniture, chemical products, metal products, motor vehicles LM
49 food, beverages & tobacco, wood & wood products, pulp & paper, printing & publishing, metal & LM
(49) metal products, machinery, electrical products, transportation equipment
(50) iron & steel, nonferrous_ metal, non-metallic industry, elect. ind., apparel & related prod., print. & LM
publish., rubber & plastics, stone, clay & glass, metal prod., transport. equip.
(54) | hotel & restaurant S
(55) | software, food products, fabricated metal, machinery LMH
(56) | electronics H
(57) | services S
(59) | computing & biotechnology H
(61) | R&D intensive industries H
(64) | information and communication technology manufacturing and services HS
(66) inetal pffducts, textile products, wood & furniture, food, chemical products, other means of LM
ranspo
(67) | textiles, leather & footwear L

* H represents high technology, M, medium technology, L, low technology, and S, services
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APPENDIX D (Chapter 3): INDUSTRIES WITH POSITIVE

RESULTS FOR JACOBS EXTERNALITIES

Ref. Industrial sectors Type*
(1) | chemical products, textiles & clothing LM
(3) | computer industry services HS

beverage & food, leather & furs, logging & transport of timber and bamboo, machine building,
5) : . . . LM
metal and non-metal mineral products, paper-making, transportation equipment
(7) | aerospace industry H
(8) | textile, paper, chemicals, metal goods, vehicle, transport, metal manufacturing LM

(10) | mainly services S
(11) | chemicals, motor vehicles and instr. eng., electrical, metal manuf., transport, timber M
(13) | vehicle industry M
(15) [ high tech industries H
(16) | high tech industry & services HS
(18) | services, construction industry, high tech industries LHS
(19) | manufacturing, trade & services S

metal prod., other minerals and derivatives, paper articles & print., glass, pottery & ceramics,

(20) | elect. & electronic mat., beverages & tobacco, chem. prod., other transport, wood & furniture, LMHS

other man., mach., textile products
textiles, wearing apparel, wood products, printing & publishing, chemicals, fabricated metal
(24) | products, machinery, electrical machinery, wholesale trade, medical & precision instruments, LMHS

furniture, hotel & restaurant, fin. & insurance, real state activities, computers

(28) | instruments, telecom., pharmaceuticals, €l. equipment, transportation, conglomerates

(33) | high tech

(35) | metalworking

(36) | non-metallic minerals, printing & publishing, furniture

(37) | electronic components, computers, medical equipment

(38) | metals, transportation equipment, machinery, electronics, instruments

(39) | high tech

(40) | corporate machinery

(41) | textiles, steel, tobacco, food & beverages

(42) | machine-making

(44) | information technology manufacturing & services

(45) | traditional light industries (mature and standardized), heavy industries

(46) | transportation equipment, metal products

(48) | high tech

(49) | food, beverages & tobacco

(50) textile & mill prod., furniture & fixtures, print. & publish., food, lumber & wood, leather products,
non-electrical mach.

(51) | traditional & modern manufacturing industries

—
jast

(52) { high tech

(53) | much stronger for high tech

(54) { hotel & restaurant, wholesale trade, other professional services, metal products

Gl o ol B S O B S R R S

(55) | software, food products, apparel, printing & publishing, fabricated metal, machinery LMH
(56) | electronics H
(57) | services S
(59) | biotechnology H
(60) | low, medium and high tech industries LMH
(64) | information and communication technology manufacturing and services HS
(66) glass, other minerals & derivatives, metal products, precision instruments and office machinery, LMH
paper articles & printing, chemical products, other means of transport, food
(67) | office & computing, chemical products, food LMH

* H represents high technology, M, medium technology, L, low technology, and S, services
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APPENDIX E (Chapter 6): Biotechnology- Single factor ANOVA for
the differences in population means

(average number of co-inventors per patent in each cluster)

SUMMARY

Groups Count Sum Average  Variance

TRT 842 2453 2.912941 2.536581

MTL 469 1515 3.229299 3.849438

VAN 258 786 3.046154 233763

EDM 158 518 3.277778  3.667702

CAL 129 334 2.592308 1.390638

SAS 101 332 3.288462 3.158701

WIN 34 72 2.114286 4.045378

KIN 64 171 2.676923 1.253365

OTT 286 845 2955479 2.626877

QUE 61 173 2.833333  2.079487

HAL 20 45 2.25 1.881579

SHE 16 39 24375  1.595833

out 47 151 2.960784 3.158431

ANOVA

Source of Variation SS df MS F P-value F crit
Between Groups 127.1085 12 10.59237 3.797459626  9.33492E-06 1.756024811
Within Groups 6998.433 2472 2.831081

Total 7125.542 2484
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APPENDIX F (Chapter 6): NANOTECHNOLOGY- SINGLE FACTOR
ANOVA FOR THE DIFFERENCES IN POPULATION MEANS

(average number of co-inventors per patent in each cluster)

SUMMARY

Groups Count Sum  Average Variance

Toronto 169 486  2,87574 1,942801

Montreal 162 497 3,067901 2,287286

Ottawa 103 297 2,883495  2,20198

Vancouver 103 298 2,893204 2,410051

Edmonton 57 184  3,22807 2,929198

Quebec 23 87 3,782609 2,359684

Kingston 14 48 3,428571 1,956044

Calgary 34 116 3,411765 7,40107

out 52 136 2,615385 1,653092

ANOVA

Source of Variation SS df MS F  P-value F crit
Between Groups 39,00393 8 4875491 1,989548 0,045233 1,951464
Within Groups 1734,99 708 2,450552

Total 1773,994 716




