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RÉSUMÉ

La stimulation de diverses parties du flux de traitement visuel, comme le cortex visuel pri-
maire, est devenue l’un des défis les plus captivants de l’étude de la vision artificielle. Cepen-
dant, fournir un percept artificiel comparable à la vision naturelle est difficile en raison de la
complexité du système visuel. L’un des défis majeurs des prothèses visuelles est de concevoir
des dispositifs capables d’interagir efficacement avec le cortex visuel. Malgré la recherche
en microsimulation visuelle, il existe un constat d’échec de ces dispositifs à mettre à jour
les informations visuelles pendant les mouvements oculaires pour visualiser l’environnement.
Cette faiblesse nuit à la création d’un percept similaire au système visuel naturel. De plus,
les dispositifs prosthétiques visuels nécessitent une stratégie de pondération d’électrode pour
générer un motif de microstimulation électrique à une position spécifique. Ces poids pour
chaque électrode sont déterminés par un décodeur qui discrimine les positions. Dans des ap-
plications réelles, en présence de mouvements oculaires saccadiques, générer une perception
stable nécessite une imitation des phénomènes de suppression saccadique et de déplacement
sur les poids d’électrodes. Dans ce travail, nous nous concentrons sur l’effet du déplacement
sur les poids de décodage attribués aux électrodes lors de la localisation en proposant un
décodeur capable de décoder une position aussi précise que le système visuel réel même lors
des mouvements oculaires, à l’aide d’un apprentissage automatique supervisé.
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ABSTRACT

In recent years, stimulating various parts of the visual processing stream, such as the pri-
mary visual cortex, has become one of the most captivating challenges in artificial vision
studies. However, providing an artificial percept comparable with natural vision is signifi-
cantly difficult due to the complexity of the visual system. One of the major challenges in
visual prostheses is to design devices with the ability to effectively interact with the visual
brain. Despite all assessments in visual microsimulation, there are reports regarding the
failure of these devices in updating visual information during eye movements for interfacing
the environment. This weakness makes difficult the creation of a percept that is similar to
the natural visual system. Visual prosthetic devices need an electrode weighting strategy to
generate an electrical microstimulation pattern at specific positions. These weights for each
electrode are determined by a decoder that discriminates positions. In real applications, in
presence of saccadic eye movements, generating a stable percept require imitation of the sac-
cadic suppression and remapping phenomena on electrode weights. In this work, we focus on
the effect of remapping on the decoding weights assigned to the electrodes during localization
by proposing a decoder which is able to decode position as precise as the real visual system
even during eye movements, with the assist of a supervised machine learning algorithm.
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CHAPTER 1 INTRODUCTION

In recent years, stimulating various parts of the visual processing stream, such as the primary
visual cortex, has become one of the most captivating challenges in artificial vision studies.
However, providing an artificial percept comparable with natural vision is significantly diffi-
cult due to the complexity of the visual system [4–6]. One of the major challenges in visual
prostheses is to design devices with the ability to effectively interact with the visual brain.
Despite all assessments in visual microsimulation, there are reports regarding the failure of
these devices in updating visual information during eye movements when perceiving the en-
vironment [4]. This weakness limits the creation of a percept that is similar to the natural
visual system.

One of the main and significant movement in humans is eye movement. We move our eyes to
investigate the world around. By these movements, the location of an object changes in retinal
space [4,5,7,8]. However, even with this displacement, the visual system provides us a stable
percept of the world due to brain compensation. Consequently, we do not see a shaky world.
Saccadic suppression is one of the brain compensation mechanism which helps in providing
a stable perception of our surroundings [9]. In a normal visual system, the brain decreases
neural responses around the time of each eye movement such that humans do not perceive
these movements. This phenomenon is referred as saccadic suppression. Thus, to have an
artificial percept similar to the natural visual system, the visual prostheses devices need to
provide such a mechanism in order to make perception continuous. Though current studies
give us optimistic pictures about artificial vision, still there are unanswered questions. In
particular, to provide a saccadic suppression mechanism, by means of electrical stimulation,
in order to deliver a continuous perception of the world for the lifetime of blind people is still a
major challenge. On the other hand, Goldberg et al. 1992 [10] showed that remapping is the
visual system solution for the retinal displacement during saccade. However, this remapping
causes a transient shift of neuron’s receptive field from presaccadic to postsaccadic spatial
locations, but it has a functional role in providing stable perception [3, 10].

To generate an electrical microstimulation pattern, visual prosthetic devices need a weight
field strategy to generate a phosphene (cortical representation of light points) at specific
position. The weight of each electrode is determined by a decoder that discriminates positions
[11]. However, in real applications, when eye movement is involved, generating a stable
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percept require imitation of the saccadic suppression [12] and remapping [3, 10] phenomena
on weight fields. In this work, we focus on the effect of remapping on the decoding weights
assigned to the electrodes during localization.

1.1 Eye movement and visual perception

Vision is the primary method for people to receive information from their environment.
Unfortunately, visual impairment has a devastating impact on the quality of life of millions
of people around the world and raises for them extraordinary difficulties in a society that is
highly reliant on sight.

In order to enhance the quality of life of blind people, numerous studies on artificial vision
have been conducted. These have raised expectations that retinal implants and other vision-
restoration approaches will be developed for blind individuals. Fortunately, such researches
could develop visual prostheses in the form of visual implants. The implantable electronic
device is known as a visual prosthesis or artificial vision. Electronic visual prostheses have
been proposed as a means to restore a basic sense of sight to people with profound vision
loss [13]. In other words, they aim to recover partial vision in blind patients with the assist of
stimulating the retinal cells, optic nerve, or visual cortex [14]. A significant problem for the
creation of cortical visual prostheses is to identify the cortical representation of light points,
known as phosphenes, by assigning correct stimulation parameters to implanted electrodes.

When we try to move our eye-ball with a finger, we can experience the distorted image in our
percept. Like a filmmaker who ensures an intricate combination of camera’s tripod, lighting,
focus and stability to capture events after discovering the ideal panorama to capture in his
camera, minor movements in any of these components can wreck the footage. On the other
hand, our perception from the visual world stays persistent despite numerous eye movements
we make continuously to see the world and objects. Although technology has enabled us to
build extremely stable instruments that record steady videos, nature has created its way of
allowing stable visual perception with large and small eye movements. The visual system
helps us not only in seeing but also to search, analyse, understand and then decide. In fact,
the analogy would not be equitable between the visual system and a camera with limited
purposes. However, this analogy helps us to put things in perspective and raises the intriguing
question of how the brain is providing us a stable percept of the world despite the movements
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in the retina. This is one of the challenges in the reproduction of an artificial vision very
similar to the human visual system.

Each second, we make about three abrupt eye movements called saccade in order to scan
the world around us. As we move our eyes, a fixed object excites consecutive locations on
the retina [10]. However, despite this shifted input, we discern a clear stable vision. In
other words, as a consequence of saccadic eye movements, objects in the world have various
positions on the retina from one fixation (the still periods between saccade) to another.
Saccadic eye movement schematic was illustrated in 1.1.

Our eyes jump from word to word while reading this text. However, that we are not aware
of the motion in our retina, thanks to our brain which compensates for these replacements to
provide us a stable percept of the world. However, this compensation is not ideal and perisac-
cadically perceptual space is distorted [15]. In this thesis, it is shown that this distortion can
be traced to a representation of the retinal position in visual area V4 and consequently to
the localization of phosphenes in order to provide blind people meaningful percept like what
pictures in figure 1.1, by means of the prosthesis.

1.2 Electrical simulation

Visual prostheses are used to restore the vision function of blind people by reconstructing
their ability to recognize objects and navigate in an unfamiliar environment [16]. Since
blindness is due to impairment of natural visual signal transmission, optical prostheses are
often used to activate the visual pathways at certain still functioning locations beyond the
affected site [17].

Using the electrical current stimulation of the optical cortex at specific locations evokes the
illusion of phosphenes, which are illuminated, isolated, and spatially located light spots near
to the centre of the field of vision. Electrical stimulation of the visual path through multi-
electrode arrays provides the ability to inject a spatiotemporal activity pattern in order to
induce a path of phosphenic perception to evoke visual percepts as a phosphened visual
scene [2, 5, 16, 18–21]. Various areas can be activated by electrical stimulation, for instance,
the retina, optic nerve and visual cortex, depending on the damaged visual pathway. In
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Figure 1.1 Schematic of saccadic eye movement. Saccade is a fast eye moment that
allows scanning the visual scene in order to have a stable percept. Eyes fix on each position
for a short time before jumping to the next position. Basically, for example, while reading
our eyes are focusing on areas a bit apart from a specific character. This shows that saccade
carries out the information from the next position that helps to do not have discrete images.
Blue and green circles are showing right and left eyeballs respectively. Crosses are showing
examples of fixation and target positions for saccade.

people with normal sight, the retina carries out spatial, temporal and chromatic processing
on visual input. In addition, it generates sequences of spikes transferred to Lateral Geniculate
Nucleus (LGN), then projected to the cortex visual area V1 and, finally, to areas, V2, V3,
V4, and V5, figure 2.2.

Visual area V1 is an adequate site for implanting electrode arrays since it has a uniform
thickness, a high density of cells for central vision, and visuotopic mapping (well-organized
mapping of visual space onto neurons) [11,22]. In addition, the receptive field on the cortex
can be covered by more electrodes due to the magnification factor of the primary visual
cortex (V1), meaning that larger cortical tissue is given to a provided visual angle [11].
Thus a microelectrode array in V1 can sample a small region of visual space. Extrastriate
visual areas (discrete cortical areas located in primary visual cortex) contain retinotopic maps
that are smaller in terms of cortical tissue size while they have a larger receptive field than
those in the primary visual cortex (V1) [11, 23–25]. This gives the opportunity to sample
a large region of visual space by implanting a multi-electrode array such as Utah arrays, as
illustrated in figure 1.2. Visual area V4 is the best candidate for this purpose because it
offers an opportunity to recover the location visual stimuli and it responds well to stimuli of
low to medium complexity [26–29].
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Figure 1.2 Graphical scheme of implanted electrode arrays. In the visual cortex area
V4 to electrically stimulate the brain, phosphenes induction, and vision restoration.

1.3 Spatial localization

One of the main goals of cortical visual prostheses is to provoke a meaningful percept from
phosphenes by applying electrical stimulation to the visual cortex. Studies on phosphene
induction in blind patients show that the perceptual properties associated with phosphenes
are shape, size, brightness, colour, flicker, spatial location, multiplicity and edge [2]. The
generation and detection of phosphenes are one of the existing challenges in using spatiotem-
poral electrical simulation [2], and to compromise such challenges understanding all aspects
of the visual prosthesis is needed.

Phosphenes move with eye movements [2, 5, 16, 18–21]. In a case where six phosphenes were
generated simultaneously, all were shown to move with each eye movement [2], which makes
phosphenes mapping complicated. Thus, it is necessary for eye-tracking technologies to make
sure about image stability during eye movements.

Each eye movement creates a shift in the retina’s visual image. There is evidence that all
parietal neurons respond when an eye movement contains the site of a previously generated
stimulus into the receptive field [10]. However, we are unaware of this shift, thanks to our
brain constantly operating adjustments of this displacement, which yields a stable percept of
the world [10,15]. However, many studies report the mislocalization of a visual stimulus that
occurs just before a saccade [10]. To find a neural mislocalization, we need to understand
neural localization and consequently to show this phenomenon on the visual prosthesis, as it
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follows to provide a basic sense of sight, similar to the real visual system. Using electrical
stimulation to create significant perception needs two major steps:

(1) To select electrode subsets, in order to provide an electrical current with the required
pattern for phosphene generation (localization);
(2) to set the amount of change in intensity and amplitude for each of the electrodes in a
subset over time.

To address the delivery of a continuous perception in visual prosthesis applications, an ef-
fective microstimulation strategy is needed. This study examine the localization (first step)
during saccadic eye movements and the effect of peri-saccadic mislocalization phenomena on
decoding in order to provide the required strategy to apply for artificial visions.

In this work, we focus on Multiunit Activity (MUA) and Local Field Potentials (LFPs)
responses from extrastriate visual area V4, as it has large receptive field sizes and receives
combined responses (MUA or LFP) from various sites, and the capability for fine and coarse
discriminations of positions [11]. In addition, early studies have reported that neural activity
in LFPs is equivalent to the dissemination of microstimulation effects in the cortex on a 400
micron scale [11,30].

As it has been mentioned before, perceptual space is distorted by saccadic eye movements.
The perception of the position of the visual object presented around the time of eye move-
ments is changed. Perisaccadic mislocalization, is an essential mechanism to reproduce the
perceptual stability of a human visual system [3, 10]. To have visual systems similar to the
natural one we also need to account for such a phenomenon in visual prosthesis applications.

The contribution of each electrode in the array for a given phosphene has been established by
assessing the so-called Weight Fields (WFs). In the first step, we studied the mislocalization
problem in weight fields, which illustrate each electrode importance to a given phosphene
activation, in order to extract the electrode subset necessary to generate the same stimuli.
In the second step, we studied how well these weight fields behave in response to the visual
receptive field despite the existence of a transient shift in receptive field (RF). This study
can be helpful in the development of visual prostheses„ with respect to its intention to
work as a human visual system, by showing the similarity of percept induced by electrical
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stimulation and evoked by visual stimuli corresponding to the neuron’s receptive field at the
microstimulated site [30–32].

1.4 Remapping

The receptive field (RF) of a neuron is defined as the limited region of the visual field whose
illumination makes the neuron to fire. A receptive field (RF) describes a particular region
determined by degrees of visual angle on the retina and in the visual field. For the first time,
Hartline [33] studied the neural mechanism of vision and specifically the representation of
space in the visual system based on the retinal ganglion cells of a frog’s eye.

We are exploring the world over a series of saccadic eye movements. These movements make
changes to the object’s locations in retinal space and consequently changes in the position of
visual receptive fields around the time of a saccade [3,10,15,34,35]. The representation of vi-
sual space is stable during fixation. However, on presaccadic to postsaccadic eye movements,
the cortical representation shifts into the next fixation. The displacement on the retina which
corresponds to the saccade occurrence is characterized by the size and direction of the eye
movement. Goldberg et al. 1992 [10] introduced remapping of the receptive field (RF), ac-
cording to each eye movement which indicates that neurons can respond to stimuli (probes)
flashing in their future receptive field (the postsaccadic receptive field). This phenomena has
been introduced as a potential solution for the retinal displacement [10]. The phenomenon of
receptive field remapping received wide attention because it was a way for the visual system
to reach perceptual stability [3].

Remapping is a neural mechanism by which neurons update their responses around time of
saccade to explain the stimulus shift in the retina during eye movements. At the time of
saccade the position of neural receptive fields transiently shift toward the saccade target.
The remapping phenomena involves the transient shift in the position of each receptive field,
towards the location of saccade target, termed future field remapping [3]. On the other hand,
Tolias et al. 2001 and Zirnsak et al. 2014 [36, 37] showed that receptive field remapping
called saccade target remapping is directed towards the saccade target without considering
the position of future receptive field.
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Although Goldberg and colleagues were the first ones reporting remapping in lateral intra-
parietal (LIP) cortex, there were various studies implying such a mechanism in a different
area of the visual cortex [3, 38, 39]. Neupane et al. 2016 [3] stated, in V4, that the visual
receptive field remaps around the time of saccades with a transient shift towards the saccade
target. Also, they reported the existence of both types of remapping (future field and saccade
target remapping) on visual cortex V4. In this thesis, the same behaviour for the weight field
around the time of saccade is reported, which may help, in the decoding process, for the
selection of electrode subset to produce electrical pulses in terms of phosphenes apparition
in the visual prosthesis.

This thesis contains five chapters. Chapter 2 provides a literature review on the topic under
study. Chapter 3 goes through the detail of methods applied in this thesis. Chapter 4
presents the results of the coding strategy used by the decoder for localization in fixation
and saccade preparation conditions. We will present and compare the effect of perisaccadic
mislocalization on decoding weights and compare that to the receptive fields. Finally chapter
5 concludes this study and we will talk about possible future work.
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CHAPTER 2 LITERATURE REVIEW

This chapter provides a literature review of the visual system and the visual cortex. Also, the
history of recording from animals to assist in generating the artificial vision is reviewed. The
chapter ends with introducing the review about mislocalization and remapping phenomena
that are two main challenges for this thesis.

2.1 Visual system

The visual system is a sensory system that observes the surrounding environment’s images
by using radiation light. This light has a specific amplitude, frequency, and wavelength. The
human visual system has the ability to convert these electromagnetic waves into relevant
images. Light waves, to reach the retina, first enter the eye through the cornea and then go
through the pupil. The visual system contains three main parts: the eye, the lateral geniculate
nucleus or LGN, and the visual cortex [40–42]. The visual system builds a representation
of the surrounding environment by interpreting the optical spectrum which is visible for
human [43]. Light is transmitted by the lens and cornea, then it will be focussed on the
retina as a small image [40]. The image is converted into electrical pulses by the retina
and is carried by the optic nerves which connect the eye to the brain. In other words, the
transmission of light rays creates images in the eye. The creation of images in the eye takes
place in the retina according to fundamental optical properties.

The retina is composed of multiple layers and light waves spread through these layers. Pho-
toreceptors respond and affect the potential of the membrane of bipolar cells. Ganglion cells
trigger action potentials that propagate to the rest of the brain via the optic nerve. The
ganglion cells are the primary retinal neurons that evoke action potential. These cells have
the capacity to recognize the combination of colours, light and dark areas. For the first time,
in 1941, Hartline studied the representation of the visual system on frog’s ganglion cells [33].
He defined the receptive field as a restricted part of the visual field which causes a neuron to
evoke [3,33]. Therefore, the receptive field (RF) describes a certain area calculated in terms
of degrees of visual angle in the retina and the visual field [3]. A few years after, Hubel and
Wiesel in 1977 [44] proposed a mechanism to explain the architecture of receptive field and in
1995, Alonso and Reid [45] found the neurophysiological proof for the proposed architecture.
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The existence of two visual systems for localization and identification was proposed by Schnei-
der in 1969 [46]. Then, in 1973 Ingle studied the existence of two separate mechanisms for
visual systems in frogs, as well as in monkeys which was confirmed by Trevarthen in 1968 [47].
In 1982, the notions of ventral (what) and dorsal (where) streams were identified as proces-
sors of spatial and visual features respectively by Mishkin et al. [48]. Later, in 1992, Milner
and Goodale [49] replaced the definition of these streams. They proposed the ventral as a
stream that computes a map of the surrounding environment which is usable in cognitive
operations, and the dorsal stream as a transformer of visual information [50].

The dorsal pathway (where stream) starts from the primary visual cortex (V1) in the occipital
lobe and continues up to the parietal lobe [51]. The ventral pathway (what stream) which
is related to object recognition, also starts from the primary visual cortex and forwards into
the temporal cortex [51].

2.1.1 Visual cortex

The visual cortex is the primary cortical area of the brain where the visual input from the
retinas can be obtained, segmented and processed [52]. It is located in the occipital lobe
which is in the posterior area of the brain [53]. The visual cortex is split into 5 areas, V1,
V2, V3, V4, and V5 [54]. In the visual cortex, neurons evoke action potential, responding, as
soon as visual stimuli appear in their receptive field (RF). Neurons located in distinct visual
areas respond to different kinds of stimuli. Neurons located in area V1 respond to edges and
lines [55]. The main area of the cortex in visual processing is the primary visual cortex or
V1 and the occipital lobe areas surrounding the primary visual cortex i.e., the extrastriate
visual cortex which contains V2, V3, and V4 [53]. V1 is composed of 6 layers as a function of
cortical depth, each layer associated with a different functionality [54]. Figure 2.2 illustrates
the visual pathway that is responsible for converting received light energy from retina into
electrical action potential which is interpretable by the brain.

V1 receives retinal visual information from the LGN through layer 4 [54] and sends signals
to the extrastriate visual cortex. Anatomically, V1 occupies quite a large part of the visual
cortex [30, 56]. The extrastriate visual areas have smaller retinotopic maps in comparison
with the primary visual cortex and their receptive fields are larger than V1 [24, 25, 57]. V1
transfers this information (or pulses) into the two pre-mentioned pathways (dorsal and ventral
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Figure 2.1 Schematic of visual cortex. Visual cortex takes a huge amount of cortex and
contains two parallel pathways (processing streams). Dorsal and ventral pathways have been
shown by green and purple respectively. The visual cortex also has been illustrated by grey.
The picture is taken and modified from Wikipedia, made by Selket under licence CC BY-SA
3.0.

streams) [58]. The ventral stream, or what pathway, is started from V1, goes through V2,
then V4, and then to the inferior temporal cortex (IT). This stream is related to object
recognition [51]. The dorsal stream or where pathway begins with V1 and then it goes
through V2 and then to V5 and V6 before reaching to the posterior parietal cortex [58].

Most of the current visual prosthesis applications is addressing the early visual system like
V1, LGN, or the retina. The reason for targeting these areas is the fact that given they
each have a visuotopic mapping, encoding pixels as phosphenes are simpler [59]. Besides
V1, the extrastriate visual cortex also has a role in visual perception [2]. Stimulating in
the extrastriate cortex could be a substitute for the prosthesis in the primate visual cortex
due to their properties [60]. Some of these properties are, selectivity [61], plasticity [62],
specialization [2], and multimodality [63, 64]. Neurons located in the extrastriate cortex
show almost the same selectivity as that in V1. For example, a feature that can activate a
large number of neurons in V1 can activate a small population of neurons in the extrastriate
cortex [65].

This feature can be useful in generating visual percept with the assist of electrodes, in the
sense that we would need a lower number of electrodes [61]. In addition, previous studies
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Figure 2.2 Visual pathway schematic. In the visual pathway, retina carries out spatial,
temporal processing on visual inputs. By receiving information from the retina, it sends visual
information to the Lateral Geniculate Nucleus (LGN) through optic nerves and information
projects to the visual primary cortex where the visual information is getting processed. Any
dysfunctionality in the process of the visual pathway causes visual impermanent. The picture
is taken from brain-for-ai.fandom.com, under licence CC-BY-SA.

reported higher plasticity in the extrastriate cortex than area V1 [62]. This can help the
brain learn to perceive artificial stimuli reaching higher-level regions [2]. Also, neurons in V1
activate only by visual signals. Thus, for a blind subject, these neurons could be activated
through artificial stimulation which complicates the development of an encoder [2]. On the
other hand, although neurons in the extrastriate cortex receive inadequate but reliable non-
visual inputs, they have comparable stimulus selectivity to that of the visual inputs [63].

As has been mentioned above, the primary visual cortex area is large in comparison with
recording arrays. Consequently, a small region of visual space in V1 can be sampled by a
multielectrode array. However, the extrastriate visual cortex contains retinotopic maps which
although smaller have receptive fields are larger than the ones that are located in the primary
visual cortex (V1) [23,24]. This property helps in sampling a larger region of the visual field.
Specifically, V4 which is located in extrastriate contains a retinotopic map of visual space [11].
This cortex can recover the position of static stimuli [26,30] and respond well to stimuli with
low to average complexity [11,28,29]. Also, visual cortex V4, is modulated by attention and
eye movements, and the attention effects have an essential role in remapping and perisaccadic
vision [66,67].
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2.2 Cortical visual prostheses

With an estimated 39 million individuals globally suffering from permanent blindness in
2010 [68], blindness is a widespread cause of extreme visual deprivation. Utilizing direct
electrical stimulation of the visual pathway with the assist of artificial devices is one of
the possible solutions for vision restoration [2, 68]. Cortical visual prostheses are based
on the possibility of performing electrical stimulation in the visual cortex which can map
visual percepts called phosphenes [19]. In recent years, stimulating different parts of the
brain, with demonstrations mostly done in the primate visual cortex, garnered the interest of
scientists [69]. Although electrical stimulation can be applied to various parts of the visual
pathway like the retina, LGN, visual cortex, etc. The primary visual cortex (V1) remains
an ideal candidate for implanting electrode arrays as it has a large area for implantation
of electrodes and in comparison with the other areas is easy to access [2, 70]. Electrical
stimulation of visual pathway with multielectrode arrays, also offers the potential of inserting
spatio-temporal activity pattern which produces a perception of images that have been made
by phosphenes [2, 21,71].

One of the major problem in cortical visual prostheses development is producing dense elec-
trode arrays covering the visual cortex [19, 56, 72, 73]. Also, a major challenge is to identify
stimulation parameters that affect phosphene characteristics, like stimulation frequency, pulse
amplitude and etc [2]. The perception of a phosphene image involves the activation of sev-
eral phosphenes with a particular spatial mapping and brightness. For this purpose, different
electrode activation adapted to a predefined pattern is needed [2]. On the other hand, offer-
ing artificial percepts very close to natural vision is the other significant difficulty of cortical
visual prostheses applications because of the complexity of the visual system [6, 74, 75]. Al-
though, there are many proof of concept clinical trials that show that artificial vision in blind
subjects helped them in performance of basic tasks [76–78], still many of these devices fail
in updating visual information to provide a perception that is interfacing with the natural
visual world specifically during eye movements [4].

To generate artificial visual percepts that interface with the natural vision, the image made by
visual prostheses devices needs to change immediately during eye movements or saccade [79].
Otherwise, without considering saccade in artificial visions, the image will be perceived to be
unstable by the user [80]. Consequently, prostheses applications need to take into account
the updating of the artificial percepts based on the patient’s eye movements [81].
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2.3 Recording from macaque monkey

Current vision studies attempt to explain the mechanisms of the brain that help us to recog-
nize and remember the world and how vision is altered during injury or degenerative brain
diseases [82]. Even though scientists are aware of how information is transmitted by nerve
cells in the brain, less is known about how this information is turning to a representation of
a particular object [83].

To understand the mechanisms of the human brain, macaque monkeys are used broadly
in scientific studies and they have been primate models for studying neural mechanisms
in cognition since 2000 due to their similarity to the human brain. [3, 82, 84, 85]. Macaque
monkeys are appropriate in studies in studies about vision, the similarity of the visual cortex,
the ability for sensory processing, and their ability to respond to visual stimuli [86]. Dacey.
2000 and Troyk et al. 2003 showed the striking similarity of macaque monkey’s visual cortex
functionality [71] to humans which is critical in the visual recognition process [30,56,71,82].
However, this similarity is not limited to the visual cortex. In 1991, Garey et al. reported
the similarity of the macaque monkey’s lateral geniculate nucleus (LGN) to humans. Later
on, Casagrande and Kaas in 1994 and Lubbers et al. 2012 stated that they found a close
resemblance in striate cortex V1 between macaque and human. One of the advantages of using
macaque monkeys in scientific studies related to the visual cortex is the easy accessibility
of visual field representation on V1’s surface with electrode arrays [2]. While for cognitive
neuroscience studies, other methods like fMRI, DTI can be useful for understanding the
human brain [83], they cannot be used in studies that require direct recording from cells
[83,87].

On the other hand, recording directly from cells with electrodes in the human brain is limited
due to ethical and functional reasons [87]. For example for the cases to record from elec-
trodes implanted always there are strict limits to electrode implantation associated with the
patient’s clinical well-being. [87]. While, Feng et al, 2020 showed that using animals limits
our knowledge in higher human brain functions like emotion, and social interaction. Using
animal can have a strong impact on our understanding of cellular and neural systems [82,83].
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2.4 Mislocalization

We move our eyes to scan and capture the information in the world around us [4]. These
sudden movements are ballistic and in 1901, Dodge [88] was the first one who named these fast
changes of the eyeball position, saccadic movement. Despite the fact that objects positions
in the retina change as soon as the eye moves [6], the brain provides us stable and continuous
images of the visual scene [10]. In the words of Mach in 1897, " the whole of space appear as a
continuity and not an aggregate field of vision." [89]. Many scientists studied the mechanism
of the visual system which can provide us stable percept with the existence of eye movements.
In 1867, Hermann von Hemholtz reported that an incorrect decision was drawn based on a
modified visual perception when a patient with disabled eye muscles attempted to move his
eyes [90]. Leigh et al. 2015 illustrated that the saccadic eye movement addresses the issue of
intense blurring problems, which results in a seamless vision of the visual field [91].

In 1996 Deubel et al showed that the ability of the visual system to identify tiny spatial
displacements of a target was found to be strained by saccades [92]. Also, Matin et al. 1965
showed that a visual stimulus presented just before the onset of the saccade, is mislocalized
toward the saccade target [93]. Many authors believed that this displacement is a failure
of the visual system in remapping the presaccadic to postsaccdic coordinate system [94–96].
On the other hand, numerous authors believe that perisaccadic mislocalization in the visual
system is related to the dynamics of the receptive field in the different cortical areas. For
instance, in 1992, Goldberg et al. reported perisaccadic changes in the receptive field’s centre
and size in the lateral intraparietal cortex (LIP) [10]. Five years later, Umeno et al. 1997
showed the same changes in the frontal eye field [97]. And in 2001, Tolias et al. stated that in
visual cortex V4, before the onset of saccade the receptive field diminish and shift towards the
saccade target [36]. The mislocalization phenomena represent transient process errors that
create spatial stability through eye movements. It may result from errors in reference signals
related to the direction and amplitude of the saccade or the visual reconstruction processes
based on the location of the saccade target [98]. In response to the question regarding the
neural mechanism which guarantees visual stability without our awareness during saccadic
eye movements, Goldberg et al. 1992 reported remapping as a visual system solution for
the displacement of the retinal image and the blur on the retina which is the result of
saccade [3, 10]. Therefore, to generate a stable percept with visual prosthesis applications
that would like to be comparable with the natural one, we need to investigate remapping
phenomena in our prostheses applications.
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2.5 Remapping

With each saccadic eye movement, the position of an object changes in the retina [6]. Al-
though this prediction concept has been studied since 1976 by Wurtz et al. [99], 1980 by
Mays et al. [100], and then in 1990 by Goldberg et al [38], in 1992, Goldberg et al. for the
first time introduced the receptive field remapping as a possible solution for this displace-
ment [10]. Remapping is a neural mechanism in the brain which helps in compensating for
the shift in the retina due to eye movements. This remapping is derived from a large neural
circuit involving the parietal and frontal cortex [101].

Remapping requires a transient shift from the presaccadic to the postsaccadic spatial position
of a neuron’s receptive field (RF) [3]. Also, they found that the receptive field’s remapping
phenomena lead to perceptual stability in the lateral intraparietal cortex (LIP) [10, 102]. It
has been demonstrated that neurons in the LIP area respond to a stimulus or a probe that
is located at their receptive field (RF) and displayed before the saccade. In other words, the
current neural receptive field knew its later position relating to the future saccade vector [10].

The remapping phenomena is interpreted as the brain solution for acquiring visual stability
with a combination of visual and eye movement information like: the retinal signal which
is due to the position of a stimulus on the visual field and the amplitude and direction of
saccade [3,103]. However, a remapped neuron may transiently respond to a probe anywhere
in the visual field as saccade can be performed in any amplitude and direction and this breaks
the rules of the topographic organization of the receptive field (RF) [3]. Although many of the
previous studies about remapping phenomena were applied to double-step saccade, Goldberg
et al. in 1992 used one step saccade which flashed a visual stimulus in the future receptive
field (RF) before the onset of eye movement [10]. This study helped in understanding neural
responses to the future field stimulus [3]. Consequently, Wurtz in 2008 stated that remapping
phenomena has an essential role in visual stability and it is a special property of eye move-
ments [9]. Subsequently, this approach was repeated in some other brain areas. Convergence
remapping has been considered a special feature, particular to visual cortex V4 [36] as it is
famous for being modulated by eye movements and attention [104,105].
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CHAPTER 3 METHODOLOGY

Data used in this master thesis was obtained from a previous study investigating the saccade
phenomenon [3]. In this work, the same data was re-analyzed within the context of probe
localization for phosphene induction in visual prostheses applications. In this chapter, first,
the preprocessing steps are explained. In the next step, the coding strategy is described. And
at the end of this chapter, the procedure of analysing the effect of the saccade is clarified.

3.1 Electrophysiological recordings

The recording methods have been elaborated previously in [3,27,106]. In summary, a sterile
surgery was performed to embed a headpost and a chronic 10×10 Utah Microelectrode Array
with 1 mm long electrodes and 400 µm inter-electrode spacing into area V4 of a 8 years
old macaque monkey. The arrays were set to cover a significant portion of the parafoveal
visual representation. In area V4, the structural and stereotactic coordinates [107] as well
as the physiological properties of neurons have been identified [27]. Upon recovery from the
surgery, monkeys were rewarded for making visually guided saccades while being chair trained
(Crist Instruments). All experiments got approval from the Animal Care Committee of the
Montreal Neurological Institute and performed in accordance with the regulations defined by
the Canadian Animal Care Council [3].

3.2 Signal acquisition and pre-processing

Wideband signals were recorded on the 96 channels in each Utah series using a standard
data acquisition system (Plexon Multichannel Acquisition Processor System), optimised for
10 kHz sampling (hardware filters of bandpass between 0.07 and 2,500 Hz).

An electrode inserted into the brain of an animal detects electrical activity generated by
neurons close the electrode tip. The recording ability of each electrode corresponds to the size
of their tips. Electrodes with larger tips can record multiple neuron activity. This method of
recording, known as "multi-unit recording," is commonly used in conscious animals to monitor
variations in behaviour in a discrete brain region during normal activity. The number of cells
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surrounding an electrode, as well as which spikes come from which neuron, can be determined
using recordings from one or multiple closely spaced electrodes. Spike sorting is the name for
this process. This method is effective in areas where specific cell types with well-defined spike
patterns exist. Individual neuron activity cannot be distinguished when the electrode tip is
much greater, but the electrode can also record a field potential generated by the activity
of several cells. Extracellular field potentials are local current sources created as a result of
the combined activity of numerous neurons. A field potential is usually generated by the
synaptic activation of several neurons at the same time.

Spike sorting and LFP analyzes were performed by digital off-line filtering. The power
spectrum of these wideband signals was tracked regularly to reduce line noise and other arte-
facts [108]. The residual 60 Hz (and potential harmonics) noise was eliminated offline with a
previously implemented power spectrum correction system. Preamplifier design adjustment
and preliminary signal processing were carried out as previously described [106]. Briefly,
spikes were sorted offline by filtering the raw signal between 500 and 4000 Hz on each record-
ing by first bandpass, and then using the modified algorithm ’wave-clus’. [109]. LFP signals
were estimated by eliminating wideband signal action potential waveforms using the Bayesian
approach [108]; the despiked signal was then bandpass filtered (0.2 to 150 Hz) and down-
sampled to 500 Hz for generating LFP signals. All the digital filtering was performed with
a fourth-order two-pass Butterworth filter. MUA and LFP were extracted offline through
MATLAB (Mathworks) and explained in the following sections 3.5.1 and 3.5.2. Figure 3.1
illustrates steps for recording extracellular activities as well as extracting LFP and MUA.

3.3 Experimental paradigm

The experimental procedure has been described previously [3, 106]. A cathode-ray tube
(CRT) video projection device with a refresh rate of 75 Hz back-projected the visual stimulus
on a semi-transparent display. At the view distance of 78 cm, the projector covered an area
of 80◦×50◦ of the visual angle. All visual stimuli were white square probes with a luminance
of 22.5 cd.m-2 presented for 25 ms on a dark background with luminance lower than 0.01
cd.m-2. Basic framework of experimental paradigm was illustrated in figure 3.2.

A 0.50◦ (visual degree) red dot, in diameter, was used as the animal fixation point for each
trial in the top right portion of the grid. If the fixation diverged by more than 2.5◦ from the
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Figure 3.1 Neural recording. Neural activities recorded by implanted microelectrode array
in the form of extracellular activities after receiving information from the retina by the
visual cortex. After the signal is low-pass and high-pass filtered to obtain LFP and MUA
respectively for decoding purposes. Picture was adapted and modified from [1].

target, the trial was terminated. After fixing the red dot for 500 ms, a visual sample (probe)
was flashed in the lower left quadrant of the visual field, at a location randomly selected,
from 100 different positions arranged in a 10×10 grid, as illustrated in section B of figure 3.3.
The grid size and position were chosen to mask the retinal eccentricity of the neurons in the
lower left hemifield of about 40◦. Each probe was square in shape, 2◦ in width, and located
4◦ center-to-center distance from its neighbours in both vertical and horizontal directions.

After a variable delay of 500 to 1000 ms, the fixation point jumped to a new target in the
top middle of the same 10 × 10 grid and the monkey needed to make a guided saccade to
the new fixation point. Before the beginning of saccade but 100 ms following the emergence
of the saccade target’s appearance, the second probe was flashed. To ensure the second
probe flashes were fully eliminated, a photodiode measured 35 cd.m-2 luminance fading on
the projection screen. Luminance decreased by 99% 6 ms after the probe offset; any trial
in which the saccade began less than 10 ms after the probe offset, was eliminated. During
another interval of 500-1000 ms, other stimulus as a third probe flashed for 25 ms while the
monkey’s eyes were required to be fixated. A liquid reward was given to the monkey after
each successful trial ended.
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Figure 3.2 Brief illustration of experimental paradigm. A basic framework of the
experimental paradigm for studying the effect of saccade on probe localization. A monkey
with implanted intracortical microelectrode array receives visual stimuli in the time of fixation
and saccade in different positions. The resulting activity of neurons, extracellular activity, is
recorded. By filtering extracellular activity LFP and MUA responses are calculated. These
responses are then decoded for localization purposes. Picture was adopted from [2].

The Liquid reward was only granted if the monkey had successfully made a saccade by further
fixation. The test was terminated if the monkey could not fix its eyes within 2.5◦ from the
target. For each fixation point in a pseudo-random order, at least 10-15 trials were repeated
per probe location on the grid. To prevent having the same neurons in the various data set,
the recording was done on non-consecutive days. Trials containing blinks, double step or
catch-up saccade were discarded by offline eye movements processing.

3.4 Eye movements

The location of the eye was tracked at 1,000 Hz by an infrared eye tracker (Eyelink; SR
Research). Saccade onset is defined when the eye trace crosses the fixation window and the
velocity threshold (200◦ per second). In contrast, the offset of the saccade was defined by an
eye trace velocity reduced below the threshold (200◦ per second). As mentioned above, the
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Figure 3.3 Illustration of experimental paradigm. (A) Graphical scheme of implanted
electrode arrays in the visual cortex V4 to electrically stimulate the brain, phosphenes in-
duction, and vision restoration. (B) All possible visual probe locations on 10×10 probe grid.
Red dot and red + illustrate fixation point and saccade target, respectively. (C) Sketch of
the time course of a single trial; lines are indicating the relative timing of the fixation point
(FP), the saccade target (ST), and the eye movement (Eye). After a random fixation period,
the fixation point vanishes and the saccade target emerges and stays on for the rest of the
trial. The saccade latency from saccade target appearance was usually 100-200 ms. (D)
The fundamental process for generating images by phosphenes. (B) and (C) were adapted
from [3].

trial was accepted, as long as the vertical eye trace was in the fixation or saccade window (+-
2.5 degrees). Eye movements have been processed offline to exclude studies that contained
blinks or catch-up saccades.

3.5 Data Analysis

All analyses were performed in Python 3.6 and conducted separately for each fixation point.
When information observed by the retina and received by the visual cortex V4, implanted
electrodes start to record the action potentials from neurons in the form of extracellular
activities. By band-pass filtering, these activities LFP and MUA are obtained respectively.
See figure 3.1 for the steps of neural recordings.
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3.5.1 MUA analysis

Multiunit activity is an extracellular recorded signal. Spikes are the result of action potentials
generated directly by neurons. Each electrode records action potential from multiple neurons
and MUA or multiunit activity is the unsorted spiking activity that is recorded from the
electrode. The recorded neural activity was studied before and after stimulus onset (±350
ms). Each electrode site displayed the multi-unit activity (MUA) as spike counts computed
in non-overlapping time windows of 25 ms. For each trial, the MUA response was presented
as the division of the cumulative spike count over a specific time window for each electrode.
For MUA, predefined time windows were provided by three different response datasets , wide
(150 ms), medium (50 ms) and narrow (25 ms), normalized over all trials per electrode and
all began 50 ms after stimulation started.

3.5.2 LFP analysis

Local field potential (LFP) is a transient electrical signal that is generated in the extracellular
space in brain tissue by the total synaptic current in an area of the microelectrode [26]. LFP
is recorded from the cortical tissue’s depths and samples a larger local neuron population.
For recording LFP, signals are recorded by implanted extracellular microelectrode at a great
distance with an individual neuron in order to ensure no single cell dominates the electro-
physiological signal. Then to obtain LFP, the electrophysiological signal is low-pass filtered.
Local field potential (LFP) has better localization using its amplitude (0.2 - 150 Hz) than its
power in area V4 [26]. Also, the negative amplitude of the broadband LFP signals is effective
in distinguishing stimuli in various positions [3]. Hence, LFP responses were specified as
the mean amplitude of the broadband LFP signal over time windows similar to that used
for MUA. For LFP, three separate response datasets were thus created by predefined time
windows that all started 50 ms after the stimulus onset: wide (150 ms), medium (50 ms),
and narrow (25ms).

The responses of each dataset were normalized over all trials per electrode. In order to
confirm that the location information was not limited to a certain frequency band, a fourth-
order Butterworth FIR filter was applied to the broadband LFPs recorded 350 ms before to
350 ms after the onset of the probe [11]. Signals distributed into five frequency bands: theta
(4–8 Hz), alpha (8–12 Hz), beta (12–30 Hz), gamma (30–50 Hz) and high gamma (50–80
Hz) separately. The delta frequency band (0.5–4 Hz) was not considered in the analysis as
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it could not capture the reactions in each of the three windows. For each band (passed LFP
signal) measures and respective datasets were generated. All analyses were performed in
Python 3.6 and conducted separately for each fixation point.

3.5.3 Preliminary data analysis

A probe stimulus flashed during fixation (P1), a second probe flashed just before the com-
mencement of saccade (P2), and a third one at the end of saccade (P3). Figure 3.4 illustrates
example stimuli (probes) in various positions. After the saccade execution, neural responses
to probes (P3) were recorded in different locations on the grid.

We analyzed LFPs and MUA signals recorded from an implanted multielectrode array with
96-channel in visual area V4 of macaque monkeys. For both MUA and LFP traces, the
modulation of neural activities was noted in 50 to 125 ms after the onset of the stimulus.
LFP modulation appeared in the form of triphasic fluctuations, often with a marked increase
in the negative amplitude of the signal, while MUA modulation occurred in the form of
increased spike counts. The intensity of modulation depended on the location of the stimulus
on the grid (or flashed probe) and varied between recording sites [11].

Each electrode’s evoked responses to stimuli (MUA and LFP signals) was calculated from the
recorded activities using the narrow, medium, and wide time windows individually. Next, for
each probe position, the responses were transformed into z-scores and averaged. Standard
score (z-score),

z-score = X − µ
σ

, (3.1)

was calculated in order to standardize responses by eliminating the mean and scaling to
unit variance, where, in equation 3.1, X is a training sample, µ is the mean of the training
samples, and σ is the standard deviation of the training samples. Standardization is a
common requirement for machine learning methods as it helps an estimator to learn from
other features correctly.
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Figure 3.4 Illustration of probe grid and stimuli. The left panel shows all possible
position for probe appearance on grid with size 10×10 (spanning 40 visual degree). Series
of visual stimuli on an example trial; each presented instant displays a probe at an arbitrary
position. Red dot and red + indicate the positions of fixation point at P1 and P3 respectively.
Image was adapted from [3].

It was shown in [11] that increasing the eccentricity between probes expands the size of
receptive fields. However, this effect applies only among the medium and wide time windows.
This indicates that the narrow time window does not contain neural response information
in visual area V4. In addition, Foroushani et al. 2020 [11], demonstrated that response
windows of minimum 50 ms are required for obtaining the information about neural responses.
Therefore, they showed that, for MUA, the wide window obtained better discriminating
performance and that, for LFP, the medium size window is more effective. Besides that, we
calculated the localization performance (measured by F1 score, as explained in the following
section 3.7), with all three time windows. As we reported in section 4.1 of the results,
for MUA responses, the wide window is more localized, and, for LFP, the medium window
has better localization performance for real-time visual prostheses applications. Also, by
comparing the calculated performance pattern, given in figure 4.1, with ideal ones, given in
section C of figure 3.7, for both MUA and LFP, the wide and medium time windows are
the most similar to the ideal performance patterns. Consequently, we analysed the responses
using wide windows for MUA and medium windows for LFP.

3.6 Receptive field

As it is described in section 2.5, remapping introduced as one of the natural visual system’s
compensation solutions for the retinal displacement. During remapping, neurons respond
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to their stimuli in their future receptive fields. The receptive field of a neuron defines as a
limited region of the visual field whose illumination makes a neuron fire. In order to be able
to compare the behaviour of our proposed decoder (explained in the following section 3.7)
we computed neural receptive field with respect to saccadic eye movement steps.

To calculate the spatial receptive field (RF) map for each electrode, we averaged the stan-
dardized responses over trials with the identical probe position. The calculated receptive field
(RF) was then smoothed by a Gaussian filter and linearly interpolated in two dimensions
(over the stimuli (probe), 10× 10 grid). The Gaussian filter is defined as

G(X, Y ) = 1
2πσ2 e

−
(
X2+Y 2

2σ2

)
, (3.2)

where σ = 0.8 is the standard deviation, and (X,Y ) is the position of each probe on the grid.
We then fitted a two-dimensional Gaussian filter on the responses

G(X, Y ) ∼ G(A, µx, µy, σx, σy, d) = Ae
−
(
X−µx2

2σ2
x

+Y−µy2

2σ2
y

)
+ d, (3.3)

where A is the maximum response, (µx, µy) are the coordinates of the central position, SD
(σx, σy) are the standard deviations, and d is the bias. The input and the output of the model
are the (X, Y ) positions of each probe on the grid, based on the fovea position, and the mean
response to each probe, respectively. The centre of each receptive field was computed as the
centre of ellipses of full width at half height of the fitted Gaussian with diameters Dx and
Dy representing the receptive field [11] such as:

Dx = 2σx

√√√√−2 ln
(

1
2 −

d

2A

)
,

Dy = 2σy

√√√√−2 ln
(

1
2 −

d

2A

)
.

(3.4)

The average of Dx and Dy is reporting the diameter of each receptive field.
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3.7 Localization analysis

Localizing spatial positions was performed by classifying the responses to the presentation
of a specific probe position against the rest of the probes. For this purpose, we used a linear
support vector machine (SVM).We used SVM because it is efficient for small datasets as it
focuses on support vectors. Despite some linear algorithms like linear discriminant analysis
(LDA), the support vector machine has hyperparameters (regularization parameter C) that
control the size of margin between support vectors. In addition, compared to other classi-
fication algorithms like logistic regression (LR), it is less sensitive to outliers. We applied
localization analysis on MUA and LFP separately. SVMs are among the most useful algo-
rithms in large-dimensional cases and in situations where the number of dimensions exceeds
the number of measurements.

The dataset was made of 1769 trials (data points or samples). SVMs find a hyperplane
that distinctly classifies data points by maximizing the distance between each of them and
the hyperplane. We chose linear kernel for our estimator (SVM) in order to localization of
each probe position. SVMs define a space with the number of features as the number of
dimensions, so we would have 96 dimensional space (96 electrodes). In such a space most
probably data are linearly separable. Linear SVM solves

minω,b,ξ 1
2 ||ω||

Tω + C
2
∑n
i=1 ξ

2
i ,

s.t. yi(ωTxi + b) ≥ 1, i = 1, ..., n,
(3.5)

where C is a hyperparameter which trades off between misclassification and margin, equiva-
lent to the complexity of the decision function, parameter b is the bias of the algorithm. Given
training dataset are xi ∈ IRp, i = 1...n, and targets are yi ∈ 0, 1. The above optimization
paradigm finds the optimal hyperplane which maximizes margin between classes.

Our problem is a binary classification schema since we discriminate each probe position versus
the rest of the probes located on the grid. The label of the target position is 1 (positive),
and the other positions are labelled 0 (negative). By solving the optimization problem given
in equation 3.5, 96 weight values ω will be calculated for each electrode. SVM updates the
weight values in each iteration of training to minimize the loss function and at the end of the
training process will report a weight with the minimum loss as a learned weight per electrode.
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Positive weights promote samples to be classified as the positive class (target position) and
negative weights lead trials to be classified as the negative class.

To construct a weight field (WF) for each electrode, we positioned the corresponding probe
localization weight at the position of each probe. Therefore, for each electrode, we will have
a 10 × 10 grid which has been filled by the localization weight values for each position on
that grid, as illustrated in figure 3.5.

The squared value of each weight determines the strength of its (electrode) contribution in
the classification (localization of a probe position). We first normalized weights for each
probe discrimination (localization). By averaging squared weights of each electrode across
all discriminations, i.e. 100 discriminations, we can estimate the overall importance of each
electrode. This process helped us to select some of the most important electrodes in order to
visualize the original weight values on the grid field (weight field, WF). In cortical prostheses
applications when our goal is to localize a phosphene at a particular position, we can use
these weights and apply them during microstimulation.

We shuffled the order of the trials in the training dataset to make sure that a random sample
is representative of the dataset. Since the number of repetitions of each probe position
differed (imbalanced label), we adjusted the SVM weights to preserve the balance of the
learned weights in inverse proportion to the class frequencies of the trials by using different
hyperparameter C (presented in 3.5) for each label.

We split trials into 80% training set and 20% test set. 5-fold cross-validation technique
and Grid-Search were used together to find the best set of hyperparameter (C for each
discrimination) in order to prevent overfitting. In 5-fold cross-validation, 4 folds were used
for training and 1 held out fold was used for validation. This process was repeated 5 times
with each fold assigned once to the validation fold. The average of these 5 performance
values was used as the performance using a specific set of hyperparameters (here, C). The
model that generated the highest performance was selected for the subsequent analysis. For
measuring both validation and test performance, we used F1 score. Localization process
diagram was illustrated in figure 3.6.



28

Figure 3.5 Visualization of weight field. In the left array, each row is 96 weight values
assigned to the electrodes for localizing one probe position. The right square illustrates an
example of the weight field (WF) constructed from the left array for electrode number 96.
On the right grid, black squares are the representation of each probe position. For each
column in the left array, there is a corresponding right square which is the representation of
the weight field for each electrode.

F1 score is useful when we want to classify positive minority classes, from an imbalanced
dataset, that are the labels corresponding to the target position. F1 score is calculated from
precision and recall

F1 = 2 · precision · recallprecision + recall (3.6)

where precision shows what proportion of selected items is actually correct and recall answers
to the question of what proportion of correct positive prediction is selected. In other words,
precision illustrates how many selected items are relevant and recall, shows how many relevant
items are selected in the binary classification problem. Mathematical equations of precision
and recall are shown in 3.7 and 3.8 respectively.

precision = true positive
true positive + false negative, (3.7)
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Figure 3.6 Localization model block diagram. Dataset was split into train and test
sets. The training set was transformed into z-score and its means and standard deviations
were used to standardize the test set. In the gridsearch training process, a set of values
for hyperparameter C were tried out for use in the cross-validation. fold-averaged cross-
validation F1 scores with each C were stored and at the end of the training, C value with the
highest F1 score was selected. This optimal model was used to predicted labels. Following
the prediction process, model performance was calculated as the F1 score of the model on
the test set.

and

recall = true positive
true positive + false positive, (3.8)

Where true positive refers to the positive samples predicted correctly (as positive), false
negative relates to the positive samples predicted incorrectly (as negative), and false-positive
shows the negative samples predicted as positive. F1 score is using positives and negatives
to measure the accuracy of the classification model in its prediction.
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Figure 3.7 Visualization of localization performance map. (A) Position close to the
fovea centre have lower eccentricity and can be localized better. (B) Discrimination perfor-
mance for localizing each probe position was presented at the location of each probe on the
grid. Black squares are representing probes and green ones are performance at position of
each probe. (C) The ideal performance pattern with respect to the retinal position (i.e. blue
and red circles). Left and right plots are corresponding to the expected performance pattern
in states P1 and P3.

The weighted linear combination of receptive fields (RFs) decides where the probe is local-
ized. ω1x1 +ω2x2 + ...+ωixi (in equation 3.5), where xi are the response from each electrode
i, can be rewritten as ω1RF1 + ω2RF2 + ...+ ωiRFi. This equation suggests that the contri-
bution of each electrode varies for localization of each probe. Mathematically, it is presented
as the weights assigned to each receptive field for localization of a position. Weight field
demonstrates how well an electrode can localize every position in the visual field. There-
fore, an electrode with the maximum receptive and weight fields can best localize a position.
Calculated discrimination performance for localizing each probe position was mapped at the
position of each probe position on the grid, see section B in figure 3.7. We expected to see
extracted performance pattern in P1 and P3 close to the ideal patterns, shown in section C
of figure 3.7. In this work, we investigated on the performance pattern for P2.

3.8 Mislocalization analysis

Numerous studies have reported that a position of visual stimulus is mislocalized when it is
flashed during the execution of saccade, which causes a change in the receptive field [3,44,110,
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111]. Remapping phenomena or spatial updating has been introduced as a brain mechanism
for compensating this displacement which has been caused by saccadic eye movements [3,10,
101]. In order to provide continuous images to offer better perception in visual prostheses
applications, we need to investigate the remapping phenomenon on extracted electrodes
weights from the proposed model during localization. The representation of the visual scene
is stable during fixation. A position on the visual scene can be decoded by a neuron. At the
onset of saccade, the representation of the position shifts towards the position of the next
fixation. After saccade, the neuron continues to respond to the stimulus. This step entails
a remapping of the stimulus from the initial fixation coordinates to those of the desired
fixation. [3, 10]. This process is one of the visual system mechanisms to provide a stable
visual word.

To investigate the occurrence of mislocalization we need to know if there is any transient
shift on electrode’s weights (EW) at the onset of saccade as it occurs on the receptive field.
For understanding the occurrence of mislocalization we need to know what is the dynamics
of the remapping vector during saccade (perisaccadic). Remapping refers to a visual neuron
phenomenon that predictively responds to stimuli at the imminence of the eye movement.

Saccade can happen in any direction with any amplitude, so the neural receptive field (RF)
can remap anywhere in the visual field. Consequently, corresponding weight fields (WF)
can also remap anywhere in the visual field. Studying the future field and saccade target
remapping on weight fields will assist in understanding mechanisms of mislocalization in
perisaccadic eye movements. To illustrate the transient shift on the weight field, we studied
changes between actual and remapping vectors.

The true weight field shift is a vector connecting the centre of the current field (CF) and
the centre of the future field (FF). The actual remapping vector connects the centres of the
perisaccadic weight field and the future field. To show changes in these vectors we studied
the magnitude and angle between them in pre, peri, and post saccade steps, as illustrated in
figure 3.8. To calculate the centre of the weight fields we fitted a two-dimensional Gaussian
filter to the weight field data. The definition of the Gaussian filter has been described in 3.4.

The angles between the vector ā of future field (CF - FF) and the vector b̄ of actual remapping
(Perisaccadic weight field - FF) is calculated as
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Figure 3.8 Schematic of Weight field remapping. A cartoon of the current field
(CF)(solid black circle), future field (FF)(dashed black circle), and an example of perisaacdic
field (dashed green circle) of an assumptive neuron for an away saccade (dark blue arrow).
The actual weight field vector is between CF and FF (blue arrow). Likewise, the actual
remapping vector is connecting the centre of perisaccadic field and future field (FF) (orange
arrow). θ, represents the angle between the actual and remapping vector. Red square and
cross illustrate the first and the second fixation points (saccade target ST), respectively.

α = arccos ā.b̄

|ā| .
∣∣∣b̄∣∣∣ . (3.9)
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CHAPTER 4 RESULTS

This chapter contains the results of the coding strategy used by the decoder for localization
in fixation and saccade preparation conditions. We will present and compare the effect of
perisaccadic mislocalization on decoding weights and compare that to the receptive fields.
We studied neural activity data recorded from 96 electrodes in 1769 trials. In each trial the
data was provided 350 ms before to 350 ms after the stimulus onset. MUA data were spike
rate values over 25 ms slots while LFPs data were sampled at 500 Hz rate.

4.1 Position decoding

In this section, we characterized the precision of our decoding strategy to discriminate posi-
tions from MUA and LFP responses in V4. We showed our proposed method performance for
position decoding which helps to select a minimum number of electrodes required to produce
a stable percept during saccadic eye movements for visual prostheses applications. To decode
probes positions on the grid, we trained a support vector machine (SVM) on both MUA and
LFP responses during fixation (P1), at the initiation of a saccade (P2), and after the saccade
(P3). Foroushani et al.2020 [11] showed that MUA and LFP responses are capable to decode
the position of each probe. We applied the linear support vector machine (SVM) classifier
to discriminate neural responses to a specific probe position among responses to the other
probes. Our proposed decoder (SVM) assigns a weight to each electrode which shows its
importance level to discriminate each probe position, ω (weight) was calculated by equation
3.5.

To select a correct response window for MUA and LFP we compared the performance results
for three specific windows (narrow, medium, and wide). In section C of figure 3.7, the ideal
pattern for localization performance map (measured by F1 score) has been shown. Based
on this, with lower eccentricity we have higher performance. Our result in figure 4.1 shows
that, the narrow and medium windows for MUA responses, comparing to wide window, they
have lower localization ability. However, the wide window has a closer pattern to the ideal
localization performance pattern. In narrow window of LFP, the performance has not been
localized correctly. For LFP, the medium and wide windows both have a close pattern to
the ideal one. In addition, in closer area to fovea centre, MUA with the wide time window
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is better localized and LFP with medium and wide time windows have better localization
performance. However, for real time applications in visual prostheses a smaller time window
is better than a wider one [11]. Consequently, we chose a medium time window for our
localization purposes.

Narrow Medium Wide
A

B

Figure 4.1 Visualization of performance pattern. Plots are representing the extracted
performance pattern in P1 for three time windows: narrow, medium, and wide. Section A and
B corresponds to the performance patterns for MUA and from LFP responses, respectively.

Eccentricity is the distance between the foveal centre in visual degrees. Localization per-
formance depends on eccentricity, in our experimental setup, it is the distance between a
position on the grid and the position where the monkey has fixated its gaze. Performance in
lower eccentricity is higher, see section (A) figure 3.7; change in the retinal position alters the
performance map accordingly. The results illustrate that, by shifting retinal position from
P1 to P3, performance maps shift accordingly to keep the highest performance near the new
(or target) fixation point (P3). However, this behaviour breaks slightly for P2, as shown in
figure 4.2. To calculate the decoding performance we used the F1 score reported as a number
in a range from 0 to 1, as defined in equation 3.6. Figure 4.2 shows the result of the measured
performance for the support vector machine (SVM) on both MUA and LFP responses in all
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three state of the experiment, P1 (before the saccade), P2 (at the initiation of the saccade),
and P3 (after saccade). Our results show the dependency of the position discrimination on
the representation of fixation point on pre and postsaccadic eye movement. On the other
hand, we can interpret from the measurement how well the algorithm could discriminate each
probe position. Table 4.1 reports the localization performance corresponding to lower and
higher eccentricity. These values are measured by F1 score, figure 4.2. In the table 4.1, we
reported minimum and maximum performance values to show the effect of eccentricity on
the localization performance. Each row of the table reports minimum and maximum values
of localization performance and the corresponding probe eccentricity.

Figure 4.3 shows results of the subtracted performance values of P2 from P1. Subtracting
performance results of P1 from P2 (P2 – P1) showed a significant drop in the localization
performance of probe positions close to the foveal centre in the P2 condition compared to
that of P1. This suggests that in the time of saccade, V4 neural activity cannot accurately
localize spatial positions. This drop was more obvious near the fovea because farther probes
in both conditions (P1 and P2) could not be localized accurately, which makes sense: lower
eccentricities have smaller receptive fields (RFs) which can localize spatial positions better.

In order to understand the coding strategy used by the decoder to localize positions, in the
next sections we study properties of linear weights assigned to the electrodes by the decoder.

4.2 Localization

Here we focused on phosphenes localization with the assist of electrical stimulation in presence
of a saccade, to suggest an effective strategy, very similar to the natural vision, for phosphene
induction in the generation of a stable percept in visual prostheses applications. The purpose
of localization is to discriminate a probe position among the others on the grid. In other
words, localization analysis is classifying group responses for each position (probe position)
on the grid.

For cortical visual prosthetic applications, localization weights for each position can help to
find correct microstimulation strategy to induce phosphenes at particular position. For the
localization of each probe position, 96 weights were obtained. For each electrode observed
weight from SVM, defined in equation 3.5, was mapped on a grid as shown in figure 3.5). Our
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Figure 4.2 Localization performance in three states. Fixation on P1 (right), fixation on
P3 (left), and saccade onset (P2). Performance depends on the eccentricity so the position
of fixation affects the receptive field position. In P2 (onset of saccade), the localization
performance has been changed towards the fixation point on the left side of the grid (P3).
Performance results for MUA (top) and LFP (bottom) are illustrated.

MUA LFP

Figure 4.3 Localization performance drops in the time of saccade. Above graphs
illustrate subtracting performance result for MUA and LFP from P1 by P2. Negative values,
show the information missed in P2. The immediate drop close to the fovea centre (top right
of the grid) is clearly appears in both graphs through the squares with the lower values.



37

Table 4.1 Localization performance with respect to the eccentricity

Signal Performance P1 P2 P3

MUA Minimum 0.26 (36.055◦) 0.06 (39.446◦) 0.61 (36.055◦)
Maximum 0.98 (4.472◦) 1.00 (10.770◦) 0.97 (13.416◦)

LFP Minimum 0.16 (38.418◦) 0.25 (31.304◦) 0.12 (39.446◦)
Maximum 0.96 (10.000◦) 1.00 (4.472◦) 1.00 (30.000◦)

results enables us to select the best electrode average response over all probes (positions) on
the grid in order to choose the set of electrodes to apply a significant microstimulation strategy
for every step of eye movements: P1, P2, and P3. Moreover, this method gives the ability to
define the best electrode for localizing a specific probe position by means of sorted weights
for each of the electrodes. Before performing classification analysis we standardized (zscore)
the responses associated with each electrode. Thus, this standardization brings responses
from all electrodes to the same scale. Those with the highest weight values are the ones that
contributed the most. Therefore, not only the best electrode is not the one with the largest
response value but also, the most important electrode is the one with the larger weight.

Figures 4.4 and 4.5 show weight fields for MUA and LFP weight fields, respectively, for
fixation points (P1, P3) and the onset of saccade (P2), for the three electrodes with the best
average responses for each probe position. We choose three electrodes with better weight field
(WF) in terms of visualization purposes. After eye movement the relative position of each
probe to the fixation point changes. The positions that were close to the foveal centre are not
close anymore after jump from P1 to P3, hence the distribution of localization performance
changes. Therefore, for phosphene localization in each step of the saccade, we need to activate
the electrodes that have the largest weight to localize a specific position.

For each probe position, 96 weights were presented both for MUA and LFP. The extracted
weights help in discriminating each position over the others on the grid. With our method,
for each step of eye movements (P1, P2 and P3), the best electrode candidate can be selected
to localize each position in cortical visual prostheses application. Each probe position elicit
response in multiple electrodes and the electrode with its receptive centre at the position
of that probe is not necessarily the best electrode. SVM uses information from multiple
electrodes to discriminate a single probe position. These results show that our method can be
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used to weight electrodes in visual prostheses applications in order to stimulate phosphenes
even during eye movements. The generated responses to a probe position (by applying
electrical stimulation) are not unique. However, for each probe position, the decoder sets
responses in a particular interval that can indicate the response to a probe with a specific
probability value. In visual prosthesis applications, for each probe position, the electrode
with largest weight values will be selected for the electrical stimulation. However, to localize
a probe position it is possible to have multiple electrodes with the same weight values. Thus
for phosphene localization, in visual application prostheses, we need to consider all effective
electrodes (largest weight value). Or, we can remove electrodes with redundant information
[11], to choose the effective ones for phosphene’s localization. By stimulating an electrode
with the largest weight value for localization purpose, we expect a phosphene to be induced
at that position which is necessary for making patterns in visual prostheses. Therefore, with
the existence of electrodes with the same weights, we suppose to have the same phosphene
induction. Studying the extracted localization weights from our decoder (SVM) enables us
to explore the mislocalization phenomenon in order to compare the behaviour of the decoder
with the real visual system.

4.3 Mislocalization

As it is mentioned in section 2.4, there are many reports of failures of visual prosthesis appli-
cations in updating visual information during saccadic eye movements [4]. Even though the
mislocalization phenomenon exists in healthy natural visual systems, our brain mechanisms
prevents us to notify it. In prostheses applications, to have such a system proposing a stable
image of the world, even in the time of saccade, we first need to investigate the proposed
decoder system to induce phosphenes, in order to check if it behaves similarly to the natural
visual system during a saccade. In this case, we can claim that our decoder has the ability
to provide a stable percept for the visual prostheses application.

As mentioned before, remapping contains a transient shift in the spatial position of a neuron’s
receptive field from presaccadic to postsaccadic eye movement. This phenomenon have been
introduced in 1992 [10] as the brain ability to provide visual stability. In figures 4.7 and 4.8,
changes in neural receptive field have been illustrated for pre, peri and post saccade. In state
P2, the onset of the saccade, the receptive field moved towards the saccade target. Sujay et
al., 2016 [3] reported that, in the onset of the saccade, the centre of the receptive field will
shift. This shift can be noticed in figures 4.7 and 4.8 for MUA and LFP, respectively.
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Figure 4.4 Weight fields with respect to MUA responses. Calculated weight values
for each electrode, for localizing each probe position, have been illustrated in the location of
visual stimuli for P1, P2 and P3, using MUA responses. The three selected electrodes, are
sampled out of 96 for better visualization purposes.
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Figure 4.5 Weight fields with respect to LFP responses. Calculated weight values for
each electrode, for localizing each probe position, have been illustrated in the location of
visual stimuli for P1, P2 and P3, using LFP responses. The three selected electrodes, are
sampled out of 96 for better visualization purposes.
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Visual prostheses applications are working with weight fields to generate patterns. To inves-
tigate the mislocalization phenomenon in visual prostheses during the saccade, we analysed
the transient shift in the weight field assigned to each probe position through a support vector
machine (SVM). Also, we studied how the centre of the weight field (WF) changes relatively
to the receptive field (RF) in pre, peri, and post saccade.

To investigate the mislocalization phenomenon on weight fields (WF), we examined the
dynamics of future field (FF) and current field (CF) vectors. These vectors respectively
correspond to the centre of weight field in the fixation point to the saccade target (FF), and,
the vector which connects the centre of weight fields in the immediate of the saccade, to the
saccade target. This investigation will help us to understand if we can capture the same
behaviour in weight fields as the receptive field in the presence of eye movements.

In order to determine the relationship between receptive field and weight field centres for
each electrode, we calculated the spatial distance between their centres. This is important
since it shows the coding strategy (weight assignment) used by the decoder for localization.
Foroushani et al. 2020 [11] showed that, for discriminating the positions of pair of a probes
with a small separation, the centre of weight field will locate on the flank of the receptive
field. On the other hand, for larger separations, weight field centres tend to locate close to
the receptive field centre [11, 112]. However, in our problem, that is essentially localization,
we are discriminating a position from both small and large separations. Therefore, we expect
to see various distances between centres of weight fields and centre of receptive fields. In
order to visualize it, for every electrode, we used histograms to present distribution of these
distances, shown in figure 4.6.

Using MUA data, when the monkey has fixated his gaze, as for P1 and P3, see figure 4.6
sections A and C, there are many electrodes with small distance between WF and RF. This
suggests that, most of the probes are located in the farther distances from a specific probe.
This make sense because the number of more distant probes is higher than the number of less
distant ones. However, in P2, see figure 4.6 section B, at the time of saccade, this pattern
breaks which suggests that weights are not assigned well, leading to higher misclassification
rate. For P2, we can observe that distances around the mean (25◦) are dominant. This
confirms the mislocalization phenomenon that happens just before the saccade [3]. Saccade
preparation increases the distance between the weight field and the receptive field centres.
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With LFP, similar behaviour occurs but it is less observable. To quantitatively, show this
similarity, we fitted Gamma distribution to the histograms. Our results showed that the
peak of distribution for P2 has been shifted to the right compare to P1 and P3.

Studying the dynamics of saccade vectors on weight fields show that, in the onset of the sac-
cade, the vector between the centres of weight fields in perisaccadic to postsaccadic (remap-
ping vector), has a shift in comparison to the vectors of presaccade to postsaccade (actual
vector). In other words, by investigating weight fields mislocalization we can observe that
the decoding ability will change as the modification or shift in the receptive field. To study
the effect of mislocalization, we compared the magnitude of remapping and actual vectors.
Also, the angle between the remapping and the actual vectors was calculated by equation
3.9. We performed t-test which determine if the remapping vector differed from the actual
vector.

H0: difference between magnitudes of two vectors is zero, no difference between vectors.
H1: difference between magnitudes of two vectors is not zero, P2 has an effect.

In table 4.2 the Pvalue for the magnitude of two vectors has been illustrated. We used this
Pvalue to show that perisaccadic to postsaccadic vector is not complying with the presaccadic
to postsaccadic vector. Thus, we can conclude that mislocalization is happening in weight
fields. For both MUA and LFP, the pvalue of magnitude is less than 0.05 which shows a
significant change from remapping vector to actual vector. Also, the values of the angle
between the vectors indicate changes in them. Since the calculated angles represent values
greater than zero, this means that the remapping and actual vectors has different direction.

P2 weights, that are SVM weights assigned to each electrode when mislocalization happens,
can be used to imitate the process of localization for cortical prostheses applications. To
obtain a stable pattern by inducing phosphenes during saccade in visual prostheses, we need

Table 4.2 Pvalue for the magnitude of remapping and actual vectors

Signal Pvalue
Local Field Potential (LFP) 0.0046
Multiunit Activities (MUA) 0.0009
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Figure 4.6 Graphical representation of distribution of distances between centres of
RF, WF. Histogram of Euclidean distance between the centre of receptive fields and weight
fields for all 96 electrodes with MUA (top - blue graphs) and LFP (bottom - green graphs)
and fitted gamma distribution. (Left) P1, (Middle) P2, (Right) P3. Ten bins were considered
for the histogram. In each graph, the x-axis shows Euclidean distance ranges (visual degree)
and the y-axis represents the rate of electrode existence with specific xvalue.

to be able to select electrodes in all steps of the saccade. For this purpose, our decoder
provides weights that corresponds to the electrode’s importance level for localizing each
probe position on the grid during saccade, see equation 3.5. As it is shown in figures 4.11
and 4.12, each electrode in any state of a saccade can localize a specific probe. Besides,
as extracted weights from our proposed decoder showed the same behaviour in presence of
saccadic eye movements, we can anticipate that by using this technique in visual prostheses
we can provide a stable percept which is comparable with the natural visual system.
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Figure 4.7 Receptive field with respect to MUA responses. Change in the position
of an example neuron’s receptive field with respect to the state of saccade. In state P2, the
receptive field is shifted towards the saccade target (P3). The white arrow shows the change
on receptive field in the state P2 towards the saccade target.
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Figure 4.8 Receptive field with respect to LFP responses. Chang in the position of
an example neuron’s receptive field with respect to the state of saccade. In state P2, the
receptive field is shifted towards the saccade target (P3). The white arrow shows the change
on receptive field in the state P2 towards the saccade target.
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Figure 4.9 Centre of weight fields concerning MUA responses. In each step of the
saccade, the centre of weight fields has been calculated in order to investigate mislocalization
phenomena. For calculating the centre of weight fields we fitted a two-dimensional Gaussian
model to them.
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Figure 4.10 Center of weight fields concerning LFP responses. In each step of the
saccade, the center of weight fields has been calculated in order to investigate mislocalization
phenomena. For calculating the centre of weight fields we fitted a two-dimensional Gaussian
model to them.
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Figure 4.11 The shift in centres of weight and receptive fields concerning MUA
responses. Shift in the localization capability of V4 before the saccade (P1), slightly before
saccade but after the change in the location of the fixation point (P2), and after the saccade
(P3). Blue circles are showing the centres of the weight and receptive fields. On the plots,
we can see that the centre of the receptive field and weight field are corresponding to each
other in all states of eye movements.
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Figure 4.12 The shift in centres of weight and receptive fields concerning LFP
responses. Shift in the localization capability of V4 before the saccade (P1), slightly before
saccade but after the change in the location of the fixation point (P2), and after the saccade
(P3). Blue circles are showing the centres of the weight and receptive fields. On the plots,
we can see that the centre of the receptive field and weight field are corresponding to each
other in all states of eye movements.
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CHAPTER 5 DISCUSSION

We move our eyes to explore the world around us. These movements make changes in the
positions of the objects in the retina. Despite that, the natural visual system provides us with
a stable perception of the world around us without us realizing it. In other words, our brain
compensates for this displacement. However, the perisaccadic perceptual space is distorted.
Most of the previous studies in cortical visual prostheses were based on creating stimulating
patterns when the eye is fixing on a position. In other words, such a system is providing a
discrete image and fails to update the visual information with the eye movement. Spatial
updating in artificial vision applications are essential in order to create a stable image for
human with visual damage.

In this master project we quantitatively showed how much saccade preparation influences
localization capability of V4. These results can help generating stable percepts using visual
prosthetic devices. First, we proposed a decoder that was able to localize probe positions not
only when eyes were fixating on a point, but also in the onset of saccade. The results of this
study can be applied to visual prosthetic devices that require creating stable images. For this
purpose, we used Multiunit Activity (MUA) and Local Field Potentials (LFPs) recorded data
from visual cortex V4 in macaque monkey. We compared the performance of the decoder
in fixation conditions versus saccade initialization condition. For this, we compared the
extracted electrode weights from decoders in pre (P1), peri (P2), and post (P3) saccadic eye
movement.

5.1 Summary of Works

Visual impairment can have devastating impacts on people’s life. Fortunately, many studies
have been on artificial vision. The visual prosthetic application’s goal is to recover the
vision function of people with visual impairment. However, one of the major problems in
these devices is to generate stable and meaningful images from phosphene, cortical visual
representation of light points, with the assist of applying electrical stimulation parameters
to implanted electrodes. On the other hand, there are reports about the failure of these
devices in updating visual information in the time of saccade. Saccade is one of the main eye
movements we make to scan the world around us in order to have a stable image from the
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visual scene. One of the prospective solutions for this failure in the prosthetic application is
to inducing phosphenes at multiple positions stably by artificially creating the visual system
mechanism called remapping. For this purpose, we need to understand how this visual
remapping works and how saccadic eye movements affect the localization of each stimulus in
the visual cortex.

This thesis interest was to propose a decoder for real visual prosthesis application with the
ability to generate a stable percept not only in the fixation point but also in the onset of
saccade by discriminating each probe position from the others. This gives important informa-
tion to induce a phosphene in a specific location in the visual fields. In addition, we studied
this phenomenon in both Multiunit Activity (MUA) and Local Field Potentials (LFPs). Us-
ing LFP responses for investigating probe localization for visual prostheses applications is
important because, they are more stable and can be measured consistently for years after
multi-electrode arrays have been implanted [11, 113]. Also, we showed that perisaccadic
distortion can be traced to the electrode weights which were extracted from the implanted
multielectrode array in visual cortex V4.

For this purpose, we studied the correspondant of changes in our proposed decoder weights
with respect to the changes in the receptive field in presence of saccadic eye movements.
Study of the decoding weights indicated that each electrode would precisely localize position
located at its receptive field centre when we consider discrimination of a probe position from
the others.

Besides, previous studies in prosthesis applications were focusing on discrimination between
a pair of visual positions although in our study we considered probe localization by discrimi-
nating each probe from the rest of the probes on the grid. Overall, according to the obtained
results, it can be concluded that, by using our proposed method, we can control the weights
of the electrodes even during a saccade. Consequently, we can change them so that the image
stays stable in visual applications during eye movements. In other words, we can rearrange
the stimuli that are given to the electrodes for phosphene induction. By this method, we
can expect to have the same behaviour as healthy visual system for scanning the world and
generating stable percept.
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5.1.1 Recommendations

What is important to remember is that decoders typically evaluate the evoked neural activity
response. Response measurements are collected on the basis of certain hypotheses concerning
the signal and the verification of the capacity of the response to discriminate. However, this
can lead to bias in the outcome, since it requires assumptions about the response measures.
An approach to address this obstacle is to use all temporal neural activity samples to train
the decoder instead of a single response value. Although this is a more reliable approach, it
requires more data and a more complex model, like a neural network (NN) or convolutional
neural network (CNN), in order to calculate the decision boundary.

The generation of phosphonated perceptions is created by electrical current pulse stimulation
in almost all cortical visual prostheses studies, regardless of whether an anticipated pattern of
neural activity is developed. These activation waveforms add new neuronal behaviour to the
brain that might not be interpreted by brain circuits and, as a result, intensive preparation
sessions would be needed to identify these unnatural patterns of activity. Major work is
therefore needed to invent stimulus techniques that can produce preformed neural activity
patterns that correlate to meaningful perceptions.

5.2 Limitations

Limitations of this work are described below:

– Another mechanism use by the brain to provide image stability by decreasing neural
responses around the time of saccade is called saccadic suppression. This mechanism
besides remapping is essential for having stable percepts in visual application prosthe-
ses. In this work, we considered just mislocalization phenomenon during saccade for
probe localization. However, having visual prostheses that are able to produce a stable
world for people with a visual impairment also requires to have the same mechanisms
as saccadic suppression.

– The proposed decoder needs more amount of recordings for each probe per session to
have better precision with the lower level of overfitting. However, it would be difficult
for monkeys to perform more than a specific number of trials per session.
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– Despite the fact that LFP responses are more long-lasting and resistant than MUA,
they have a lower spatial resolution which makes them less appropriate for implan-
tation of electrodes in the peripheral and even parafoveal regions. Consequently, to
achieve accurate precision for LFP, the electrodes have to be implanted in the foveal
representation.

5.3 Future Research

In this work, we presented a coding strategy for localization purpose by discriminating each
probe position from the rest of the probes in presence of saccadic eye movements, in order to
create a stable percept in visual prostheses applications. However, still, further studies are
required to create cortical visual prostheses that interface with the real visual system. Some
of the possible future work is described in the following.

In visual prostheses applications, it is not easy to produce a particular pattern of neural
activity by implementing a spatiotemporal microstimulation pattern, since neuron activation
can be spread without any control. The activation pattern is influenced by numerous factors
like the configuration of implanted neural circuits. The continuation of this project would
also include the creation of a statistical model to approximate the pattern of microstimulation
for a particular pattern of neural activity.

In this work, we use data based on the neural activities recorded during electrical stimulation,
meaning that we stimulate a current anywhere on the grid. Since this current is an electrical
signal, it cannot activate the desired point as expected. This means that the created neural
activity is distributed, which needs to be taken into account in future researches. For this
purpose, more details must be considered to convert this current into the desired pattern of
activation for it can accurately localize the required position.

Besides, the results obtained in this study are based on the data acquired from presenting
only one probe at a time. Future paradigms should be on a pair of probes. Therefore, in
each trial, multiple stimuli should be presented at the same time.
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