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Figure 1 clearly distinguishes between the curve of Male
individuals and the curve of Female individuals. A very restrictive
proportion of Female profiles are more likely to have high
revenues than low revenues (approximately 10% of the
population). Males are much more likely to have high revenues
because 30% of the population has higher CPL for this class.

In Figure 2, cyan and magenta curves are less distinguishable
than blue and red curves. Cyan and magenta are also skewed
toward the low-revenue class.

In Figure 3, cyan and magenta are less distinguishable than in
Figure 2, but still more than blue and red curves. The
distributions are also less skewed towards the low revenues
class than in Figure 2, but still more than the blue and red curves.

Computational Profile Likelihood is adaptable to
any fully connected deep network without
requiring model re-training or an additional
trained model.

We have used this method to exhibit variations
between Male and Female individuals in the
Adult Census database.

We also studied the impact of bias mitigation
technique on CPL calculations and observed that
differences between Male and Female profiles
were diminished.

CPL offers reliability and robustness against
unusual profiles [1] and brings promising results
in algorithmic fairness. However, further studies
are necessary.

Future research should aim to generalize these
results on various model architectures and
diverse databases. Studies on multi-dimensional
attributes could also be considered.

Fully connected deep
neural networks are
trained on an abundant
amount of data. In some
contexts, these data may
hold sensitive
information. 
Machine learning models
may differentiate outputs
on sensitive attributes,
like race, sex, or age.

With a database of individuals and a
classifier designed to classify these
profiles based on their salaries, we
aim to :

Investigate the use of
Computational Profile
Likelihood [1] to show that
ethically sensitive profiles are
distinguishable.

Measure the impact of a bias
mitigation technique [2] on CPL
measurements.

For each neuron of the penultimate layer of the classifier, histograms of
activation levels are constructed [1].

The Computational Profile Likelihood (CPL) of a profile is computed by
considering where corresponding activation levels “fall” into the histograms.
A higher CPL for a profile means that the profile is more likely to belong to
the distribution used to construct the histograms.

We considered the Adult Census database [3] and a binary classifier trained
to assign class “Low Revenue” or “High Revenue” to profiles of individuals.
We have focused on possible variations between Male and Female
individuals.

Figure 1 to Figure 3 : Normalized CPL against portion of the
respective population.

Figure 1 : Male curve in red and blue, Female curve in
cyan and magenta
Figure 2 and 3 : Male curve in blue, sanitized Male curve
in cyan, Female curve in red, sanitized Female curve in
magenta

Figure 4 and 5 :  Scatter representation of all inputs, where X-
axis is the distribution of Female Low Revenue, and Y-axis is the
distribution of Male Revenue 

Figure 1
Original data

Figure 2
Moderate bias mitigation

Figure 3
Strong bias mitigation

Figure 4
Male High Revenues inputs

Figure 5
Female High Revenues inputs

Figure 4 and 5 use Computational Profile Distance (CPD),
defined as the negative log of CPL. Higher CPD means
lower CPL.

On figure 4, 93% of individuals has lower CPD towards
Male High Revenues class than Female High Revenues
class. 
On figure 5, only 6% of all individuals has a lower CPD
towards Male High Revenues class than Female High
Revenues class.

The distributions of figure 4 and 5 are skewed towards
Male individuals, especially for inputs that have CPD
higher than 500.
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