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Featured Application: Following straightforward guidelines, feedforward neural networks enable
to design an accurate model-free control structure for the fast trajectory tracking of robotic arms.

Abstract: This paper designs a minimal neural network (NN)-based model-free control structure
for the fast, accurate trajectory tracking of robotic arms, crucial for large movements, velocities,
and accelerations. Trajectory tracking requires an accurate dynamic model or aggressive feedback.
However, such models are hard to obtain due to nonlinearities and uncertainties, especially in low-
cost, 3D-printed robotic arms. A recently proposed model-free architecture has used an NN for
the dynamic compensation of a proportional derivative controller, but the minimal requirements
and optimal conditions remain unclear, leading to overly complex architectures. This study aims
to identify these requirements and design a minimal NN-based model-free control structure for
trajectory tracking. Two architectures are compared, one NN per joint (INN) and one global NN
(GNN), each tested on two serial robotic arms in simulations and real scenarios. The results show
that the architecture reduces tracking errors (RMSE < 2◦). The INN is accurate for decoupled joint
dynamics and requires fewer training data than the GNN. A table summarizes the design process.
Future works will apply this control structure to low-cost robotic arms and micro-movements.

Keywords: three-dimensional printing; low cost; machine learning; uncertainties

1. Introduction

The transfer of robotics into everyday life is currently accelerating, with 20 million
robots expected to be in use worldwide by 2030 [1]. The ability of robotic arms to accurately
follow specified trajectories is important in a large field of applications.

Control structure methods for the successful tracking of such trajectories by robotic
arms represent a problem that has been studied for decades [2] and require either an
accurate dynamic model or aggressive tracking with high-gain feedback. However, for
most robotic arms, an accurate dynamic model can be difficult to obtain due to nonlinearities
(e.g., friction) and uncertainties (e.g., inertial parameters) in these dynamic systems [3],
making implementation on robotic arms difficult. Thus, the inability of these joint servo
controllers to address these nonlinearities and uncertainties can lead to the degradation
of accuracy in trajectory tracking [4]. Generally, in industrial robots, the solution consists
of finding a compromise between a reduction in the cycle time and an improvement in
tracking accuracy [5]. This situation is currently accentuated by the attempts to develop
3D-printed and low-cost robotic arms, which can have higher friction and cheaper motors.

The most common control architecture consists of a joint torque control using a lin-
ear controller, such as a traditional proportional–integral–derivative (PID) controller. To
compensate for the response time of the controller, a feedforward compensation using the
dynamic model of the system is usually added. Widespread alternatives can use simplified
models [6] or machine learning methods [3]. Notably, iterative methods, such as iterative
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learning control, are based on task repetition and allow for efficient trajectory tracking
either with the addition of a dynamic model [5] or without any information on the dynamic
model [7,8]. However, if these methods are useful for repetitive tasks, such as working
on assembly lines, the learned representation is not easily transferable between different
trajectories.

Control structures based on neural networks (NNs) have attracted attention with their
potential ability to generalize beyond a training set [5]. For trajectory tracking especially,
the power of approximation of NNs has been used in control structures to learn either the
forward or inverse dynamics of the system [9–12]. According to [5], when using an NN
architecture, the control problem falls either in reinforcement learning [13,14], adaptive
control [15], or optimal control [16].

To approximate a system’s forward dynamics, several NN architectures, such as recur-
rent neural networks (RNNs), feedforward networks, or radial basis function (RBF) neural
networks, have been used, e.g., [12,17–19]. In [20], NNs were used to learn inverse dynamic
models, and they were included as a feedforward component for dynamic compensation. It
has already been shown that NNs—especially RNNs and Long Short-Term Memory (LSTM)
neural networks—can outperform other techniques, such as Gaussian Processes, to learn
inverse dynamics when there are sufficient training data [21,22]. However, most of these
works operate at a torque-level control, which usually requires many parameters for the
NNs—in the order of 105 in [23], for a 7-degrees of freedom (DOF) robot arm—or several
neural networks to approximate different elements of the dynamic model. Moreover, when
torque control is required, a bridge exists between the results in simulations and in reality.
In [24], an adaptive controller based on a neural network was used for robot manipulator
trajectory tracking, but solely the simulation results were presented.

Even if the design of a controller plays a major role in control structures, Ref. [25]
reminds us that the design of the control structure also answers the following questions:
“Which variables should be controlled and measured, and which inputs should be manip-
ulated?” “Which control configurations (e.g., cascade control, feedforward control, etc.)
should be used, how must the different controls be organized hierarchically, and how many
degrees of freedom must the controller have to achieve the desired performance?”.

In [4], as in [26], another architecture is proposed for the control structure. An NN-
based control structure is used in an outer loop (i.e., for position control) as feedforward
compensation on either a quadrotor with a deep NN or a 7-DOF robot arm with an RNN.
These papers highlighted three main advantages of combining an NN system as feedfor-
ward compensation with a position PD controller. First, NN architectures can be applied to
various systems with complex dynamics while ensuring their stability [26]. Secondly, this
approach is easy to use because it does not need any prior information on the system and
can be applied to unseen trajectories without any adaptation process [5,11]. Thirdly, with
a good training process, this approach demonstrates good accuracy in trajectory tracking
while being computationally efficient with a small model [4].

In [4], the learning of the direct dynamic model of a flexible Baxter robot was conducted
at the joint position control level by combining a proportional–integral–derivative (PID)
controller with either a bidirectional RNN or an RNN associated with an iterative learning
control (ILC) algorithm, both with around 103 parameters, directly as one integrated model.
The results showed a reduction in tracking errors between 12% and 54% depending on the
joints, compared to the reference for random trajectories.

In [5], the inverse dynamic learning process of a 7-DOF industrial robot was first
conducted in a simulation by implementing the control for many trajectories to collect
data for the NN on the real system. However, this technique required a good dynamic
simulation of the system, which is rarely available for non-industrial robots because a large
amount of data is needed to train the model. In this paper, a trained NN with around
2·104 parameters—2 layers of 100 neurons—is employed as a feedforward component
to compensate for the dynamic errors of the position controller of an ABB IRB6640-180
robot with 6 DOF. This approach resulted in a diminution of tracking errors by 80% to 90%
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compared to tracking errors without compensation, achieving a global mean squared error
of 2.145◦ in their tests. Unlike their previous work [4], which used a single NN for the
whole system, the authors mentioned that on the studied ABB robot (Zurich, Switzerland),
the joint dynamics were decoupled—i.e., the impact of the joint movements was negligible
on the dynamics of the other joints—allowing the possibility to train six separate NN’s,
each approximating the dynamic inversion for one joint. However, only a global neural
network for all joints was implemented.

In [11], we proposed a model-free control structure for high-speed trajectory tracking
that combined the advantages of both proportional–derivative (PD) controllers, which
are stable and easy to use, and neural networks, which are efficient in estimating the
system dynamics. This method differed from [4] and [5] by using one NN per joint (the
INN method) instead of one global NN for the entire robot arm (the GNN method). The
architecture—illustrated in Figure 1—combines an NN with a PD controller. It consists of
learning the dynamic response of the PD controller with an NN and using it in an outer
loop as a feedforward compensation to predict and correct the errors of the PD controller,
which is effective for robot trajectory tracking [27]. A summary of existing methods for
trajectory tracking is presented in Figure 2.
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From our state-of-the-art review, it appears that using a control structure with an NN
architecture as a feedforward component for the inner-loop dynamic compensation allows
for reducing the errors in position and velocity during the trajectory tracking without
any prior knowledge of the dynamic model [4,5,11]. However, there is a lack of studies
optimizing the design process of this model-free control structure. This gap necessitates
experimentally selecting learning parameters, often leading to unnecessarily complex
architectures. Particularly, the current models still require a large number of parameters—
ranging from 103 to 104 parameters—resulting in non-convex loss functions and higher
computational costs during the training process. The minimum number of parameters
needed for the NN architecture to provide an effective dynamic compensation is also absent
from the literature, as well as the amount of data required to train these architectures.

Moreover, there are no established guidelines on the best NN architecture for the
use as feedforward compensation—whether a global NN for the whole system (the GNN
method) or smaller NNs for each joint (the INN method)—and the necessary conditions to
achieve optimal performances for these methods remain unclear.

The objective of this study is to design a minimal model-free control structure based
on a neural network for the fast and accurate trajectory tracking of robotic arms. The
subsequent objective is to compare 1. one NN per individual joint (the INN method)
and 2. one global NN for all joints (the GNN method). To meet this objective, both real
3D-printed robotic arms (3- and 5-DOF) and simulated robotic arms (3-DOF) were used.
We focused on the fast trajectories, i.e., trajectories where the PD is unable to accurately
track the trajectories due to the response time limitations. Figure 3 presents the design of
the studied robots.
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Figure 3. Design of the studied robotic arms for (A) simulated and real 3-DOF arms and (B) a real
5-DOF arm.

The planar 3-DOF setup allows straightforward results while accounting for external
forces like gravity, while the 5-DOF setup demonstrates the architecture’s applicability to a
widely used topology in industry settings.

2. Materials and Methods

To obtain the required results to evaluate the NN architectures used in the control
structure across different configurations, both real 3D-printed (3- and 5-DOF) and simulated
robotic arms (3-DOF) were used, as shown in Figure 3.
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First, the real 3-DOF planar robotic arm consisted of three 3D-printed bodies made
from polylactic acid with segment lengths of d1 = 0.2 m, d2 = 0.2 m, d3 = 0.1 m, respec-
tively. Each body was connected by a pivot joint actuated by XM-540 Dynamixel motors.

Secondly, the real 5-DOF robotic arm consisted of five 3D-printed PLA bodies. Two
DOFs were in the base (universal joint), while the remaining three were pivot joints, as
shown in Figure 3. All joints were actuated by Dynamixel motors from the XM series. The
segment lengths were d1 = 0.3 m, d2 = 0.3 m, d3 = 0.1 m, respectively.

The experimental results were used to validate and enhance the simulated results,
ensuring that the simulations represented reality. Specifically, we adjusted simulation
parameters, including PID gains, inertias, and masses, to ensure that the accuracy of the
simulated PD controller matched that of the real PD controller.

We also assumed that the internal dynamics of the robotic arms were deterministic
and repeatable.

2.1. Equations of the Simulated Model

The equations for the simulated system were generated using the Robotran software
(version 1.22.0) [28]. The semi-explicit formalism, as presented in (1), also referred to as the
direct dynamic model in the literature, was used as follows:

M(q, δ)
..
q + c

(
q,

.
q, δ, frc, trq, g

)
= τ

(
q,

.
q
)
, (1)

where M[n · n] is the symmetric generalized mass matrix of the system; c[n · 1] is the
nonlinear dynamic vector containing the gyroscopic, centrifugal and gravity terms, as well
as the contributions of external forces and torques; q[n · 1] contains the relative generalized
coordinates; δ[10n · 1] contains the dynamic parameters of the system, i.e., masses, centers
of masses, inertia; and τ[n · 1] contains the generalized joint forces.

To be as realistic as possible, the dynamic effects of the motors were considered by
accounting for the inertia of the rotor of each motor and viscous friction, which is velocity-
dependent [29]. For simplicity, we neglected the nonlinear friction torque given in this
article. Thus, the model of the motors was written as follows:

Jm
..
qm + Dm

.
qm = τm − Rτ, (2)

with τ corresponding to the generalized joint forces from Equation (1);
.
qm[n · 1] and

..
qm[n · 1] being the velocities and accelerations of the n motors, respectively; Jm, Dm, and R
being three [n · n] diagonal matrices corresponding to the moments of inertia, the viscous
friction coefficients of the motors, and the gear reduction ratios, respectively.

Finally, τm[n · n] is the vector of torques supplied by the motors, which corresponds
to the output of the PD controller. Based on [29], we used (1) to replace τ in (2) and
applied the relation q = Rqm to combine the equations to obtain the complete model of the
simulated arm:

Jm
..
qm + Dm

.
qm = τm − R

(
M

..
q + c

)
(3)

(J m + RMR)
..
qm + Dm

.
qm + Rc = τm (4)

..
q = R

..
qm = R(Jm + RMR)−1(τm − Dm

.
qm − Rc

)
(5)

An n-DOF robot arm was considered with a joint servocontrol with input qc ∈ Rn,
the joint position commands, and the output q ∈ Rn, the measured joint positions. Our
goal was to find a feedforward compensation such that, for desired joint trajectories qd,
the corrected input commands qc would result in the perfect tracking of these desired
trajectories: qc → q = qd . The architecture of the control structure is presented in Figure 1.

2.2. Implementation of the Control System

Once the gains of the PD controller were tuned by using traditional tuning methods,
the NN architecture for feedforward compensation was designed. All NN architectures
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were built by using a multi-layer perceptron regressor, implemented with the “MLPRe-
gressor” function from the Python library “sklearn” [30]. We tested architectures with
varying numbers of neurons, starting from the simplest with a single layer of one neuron
to more complex configurations, to determine the minimal requirements for achieving
good accuracy. In simulation, we evaluated different motor reduction ratios and noise
magnitudes to analyze their impact on the control structure accuracy. The range parameter
values were set to reflect realistic values of physical systems.

Table 1 sums up parameters tested across different configurations. We provided an
open source implementation and training procedure for the architectures discussed in this
section in [31].

Table 1. Summary of tested parameters.

Parameter Values

Arm Real (3/5 DOF), Simulated (5 DOF)
NN Architecture INN, GNN

Number of neurons 1, 3, 16, 3 + 3, 16 + 16, 3 × 16

Additional parameters studied in simulation

PD parameters RNN
Motor reduction ratio 1, 0.5, 0.25, 0.16, 0.1, 0.01
Noise magnitude (m) 0, 0.001, 0.002, 0.003, 0.005, 0.01, 0.02, 0.04

2.3. Test Procedure

The main steps for designing an accurate control structure with a feedforward neural
network were identified prior to the study. To provide a guide for the design of our minimal
model-free control structure by using neural networks for feedforward compensation, we
studied each of these steps in detail.

Using both real robotic arms and simulated models, we followed these steps:
Build a dataset of trajectories, all with the same duration representing the entire workspace

of the arm, by using a simple PD controller on each joint, with the following control law.

c(t) = P(q(t)− u(t)) + D
( .
q(t)− .

u(t)
)
,

with c the vector of commands (in current) of the n motors, q and
.
q the position and velocity

of the n motors, u and
.
u are the desired position and velocity of the n motors, and P and D

the gains of the internal PD controller.
The dataset comprised 1000 trajectories, a number selected to provide enough data to

ensure optimal training while being feasible for real systems.
Joint trajectories were generated from a home position by using quintic polynomials

by choosing the desired random position and velocity in the workspace of each motor, as
follows:

qi(t) = a0 + a1t + a2t2 + a3t3 + a4t4 + a5t5, (6)

with 

1 0 0 0 0 0
0 1 0 0 0 0
0 0 2 0 0 0
1 td t2

d t3
d t4

d t5
d

0 1 2td 3t2
d 4t3

d 5t4
d

0 0 2 6td 12t2
d 20t3

d





a0
a1
a2
a3
a4
a5

 =



qi0.
qi0..
qi0
qid.
qid..
qid

, (7)

with qi0 being the home position of the ith motor,
.

qi0 = 0 and
..

qi0 = 0 being the initial
velocity and acceleration of the motor, qid,

.
qid being the desired position and velocity, and

..
qid = 0 being the desired acceleration.

The same equations were used to generate the second half of the trajectory between
qid and qi f = qi0.
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All these trajectories were generated at 100 Hz to ensure regular commands were sent
to the motors with our computer.

Once the trajectories were executed, the dataset was built using a desired number of
trajectories (between 20 and 1000). Each datum of the dataset consisted of five variables for
each motor: the position q and the velocity

.
q of the motor at two consecutive timestamps—

q(t), q(t + δ),
.
q(t),

.
q(t + δ)—and the command sent between these two timestamps u(t).

Train the NN architecture to learn the dynamic model through the response of the PD
controller. By giving the NN a lot of data from the trajectories, it learned which command
had to be sent to each motor to go from a state—q(t),

.
q(t)—to the next one—q(t + δ),

.
q(t + δ)—and implicitly, the dynamic model of the robotic arm. The multi-layer perceptron
regressor was trained with a maximum of 500 iterations by using the “MLPRegressor.fit ()”
function from the Python library “sklearn” [30]. This function used the square error as the
loss function:

L = ∑(u(t)− q(t + δ )2)

The loss function was minimized by using the Adam solver.
Generate a new set of commands to effectively track the desired trajectory qd(t), t ∈[

0, t f

]
. For the GNN method, inputs consisted of the ensemble of two successive positions

and velocities for all motors—q(t),
.
q(t), q(t + δ),

.
q(t + δ). For the INN method, each

NN received inputs related solely to its specific motor, i.e., its successive position and
speed—qi(t),

.
qi(t), qi(t + δ),

.
qi(t + δ).

Outputs were the series of commands required for each motor, by considering the
response time of the PD controller to ensure the execution of the desired trajectory. Table 2
summarizes how a command sequence was computed for the trajectory of the joint i.

Table 2. Computation of a command sequence.

Step Inputs Output

1 qi(0),
.
qi(0), qi(δ),

.
qi(δ) ui(t) for t ∈ [0; δ]

2 qi(δ),
.
qi(δ), qi(2δ),

.
qi(2δ) ui(t) for t ∈ [δ; 2δ]

3 qi(2δ),
.
qi(2δ), qi(3δ),

.
qi(3δ) ui(t) for t ∈ [2δ; 3δ]

n qi((n − 1) δ),
.
qi((n − 1) δ), qi(n δ),

.
qi(n δ) ui(t) for t ∈ [(n − 1)δ; nδ]

Store the tracking errors for n test trajectories (n = 40). The number of test trajectories
was chosen to ensure low variation in the results while maintaining a reduced number
of trajectories for practical feasibility. The accuracy of the control structure for trajectory
tracking was evaluated by comparing the root-mean-square errors (RMSE) along the

trajectory, e =
√

mean
(

∑(q − qd)
2
)

, with q being the real executed trajectory and qd being

the desired trajectory.
This test procedure was applied by using different values of parameters and NN

architectures to compare their effectiveness to track the test trajectories accurately.

3. Results

Figures 4 and 5 illustrate the impact of the motor reduction ratio on the performance of
the control structure for both the GNN and INN methods, which must be considered during
the design phase to choose the best architecture for the NN. Additionally, these figures
present performances for varying amounts of training trajectories, which is important for
optimizing the NN training process.
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Figure 4. Learning curve with both INN and GNN methods: (A) without reduction ratio, (B) with a
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Appl. Sci. 2024, 14, 8405 7 of 17 
 

 

Figure 4. Learning curve with both INN and GNN methods: (A) without reduction ratio, (B) with a 

reduction ratio R = 0.01. 

  

Figure 5. Relative performances of the NN-based control structure compared to the reference PD 

controller as a function of the 𝑱𝒎/(𝑹𝑴𝑹) ratio. 

3.1. A. Results with the 3-DOF Simulated Model without Reduction Ratio 

Figure 4A illustrates a typical learning curve obtained with the simulated model from 

Figure 3A by using both methods. One can observe that the INN method requires 100 

trajectories, while the GNN method needs 250 trajectories of 1 second each to maximize 

their accuracy. 

                                      

 
 
  
  
  
  
  
  
  
  

  
 
  

       

       

       

                                                                                 

                            
                           
                         

                            
                           
                         

                            
                            
                          

                
                       

                
                     

                           

                                      

 
 
  
  
  
  
  
  
  
  

  
 
  

       

       

       

                                                                                 

                            
                            
                          

                            
                            
                          

                            
                            
                          

                
                       

                
                     

                          

 

   

   

   

   

 

   

             

                                                      

            

 
  
  

  
 
 
  

                                          

Figure 5. Relative performances of the NN-based control structure compared to the reference PD
controller as a function of the Jm/(RMR) ratio.
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3.1. A. Results with the 3-DOF Simulated Model without Reduction Ratio

Figure 4A illustrates a typical learning curve obtained with the simulated model
from Figure 3A by using both methods. One can observe that the INN method requires
100 trajectories, while the GNN method needs 250 trajectories of 1 s each to maximize
their accuracy.

The learning curves for motors 1 and 2 highlight the differences in tracking accuracy
between the two studied architectures when more than 100 trajectories are available. The INN
method achieves an RMSE of 0.2 radians, whereas the GNN method achieves an RMSE of less
than 0.04 radians—or 2.3 degrees. Conversely, the learning curve for the third motor shows an
RMSE of 0.016 radians—less than 1 degree—for both methods, representing a 91% reduction
in tracking errors compared to the PD controller without feedforward compensation.

3.2. B. Results with the 3-DOF Simulated Model with a Reduction Ratio

Figure 4B presents the learning curves for the two architectures with a reduction ratio
R of 0.01. This time, RMSE is under 0.05 radians—3 degrees—for all three motors.

As observed in Figure 4A, the INN method reaches its optimal performance with
100 trajectories vs. 250 for the GNN method.

Figure 5 presents the average relative performance of both methods, with the reference
PD controller as a function of the ratio between the inertia Jm of the motor rotor and the mass
matrix of the system (RMR). The results indicate similar performances for both methods for a
ratio above 10 with a relative RMSE of 0.15 compared to the PD controller and a progressive
deterioration of performances of the INN method when the ratio decreases. For a ratio of
0.2—obtained when there is no reduction ratio in the motor—the GNN method demonstrates
a relative RMSE of 0.22 compared to 0.56 for the PD controller, i.e., 2.5 times less.

Figure 6 shows the relative performances of both methods compared to the reference
PD controller depending on its accuracy—or parameters—for two ratios between the fre-
quency of the dynamic integration and the frequency of the feedforward NN compensation
to construct an optimal dataset. When the step time corresponds to the interval between
two commands from the neural network, the RMSE of the NN is nearly proportional to that
of the PD controller, showing a reduction of 90% of its tracking errors. When the frequency
of the dynamic integration is ten times higher than the frequency of the NN, the reduction
in tracking errors compared to the PD controller is between 80% and 85%, resulting in
RMSE values that are two times more important than when the timestamps are the same.
Moreover, when the reference PD is more aggressive—i.e., manages to track the trajectories
with an RMSE less than 3 degrees—we can see that the performances of the NN are no
longer proportional to that of the PD with an RMSE remaining around 0.5 degrees when
the two frequencies differ.
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Figure 6. Relative performances of the NN-based control structure compared to the reference PD
controller as a function of the accuracy of the PD controller and the step time of the direct dynamic
integration.



Appl. Sci. 2024, 14, 8405 10 of 18

To design an optimal neural network, the median relative RMSE was compared
for different sizes of NNs for both INN and GNN methods tested under various PID
parameters. The results are presented in Table 3. All tested architectures, which have
at least as many neurons as the number of associated motors on each layer, achieved a
median relative accuracy between 0.935 and 1.063 compared to the smallest neural network,
representing less than a 10% difference in accuracy. On the contrary, when the number
of neurons per layer was fewer than the number of associated motors, the NN failed to
converge. This is true for the NN with only 1 neuron in the GNN method, which had an
RMSE 24.26 times greater than other NN configurations.

Table 3. Median relative RMSE according to the size of the NNs.

Method One NN for Each Servomotor One Global NN for the Whole System

Size of the NN 1 3 16 2 × 3 2 × 16 3 × 16 1 3 16 2 × 3 2 × 16 3 × 16

Relative RMSE 1 1.057 0.978 0.935 0.992 0.996 24.26 0.970 1.014 1.027 0.989 1.063

Figure 7 shows the relative performances of both methods compared to the reference
PD controller depending on the noise present in the training data. In the absence of noise,
both INN and GNN methods achieved a 90% improvement in trajectory tracking over
the reference PD controller, with an RMS error of 0.86 degrees. A gradual decrease in the
accuracy of the system is observed for noise between 0 and 0.5 degrees and is also observed
for both INN and GNN methods.
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Figure 7. Relative performances of the neural networks to the reference PD controller as a function of
the noise magnitude in the training data.

Moreover, when the noise exceeds 0.5 degrees, the RMSE becomes 1.8 times larger
than in the absence of noise in the data. However, the RMSE of the NN remains relatively
stable—ranging between 1.40 and 1.65 degrees—which is still five times less than the RMSE
of the PD controller.

Note that the noise in this figure is quite high; for instance, the noise in the real systems
in this study is estimated to be 0.2 degrees (one encoder step).

Finally, with noise levels higher than 0.5 degrees, the NNs with more neurons demon-
strated a 20% improvement in accuracy compared to the smallest tested NNs, as summa-
rized in Table 3.
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3.3. C. Experimental Results

Figure 8 presents a comparison between trajectory tracking accuracies—measured by
RMSE—of the control structure for three configurations using real robotic arms between
the two studied NN architectures: (A) fast trajectories and (B) intermediate trajectories for
a 3-DOF robotic arm and (C) slow trajectories with a 5-DOF serial robotic arm.
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Figure 8. Performance of trajectory tracking with various NNs for (A) 3-DOF robotic arm, fast
trajectories (B) 3-DOF robotic arm, intermediate trajectories; (C) 5-DOF robotic arm, slow trajectories.
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Figure 8 also shows that the INN method achieves accuracy close to that obtained with
all training data by using solely 100 trajectories, whereas the GNN method requires around
300 trajectories to effectively learn the dynamic response of the PD controller, regardless of
the robot arm or trajectory speed.

Table 4 summarizes the numerical RMSE values among the n-test trajectories and the
reduction rates of the errors compared to the reference PD controller. Specifically, the INN
method consistently shows at least a 75% reduction in tracking errors compared to the PD
controller alone, with an RMSE under 1 degree across all configurations.

Table 4. Comparison between the trajectory tracking accuracies (RMSE) of NNs for trajectory tracking
on two real robot arms.

Trajectory Velocities
(and DOF)

RMSE with the Reference PD
Controller

RMSE with the GNN
Method RMSE with the INN Method

In Degrees (Tracking Errors Prediction Compared to the Reference Controller in %)

Fast (3 DOF) 5.36 1.12 (79%) 0.88 (84%)

Intermediate (3 DOF) 8.17 0.45 (94%) 0.33 (96%)

Slow (5 DOF) 3.18 1.71 (46%) 0.76 (76%)

4. Discussion

The first main result is highlighted by the simulated model without reduction ratio in
Figure 4A. The INN method is effective solely when the joint dynamics are not coupled
with the other joints’ dynamics—i.e., the impact of the joint movements on the dynamics of
the other joints is negligible. In fact, the INN method performs well for the last motor, with
a 91% reduction in tracking errors. This is because the third motor at the end of the arm is
not affected by the movements of the first two motors. Contrarily, the INN method does
not outperform the PD controller for the first two motors, with an RMSE of 0.2 radians
similar to that of the PD controller.

The second main result is highlighted in Figure 4B: the INN method outperforms the
GNN method when the dynamics of each joint are not coupled with the other ones and
when the training dataset comprises fewer than 250 trajectories. This can be explained by
the lower number of parameters required for the INN method. Moreover, both methods
present a similar accuracy when more training data are available, with RMSE values ranging
from 0.034 and 0.048 for the INN method and from 0.035 and 0.049 for the GNN method.
These first two results align with those in [4], where the GNN method was applied to a
flexible Baxter robot because of the dependence on the joint dynamics and the statement
that it would be possible to use the INN method on an ABB industrial robot because of the
decoupled dynamics [4,5].

The decoupling of the joint dynamics occurs when the term RMR in Equation (2)
becomes negligible compared to the inertia of the servomotor Jm. This means that the
influence of the mass matrix on the system is negligible compared to the inertia of the
servomotor due to the reduction ratio. This result is consistent with the equations presented
in [29]. Specifically, Figure 5 shows that this decoupling occurs when the inertia of the rotor
of the motor Jm is more than 10 times larger than the term RMR in Equation (2). In this
case, the INN method requires less data than the GNN method to complete the learning
process: 100 trajectories vs. 250 trajectories for a 3-DOF robot arm. Moreover, the more
complex the controlled robot arm, the more trajectories required for the training of the NN
in the GNN method. To our knowledge, no study has explicitly demonstrated this result.
Figure 3 also shows that the more trajectories available for training, the more accurate will
be the control structure. Notably, the amount of data required for the training is 50 times
less than the 500 trajectories of 25 s used in [4]. These ones likely used more trajectories
than necessary to ensure an optimal training process of their RNN.

Contrarily, Figures 4A and 5 also show the advantages of using the GNN method
for systems with coupled dynamics, i.e., when the inertia of the rotor of the motor Jm is
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no more than 10 times larger than RMR in Equation (2). In this case, the GNN method
provides better accuracy. For example, when the reduction ratio is 1, the RMSE is 2.5 times
smaller than the INN method. In fact, the global NN in the GNN method can learn the
dependencies between the different joints and maintain accuracy close to that achieved
with decoupled dynamics. To our knowledge, no study has explicitly compared the INN
and GNN approaches in systems with coupled dynamics.

To summarize, these first results provide guidelines for both designing the neural
network system and its training: if the ratio is greater than 10, a small neural network per
servomotor can be used effectively. If the ratio is less than 10, a larger neural network for the
entire system will yield better accuracy. Moreover, when the Jm/(RMR) ratio is between
10 and 100, the accuracy of the GNN method might be slightly better than the accuracy of
the INN method. Thus, if the system accuracy is crucial, it may be beneficial to use both
methods to see if the improvement in accuracy justifies the use of the GNN method.

Further, Figure 6 demonstrates that to achieve the best possible accuracy for both the
INN and GNN methods, the step time of the training data must match the PD frequency
used during the dataset construction. In fact, when the step time of the data used for
training corresponds to the PD frequency, the RMSE is twice as low compared to scenarios
where the step time is 10 times smaller than the PD frequency. However, to enable the
neural network to effectively learn the dynamics of the PD controller, sufficient resolution
in the data is required. Particularly, the motor should be able to complete at least 20 encoder
steps between 2 consecutive time steps. Thus, the resolution of the encoders can limit the
step time of the dataset. To our knowledge, none of the existing literature addresses the
impact of the PD frequency on the tracking accuracy and the requirements for encoder
resolution for this control structure.

Figure 6 also shows that the more accurate the PD controller, the more accurate the
NN-based control structure. Thus, it is strongly recommended to optimize the gain of the
PD controller before starting the training process, to ensure the best accuracy for the control
structure without the feedforward neural network. In fact, the relative accuracy of the
NN-based control structure compared to the PD controller alone remains stable regardless
of the accuracy of the PD controller. The tuning can be performed by using manufacturer
recommendations when available or through classical tuning methods from the literature.

Table 3 indicates that a necessary condition for the successful use of the GNN method
is that the number of neurons in each layer should be larger than or equal to the number of
motors in the system for proper convergence. When this condition is not met, the global NN
is forced to express the dynamics of multiple motors in one neuron, which is insufficient to
accurately represent the joint dynamics. To our knowledge, the current study is the first
one to provide guidelines on the minimal size required for the NN architecture to efficiently
learn dynamic compensation.

Furthermore, Table 3 shows that, theoretically, when the INN method is used, each
neural network may require only a single neuron. In fact, the RMSE comparison for trajec-
tory tracking has shown that when this condition is met, there is no significant difference
in accuracy—less than 10 percent—regardless of the NN size. This aligns with the results
from [5], which tested various NN sizes, showing no significant performance differences.
The best accuracy was achieved with one of the smallest tested architectures. This result
encourages the use of minimal neural networks to limit the number of parameters and
improve the convergence process.

Compared to other NN-based control structures in the literature, the smallest NN
presented in Figure 4B achieves an accuracy comparable to larger networks while requiring
only 15 parameters for the entire 3-DOF robot arm—5 parameters per motor. This is 67 times
fewer than the system described in [4] and 6700 times fewer than the architecture in [23]
that operates at the torque level. This allows a proportional diminution of the calculation
time, allowing for increased frequency of the control structure and performance.

In the same way, when the GNN method is used, the NN should obtain at least as
many neurons as there are joints in the system (on each layer). Note that in real systems, it
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can be necessary to repeat the training process of the NN to achieve convergence, so it is
possible to gradually increase the number of neurons and the number of layers until having
a good convergence.

Finally, Figure 7 shows that while not critical, it is good practice to use the highest
possible encoder resolution to limit the noise in the data. Although a significant noise—
more than 0.5 degrees—does not prevent the control structure from improving the trajectory
tracking, with an RMSE ranging from 1.4 to 1.65 degrees (five times lower than the PD
controller), lower noise levels yield better results. Even though the NN seems capable
of managing this noise during the training, Figure 7 also shows that the best results are
obtained when the noise is zero—or almost zero with an RMSE of 0.86, 1.8 times lower than
when the noise exceeds 0.5 degrees.

Figure 8 and Table 4 reiterate the interest in using an NN as a feedforward compensa-
tion in the control structure, applying both the INN and GNN methods to a real 3D-printed
robotic arm. Both methods allow an RMSE of less than 2 degrees for all tested configu-
rations during the trajectory tracking on the real physical robot arms. These results are
consistent with the errors observed in the simulated model and the errors of the system
in [4], i.e., over a 50% improvement for multi-joint trajectories and 40% for random joint
trajectories. In fact, in Table 4, the use of the INN method demonstrates a 76% to 96%
reduction in errors across all tested configurations. This result matches the simulation
results of Figures 3B and 4 with an 80% to 90% reduction in tracking errors and is better
than the 40% improvement for random joint trajectories in [4]. This difference is likely due
to the type of robot used—a flexible Baxter robot. In [5], where an industrial ABB robot
is used, an 80% to 90% reduction has also been reported compared to the reference PD
controller alone. Note that the aim of the INN and the GNN methods is not to outperform
the accuracy of control structures that include accurate dynamic models when available
but rather to offer a simple and reliable way to accurately track desired trajectories.

Specifically, Figure 8A,B show that the improvement is even more significant for faster
trajectories, where the PD controller alone is less accurate than slower trajectories, with
a 96% and an 84% reduction for the fastest speed vs. a 76% reduction for the slowest
trajectories. Significantly, the INN method achieves an RMSE under 1 degree across all
configurations. This result is better than the accuracy of all control structures tested in [5],
which had RMSE values between 2.14 and 2.62 degrees, while also using a smaller number
of parameters in the NN architectures—1 neuron per motor vs. at least two layers of
50 neurons.

The experimental results in Figure 8 also show that the GNN method does not outper-
form the accuracy of the INN method. These results are consistent with the decoupled joint
dynamics, i.e., the dynamics of the servomotors prevail over the dynamics of the robotic
arm due to the real reduction ratio of the servomotors (1/540).

Finally, the experimental results confirm the main results from the simulated model on
a real system: the INN method requires two to three times less data than the GNN method
to effectively learn the dynamics.

A guide summarizing the conclusions of this study for designing a neural network-
based control structure for position control is presented in Table 5.

Table 5. Guide for the design of a neural network-based control structure for position control,
followed by an example of its application on the real 3- and 5-DOF systems.

Step 1—Tune the Gains of the PD Controller.
Tune the gain values of the PD controller to allow the best accuracy possible for the controller,

using either recommendations of motor manufacturers when available or tuning methods from
the literature.

Applied to the real systems: the custom parameters were based on the recommendation of the manufacturer.
Step 2—Choose between INN and GNN methods.

Estimate the ratio Jm/(RMR) (see a suggested method in Appendix A).
Refer to the cases below.
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Table 5. Cont.

Case 1: the ratio is
larger than 100: INN
method will have a

good accuracy in the
trajectory tracking
with a minimum

number of
parameters to train in

the NN

Case 2: the ratio is between 10 and 100, or the
ratio is hard to estimate. INN method should

have a good accuracy, but it is advised to
compare with the accuracy of GNN method if

the accuracy of the system is crucial.

Case 3: the ratio is
smaller than 10:

Using GNN method
is necessary to obtain

good accuracy.

Applied to the real systems: the ratio is estimated to 194 (see Appendix A) for the 3-DOF system (case 1).
Thus, we chose INN method for the 3-DOF system.

For the 5-DOF system, the ratio is estimated to 31 (see Appendix A). Thus, we implemented both methods
(case 2); as they both led to the same accuracy, we chose INN method.

Step 3—Build the training dataset, following two recommendations:
3.1 The trajectories of the dataset should be randomly generated in the whole workspace of each
motor: at least 100 trajectories for INN method or 100 trajectories for each DOF of the system for

GNN method.
3.2 If a sufficient encoder resolution is available (the motor should be able to go through at least
20 steps of the encoder between two consecutive time steps), the step time of the PD controller
should be equal to the step time of the NN architecture. Otherwise, the choice of the step time

should be adapted to the motor encoder resolution.
Applied to the real systems: To build the training dataset:

1—At least 100 trajectories per motor were randomly generated in the whole workspace of each motor.
2—The resolution of encoders (4096 steps/rev) and the maximum velocity of the motors (30 rpm) allow a
maximum step time of 0.01s (20 steps of the encoder between each time step). Thus, while the PD controller
was internal to our motors and with a step time of 0.001s, the step time of the training data was reduced to

0.01s.
Step 4—Build and train the NN architecture.

Case 1: INN method chosen at step 2, build
INN, i.e., one NN for each joint of the system
with only one neuron. If the training does not
converge, it is possible to gradually increase

the number of neurons.

Case 2: GNN method chosen at step 2, build
one GNN, i.e., one NN for the whole robotic

arm with at least as many neurons as the
number of joints on each layer. If the training

does not work, it is possible to gradually
increase the number of neurons and the

number of layers.
Then, train the NN architecture with all available data (at least 100 trajectories for INN method or

100 trajectories for each DOF of the system for GNN method)
Applied to the real systems: the datasets of 100 trajectories per motor were used to train the real 3- and

5-DOF systems. The “MLPRegressor.fit()” function was used to train the NN.
When the NN was trained with only 1 neuron, it did not converge. Thus, we chose to increase the number

of neurons to 4 for the real system.
Step 5—Add the trained NN in the control structure as a feedforward compensation to predict

and correct the trajectory tracking errors.
Applied to the real systems: The “MLPRegressor.predict()” function was used to generate the commands for

new trajectories.
White background refer to our experimental application of the guidelines while grey background refers to the
general guidelines.

The main limitation of this study is that the control structure has been designed for
fast trajectory tracking involving large movements and accelerations. For slow and micro-
movements, the control structure is not optimized, and the accuracy could be improved
by using an internal PID instead of a PD controller to correct static errors. However,
a PID would be less accurate for fast trajectory tracking [27]. Future works could also
explore more complex NN structures, for example, architectures specialized in time-series
prediction as RNN or LSTM.

5. Conclusions

The objective of this paper was to design a minimal neural network (NN)-based model-
free control structure for fast and accurate trajectory tracking of robotic arms. Particularly,
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the study compared the INN method by using one neural network for each joint of the robot
arm and the GNN method by using a single global neural network for the entire system.
The results were illustrated by two serial robotic arms with 3 and 5 degrees of freedom in a
simulation, then in reality, across several trajectory velocities ranging from 1 to 3 s.

The main results were as follows: 1. NN used as a feedforward compensation signifi-
cantly reduced trajectory tracking errors (RMSE < 2◦, see Table 2) without requiring any
prior information about the dynamic model. 2. The study showed that the INN method
can be used when joint dynamics are decoupled and requires three times less data than the
GNN method to learn the dynamics. 3. Table 3 presents the guidelines for designing an
optimal minimal NN-based control structure for accurate trajectory tracking in five main
steps: 1. Tune the PD gains to optimize the accuracy of the PD controller. 2. Create an
NN with an architecture that allows good accuracy with the fastest calculation. 3. Build a
dataset representing the entire workspace of each motor. 4. Train the NN system by using
all available data (at least 100 trajectories for the INN method or 100 trajectories per DOF
of the system for the GNN method). 5. Use the trained NN in the control structure as a
feedforward compensation to predict and correct the trajectory tracking errors.

Future perspectives will be to apply these guidelines to the development of 3D-
printed low-cost robotic arms and extend them to other systems, such as automated visual
inspection robots involving micro- and slow movements.
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Appendix A

Appendix A.1. Estimation of the Jm/(RMR) Ratio

To quickly obtain an estimation of the magnitude of the impact of motor inertia Jm and
the impact of the robot dynamics RMR on joint dynamics for a serial system, the estimation
of the biggest value of the RMR matrix is proposed as follows:

max(RMR) =
(
∑ mid2

i + ∑ Ii

)
R2

with mi the mass of the ith body, di being the maximum distance between the basis of the
system and the center of mass of the ith body, Ii being the biggest inertia of ith body, and R
being the gear reduction ratios of the motors.

Then, it is possible to compare with the value of the motor inertia.

Appendix A.2. Case Example 1—Real 3-DOF Robotic Arm

For 3-DOF real system, the parameters were m1 = m2 = m3 = 0.25 kg,I1 = I2 = I3 =
3.1310−4 kgm2, d1 = 0.05 m, d2 = 0.15 m, d3 = 0.25 m, and R = 1/270.

Thus, max(RMR) = 3.1310−7 kgm2.
Moreover, the inertia of the motor around the rotating axis is given by the manufac-

turer: Jmi = 6.08 10−5 kgm2. Finally, the ratio Jmi
max(RMR)

= 194.
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Appendix A.3. Case Example 2—Real 5-DOF Robotic Arm

For 5-DOF real system, the parameters were m1 = m2 = m3 = 0.3 kg, m4 = 0.15 kg,
m5 = 0.1 kg I1 = I2 = I3 = 3.7510−4 kgm2, I4 = I5 = 6.7510−5 kgm2, d1 = 0 m, d2 = 0.05
m, d3 = 0.35 m, d4 = d5 = 0.65 m, and R = 1/270.

Thus, max(RMR) = 1.9810−6 kgm2. Finally, the ratio Jmi
max(RMR)

= 31.
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