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Abstract
Objective.Head and neck radiotherapy planning requires electron densities from different tissues
for dose calculation. Dose calculation from imaging modalities such as MRI remains an unsolved
problem since this imaging modality does not provide information about the density of electrons.
Approach.We propose a generative adversarial network (GAN) approach that synthesizes CT (sCT)
images from T1-weighted MRI acquisitions in head and neck cancer patients. Our contribution is
to exploit new features that are relevant for improving multimodal image synthesis, and thus
improving the quality of the generated CT images. More precisely, we propose a Dual branch
generator based on the U-Net architecture and on an augmented multi-planar branch. The
augmented branch learns specific 3D dynamic features, which describe the dynamic image shape
variations and are extracted from different view-points of the volumetric input MRI. The
architecture of the proposed model relies on an end-to-end convolutional U-Net embedding
network. Results. The proposed model achieves a mean absolute error (MAE) of 18.76± 5.167 in
the target Hounsfield unit (HU) space on sagittal head and neck patients, with a mean structural
similarity (MSSIM) of 0.95± 0.09 and a Frechet inception distance (FID) of 145.60± 8.38. The
model yields a MAE of 26.83± 8.27 to generate specific primary tumor regions on axial patient
acquisitions, with a Dice score of 0.73± 0.06 and a FID distance equal to 122.58± 7.55. The
improvement of our model over other state-of-the-art GAN approaches is of 3.8%, on a tumor test
set. On both sagittal and axial acquisitions, the model yields the best peak signal-to-noise ratio of
27.89± 2.22 and 26.08± 2.95 to synthesize MRI from CT input. Significance. The proposed model
synthesizes both sagittal and axial CT tumor images, used for radiotherapy treatment planning in
head and neck cancer cases. The performance analysis across different imaging metrics and under
different evaluation strategies demonstrates the effectiveness of our dual CT synthesis model to
produce high quality sCT images compared to other state-of-the-art approaches. Our model could
improve clinical tumor analysis, in which a further clinical validation remains to be explored.

1. Introduction

Medical imaging synthesis is an automatic process that can be used for transforming one imaging modality
to a target imaging modality, which faithfully represents the same anatomical structures as the source image
(Frangi et al 2018, Abu-Srhan et al 2021). Because patients can sometimes be scanned with systems with
different physical properties, the synthesis process should generate a mapping under the assumption that
while the original and target images represent different statistical image space with highly heterogeneous
appearance characteristics, any existing particularities such as lesions and tumors ought to be preserved (Li
et al 2019, Liu 2019, Touati et al 2023). This challenging task is often a crucial step for different clinical
applications, including radiotherapy treatment planning, tumor volume localization, clinical pathology
assessment or image registration (Purdy et al 2012). These applications often benefit from the
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complementary multi-modal information provided by magnetic resonance imaging (MRI) and computed
tomography (CT) images to improve pathology diagnosis and consequently disease treatment (Ninon
Burgos et al 2015, Li et al 2019, Liang et al 2019, Liu 2019, Kazemifar et al 2020, Oulbacha and Kadoury 2020,
Abu-Srhan et al 2021, Touati et al 2021). In radiotherapy, the treatment is dependent on the location and the
stage of the cancer: for example, given an imaging modality such as MRI that shows tumors at early stages,
the therapeutic objective consists in decreasing toxicity through restricting the dose and the target volume.
CT images are also used for performing dose delivery calculation as they provide the required electron
density information of the tissues in Hounsfield units (HU) (Purdy et al 2012). Meanwhile MRI provides a
higher tissue contrast as well as being well adapted for identifying soft tissue tumors (Purdy et al 2012).
Clinical improvements in CT-dependent dose planning could be achieved with a method exploiting the
improved soft-tissue contrast MRI provides, leading to more accurate delineations of OARs, and thus
improve the overall quality of dose delivery. Furthermore, such a solution using image synthesis provides
additional benefits to the patient: the removal of ionization exposure with CT scans and the lower costs from
only acquiring a single MRI scan.

2. Related works

Many approaches have been proposed to address the MRI to CT translation problem in recent years. These
can be classified into three groups: density techniques, single or multiple atlas methods, and machine
learning approaches.
1) Bulk density assignment techniques. These methods uses morphological operations with a prior

threshold to delineate the volume of interest following the label class of the tissue. After the thresholding
stage, a physical or electron density value for each region would be assigned, defining the final synthetic sCT
image (Keereman et al 2010, Hattangadi 2012, Rank et al 2013). These methods suffer mainly from the need
of manual intervention to tune the appropriate intensity threshold and to select the suitable range of density
values, often in an anatomical region or for specific applications.
2) Atlas based methods. The methods based on atlases focus mainly on registration techniques between

the MRI and CT scans, using structural similarity measures between the generated atlas and the target
patient (Stanescu et al 2008, Johansson et al 2013). Multi-atlas techniques fuse several atlases after a
registration process with the MRI scan (Prabhakar et al 2007, Jonsson et al 2013, Korsholm et al 2014).
However, registration errors are highly sensitive to variation between patients due to atypical anatomies, to
the optimal atlas count used in the registration stage, as well as the choice of a suitable image similarity
metric (Kazemifar et al 2020).
3) Machine learning based methods.Machine learning models are approaches that use a learning

criterion to transform voxels from the intensity space of the MRI to the CT image space, using a generative
model for density assignment combined with a classification framework for synthetic image evaluation
(Robson et al 2003, Van der Bom et al 2011, Dowling et al 2012, Hattangadi 2012, Metcalfe et al 2013, Huynh
et al 2015). Deep learning approaches particularly, which is a subset of machine learning, take advantage of
large computational power to have the model learn the suitable internal representation of the anatomy for
the task at hand, while taking into account variations that naturally occur in the large sample population
(Goodfellow et al 2016).

In recent years, research in medical image diagnosis (Işın et al 2016, Litjens et al 2017), detection
applications (Abbasian Ardakani et al 2020, Ozturk et al 2020, Narin 2021), or directly in image synthesis
itself have demonstrated that high fidelity sCTs are achievable with deep learning methods (Frangi et al 2018,
Abu-Srhan et al 2021). Generative adversarial networks (GANs) in particular are a class of neural network
that are also often used in domain translation tasks (Goodfellow et al 2014). They also shown improved
performance when using paired imaging modalities (Nie et al 2017, Wolterink et al 2017, Abu-Srhan et al
2021) which occurs when patients get multiple scans done for different clinical objectives. The U-Net
(Ronneberger et al 2015) based GAN was used to improve head and neck CT synthesis from MRI (Dinkla
et al 2019, Klages et al 2020, Qi 2020, Touati et al 2021). Improved image synthesis quality was also
demonstrated to improve downstream image guidance tasks with the use of 3D Cycle GAN (Zhu et al 2017,
Oulbacha and Kadoury 2020), DualGAN (Zili et al 2017), and 3D fully convolutional network (FCN) (Nie
et al 2016) for aligned/unaligned MRI images of the spinal (Brou Boni et al 2020, Maspero et al 2020, Peng
2020), pelvic (Han 2017) and brain area (Dong et al 2017). Nevertheless, synthesis of the CT fromMRI
remains a challenging task in head and neck cases, due to its complex anatomical structures, as well as highly
variable and fine-detailed anatomical boundaries (Klages et al 2020, Touati et al 2021).

Previous works were evaluated on tumor sites such as the brain and prostate (Dong et al 2017, Han
2017). Few works were developed for sCT image generation in normal or tumoral head and neck anatomy.
Although conditional and cycle GANs (Nie et al 2017, Wolterink et al 2017, Dinkla et al 2019, Klages et al
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2020, Qi 2020) provide promising results, they often minimize a combination of standard L2 or L1 terms for
an adversarial loss, which may also lead to synthesize a blurry image and loss of details. In addition, the
different works were designed to synthesize sCT images from a single acquisition plane, without considering
augmented similar features (or augmented multiscale features) to generate relatively similar invariant
characteristics. To address this issue, a feature-based GAN (Touati et al 2021) was proposed to reinforce the
generator to generate a sCT image that relatively preserves the boundaries orientation in the generated sCT.
However, the feature GAN does not take into account the 3D spatial information when generating the
synthetic CT. Ozbey et al (2023) proposed a fast adversarial inference diffusion model based on a
cycle-consistent learning strategy, using a GAN network in the reverse diffusion step to progressively generate
an enhanced denoised image, for cross-modality translation problem with unpaired training data. Dalmaz
et al (2022) proposed a conditional adversarial training method, using a generator based on a vision
transformer and a convolutional branch, for multi-contrast MRI image synthesis and MRI-CT image
translation problems. The method employs novel residual transformer blocks in the vision transformer and
convolutional branches with a weight sharing strategy, in order to lower the model complexity and preserve
local and global information of the generated modality. Yurt et al (2021) proposed a multi-level transfer
generative framework (msutGAN) for generating missing or corrupted MRI contrasts, using a mixture of
one-to-one and many-to-one branches for multi-level features descriptors extraction. These descriptors are
then merged in an adversarial training manner to generate the output modality. Askin et al (2022) proposed
a fast plug-and-play learning approach (PP-MPI) for magnetic particle imaging reconstruction (MPI). The
authors pre-trained an image prior for denoising and later embedding it in an alternating direction method
of multiplier (ADMM) optimizer for MPI reconstruction, where the trained network iteratively projects the
image to regularize the reconstruction. Despite their performances, PP-MPI is affected by scale drifts
between training and test images, while msutGAN limits expressiveness for contextual features that reflect
contextual dependencies across both healthy and pathological tissues. Hsu et al (2022) proposed a
multi-planar training method that relies on three orthogonal planes (axial, sagittal and coronal) from paired
MR-CT images, for radiotherapy planning in prostate cancer. The method extracts three MRI sets of axial,
sagittal and coronal planes from the original acquisitions. The three extracted sets are then used as inputs to
the generator for generating axial, sagittal and coronal synthetic sCTs, which are then combined to obtain the
final sCT. Moreover, the training loss is an augmented conditional generative adversarial loss, and is
composed of an adversarial loss, a pixel reconstruction loss and a mutual information loss. Compared to the
multi-planar method of Hsu et al (2022), our method proposes a multi-planar representation that captures
the dynamic intensity and shape orientation, due in part to the intensity and magnitude gradient features
extracted from the axial, sagittal and coronal views. This augmented representation is then fed to the
multi-planar encoder branch, while the original image is fed to the encoder U-net stream. The latent features
from each stream are combined to generate a head and neck sCT image.

To tackle the issues with CT image synthesis in head and neck cancer cases, we propose in this work a
multi-planar dual GAN that estimates sCT images from T1-weighted MRI acquisitions in head and neck
cancer cases. Specifically, our approach was designed with the goal to maintain high specificity in preserving
cancer lesions, for subsequent therapeutic objectives. The discriminator model is based on the feature
invariant GAN (Touati et al 2021), for its ability to make use of multiscale high frequency boundary patterns
and thus guide the learning process of the generator. Our novel dual branch generator is based on the U-Net
with a standard 2D MRI to sCT synthesis branch; it is also augmented with a secondary multi-planar branch
that extracts dynamic features along 3 axis of view for the input volumetric MRI in the encoder portion. In
the decoder portion of the U-Net, features extracted from both branches are joined to synthesize the final CT
image. This approach enhances the generator with 3D information to improve the positioning of anatomical
structures. We validate our model on two head and neck cancer datasets with paired CT and T1-weighted
MRI obtained from a single institution: one of sagittal acquisitions and one of axial acquisitions. The
performance of our dual feature model is then compared to three state-of-the-art image translation methods:
CGAN (Nie et al 2017), Cycle GAN (Wolterink et al 2017) and feature invariant GAN (Touati et al 2021).
Our work’s main novelty is the embedding of 3D dynamic dual features in the GAN model using
multi-planar views. These dynamic features allow generating an augmented latent space that captures
dynamic structure variations and orientations so that the decoder learns to decode an sCT from an
augmented dual space describing local and global image context. Our approach is built on top of the current
GAN framework, with experiments showing that the proposed novel dynamic 3D features within the
generative model brings a significant improvement in terms of synthesis results and Dice scores. To evaluate
our proposed model, a 5-fold cross-validation was performed on the first dataset, and a tumor evaluation
was performed on the second dataset, both using a combination of image statistics metrics and Hounsfield
tissue thresholding overlap metrics. We also assess the models capability of preserving specific tumor regions
during its synthesis process using a Dice overlap score from the expert labeled data.
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Figure 1. General scheme of the proposed dual feature GAN model. In the proposed generator, the convolutional encoder
encodes the 2D MRI input (blue color). The embedding encoder maps the 3D representation of the 2D MRI input (pink color),
which captures the specific 3D dynamic features. The resulting representation pairs are then concatenated, forming the dual
encoding latent space. The decoder (blue color) synthesizes a sCT image from the dual encoding latent space. Once the sCT is
generated, the real (rCT) and the sCT images are fed to the discriminator. The CNN network maps the rCT and sCT images via its
layers. The resulted convolutional maps are described based on the intensity distribution and the edge feature orientations, then
compared to classify them as real or fake.

3. Methods

Our proposed network architecture is composed of a dual branch 2D and multi-planar generator network
(G) integrating dual feature representation learning, and a discriminator network (D) (see figure 1). For a
given pair of co-registered MRI-T1/CT volumes, the multi-planar deep generator (G) ensures the generation
of the sCT image from the dual encoding latent feature space considers not only the 2D query image features,
but also captures the 3D information by modelling different 2D planar views of the volumetric input data.
The discriminator (D) classifies the resulting sCT image into two classes, real or fake, using a multiscale
classifier based on previous works using high frequency appearance patterns of the CT image (Touati et al
2021).

3.1. Multimodal datasets
We train our dual CT-synthesis GAN model on two separate retrospective head-and-neck cancer datasets
provided by the radiation oncology department at the Centre Hospitalier de l’Université de Montréal. The
first dataset (DS1) is composed of 225 sagittal acquisitions of paired T1-weighted MRI and CT scans. These
were obtained between 2015 and 2019 using a 3 T Siemens Magnetom with an image resolution of 0.8mm.
The second dataset (DS2) contains 241 axial acquisitions of the same modalities, but with the Philips Achieva
3 T clinical scanner. This resolution for this dataset was mixed, between 0.68 and 0.98 mm. Of the 241
patients, 41 of them contained the primary gross tumor volume (GTV) segmentation, performed by an
experienced radiation oncologist.

In both cases, the 3D MRI-T1 images were produced with gradient echo sequences (GRE) and
segmented-k-space (SK), while the 3D CT images were acquired with energy levels between 120 and 140
kVp, a repetition time (TR) of 4000 ms, and an echo time (TE) of 12 ms. All MR and CT sequences were
rigidly co-registered by a radiation-oncology specialist and were obtained at size 512× 512× d before being
cropped down to 256× 256× 70 during preprocessing to reduce the amount of noise and blank space
present around the edge of the image.

3.2. Multi-planar dynamic feature extraction
While a single 2D MR image to be transformed into sCT contains all the necessary intensity information for
a synthesis step, it does not take advantage of the spatial context of the slice in 3D space with respect to the
rest of the available scanning volume. To encode this, we exploit multiple plane of views (e.g. axial, sagittal
and coronal) and model dynamic features for each view: both intensities features as well as image gradient
features are computed (see figure 2). Considering all three planes instead of a single one allows information
to be processed while maintaining the spatial relationship between each point of view. This preprocessing
step allows extracting a set of discriminative image features of the volumetric input data as 2D slices to be
exploited during the learning process (see algorithm 1).
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Figure 2. Set of features extracted through the axial, sagittal and coronal views. The input is an axial slice of an MRI-T1 image,
with a 2D intensity highlighted in white. For each view, the view shows the extracted image pattern and its corresponding
magnitude for the 2D intensity in question.

Algorithm 1.Multi-planar feature extraction.

1: Input: X ▷A 3DMRI volume of size (256,256,70)
2: Input: i ▷The index of the selected slice for image synthesis
3: Input:W ▷A neighborhood window of size (11,11,11)
4: Output: F′ ▷A dynamic feature vector of size (256,256,11× 11× 11× 6)
5: for X ′← Xa;a= axial, sagittal, coronal ▷The reoriented 3D MRI volume
6: for j,k← coordinates(X ′

i )
7: w←W(i, j,k)
8: f [j,k]← flatten(X ′[w]) ▷MRI intensity features
9: g[j,k]← flatten(∇X ′[w]) ▷Gradient magnitude features
10: end
11: F ′← F ′ + f + g
12: end

First, given a single 3D MRI scan X of dimension H×W×D, as well as the input 2D MRI Xi to be
synthesized (e.g. an axial slice of size H×W), we chose a plane of view a from the available set of axes in 3D
space A= {axial, sagittal, coronal}. Then, for a given pixel position p in the image Xi, we consider the
neighborhoodWh×w×d centered around p within the original full 3D scanning volume. This 3D patch,
representing the spatial context around the given pointWp, is then flattened into a single vector of length
h ∗w ∗ d for every point in the image Xi. The resulting feature vector is a 2D image with the channel
dimension containing the computed intensity features. The dimension of this output intensity feature F a

i is
H×W× (h ∗w ∗ d). This process is repeated for each plane of views a ∈ A: the output feature vector F is the
concatenation of these three orientation-specific intensity features. We model the 2D intensity from a 3D
cubic window that captures the dynamic variation of this intensity via gradient and intensity information.
Each view of the cubic window creates aW series of images (W is the window size)

||∇F||=

√(
δF

δh

)2

+

(
δF

δw

)2

. (1)

This feature extraction strategy is computed for both raw pixel intensities in the input 3D scan, but also
for the gradients of the image. For the multi-planar branch, the 2D MRI slice is first transformed in a high
multi-dimensional dynamic shape feature space using a multi-planar 3D image representation. An
11× 11× 11 patch around each point of the input 2D slice is flattened into an intensity and gradient
magnitude feature vector, which is repeated for each of the three possible views (e.g. axial, sagittal and
coronal). The resulting multi-planar feature descriptor consists of a feature-vector of size 7986 for each point
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Figure 3. Proposed generative architecture based on dual encoding feature layer extractors using the U-Net architecture. On the
left, the dual encoder branches for the 2D image (white) and the multi-planar dynamic features (orange) consistw of
downsampling CNNs that generate an embedding for both feature sets before being combined via concatenation. On the right,
the decoder branch that synthesizes the target sCT from the dual feature representation. For the multi-planar branch, the 2D MRI
slice is first transformed in a high multi-dimensional dynamic shape feature space using a multi-planar 3D image representation.
A 11× 11× 11 patch around each point on the input 2D slice is flattened into a intensity and gradient magnitude feature vector,
which is repeated for each of the three possible views (e.g. axial, sagittal and coronal). The resulting multi-planar feature
descriptor consists of a feature vector of size 7986 for each point on the 2D 256× 256 image, used as an input to the multi-planar
branch. In each of its 5 blocks, the features are successively embedded to a lower dimensional space then downsampled by half in
width and length. The final embedding is combined with the output of the 5 standard CNN blocks for the input 2DMRI, forming
a 16× 16× 512 vector as input for the transposed convolutional decoder.

on the 2D 256× 256 image, that includes axial, sagittal and coronal features for both intensity and gradient
magnitude. This descriptor is used as an input to the multi-planar branch. Gradient features allow to add
further derivative information to guide the learned reconstruction process with enhanced spatial awareness.
The gradient magnitude feature vector of the multi-planar feature representation∇F is computed using the
partial derivative along each of the two available dimensions of the considered 2D slice x of the original
image intensity function F (Gonzalez and Woods 2018) given in equation (1)

F ′ = concatenation
(
Faxial,Fsagittal,Fcoronal,∇Faxial,∇Fsagittal,∇Fcoronal

)
. (2)

The final multi-planar dynamic feature representation F′ of a single 3D scan consists of the channel-wise
concatenation of the intensity features F along with its gradient features∇F, given in equation (2). Its shape
is thus H×W×C where C= h ∗w ∗ d ∗ 6. In our work, the contextual windowW was chosen to be of size
11× 11× 11. This results in a final dynamic feature vector of size 256× 256× 7986. This modeling of each
2D image of the 3DMRI volume defines a reliable and an efficient way to exploit additional spatial awareness
during the transformation of the image input space domain to an output space domain in the synthesis
problem.

3.3. Proposed model
Our proposed dual-branch GAN architecture aims to improve the 2D image synthesis problem by providing
the generator model with spatial contextual information. This awareness of the localization of the input MR
image is enabled by adding a secondary multi-layer neural network branch in parallel with the primary 2D
MR image encoder (see figure 3). With this approach of dual feature learning, the entire model can then be
trained in a fully end-to-end supervised fashion, where the translation from pixel intensity in MRI space as
well as its corresponding 3D contextual multi-planar dynamic feature set are learned together.

3.3.1. Dual features generator model
First, our approach is based on the U-Net architecture composed of an encoder and a decoder path (see
figure 3). The primary branch of the encoder path consists of a CNN that embeds a 2D image in the source
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representation space (MRI) to a compact latent representation consisting of discriminative features for the
synthesis problem. This is achieved through four convolutional blocks, each made up of two 3× 3
convolutional layers with ReLU activations as well as a max-pooling layer of window size 2× 2, for image
downsampling. The four layers embed the learned representation into 32, 64, 128 and 256 features
respectively. A final pair of 3× 3 convolutional layers with ReLU activation increases the feature dimension
to 512, before proceeding to the decoder path.

To improve the feature representation of the multi-planar feature vector F′, we encode in each block a set
of two transformations: dimensionality reduction and image feature compression. We rely on a multi-planar
encoder branch, which is composed of five block layers, without batch normalization. This operation is
performed first via a linear recombination of the input dynamic image features vector, encoded in its channel
dimension C, into a more compact embedding space of channel size C′, where C ′ < C. The projection of
these feature descriptors from a higher dimensional space into a lower dimensional space aims to preserve
the information relating to the structure of the spatial context of the original image, which discards the
redundant information in an automated way. Following this, dynamic image features are then downsampled
by half via a max-pooling layer with a window size 2× 2, to compress the image itself. This entire process is
repeated four times in four embedding-downsampling blocks, with a final embedding layer being followed
by two 3× 3 convolutional layer with a ReLU activation function following each layer. This embedding from
full-sized intensity and gradient feature vector F′ of size 256× 256× 7986 is performed with embedding
layers with output channels 900, 800, 700, 600 and 500 respectively. The four times downsampled dynamic
image feature vector F′′ then has a shape 16× 16× 500 before being combined with 2D convolutional
branch as an input to the decoder portion of the U-Net.

The input latent representation of the 2D image combined with its compact multi-planar contextual
embedding consists of a 16× 16× 512 vector. It is processed by a set of four convolutional blocks in the
decoder, mirroring the primary branch of the encoder. Blocks consists of a transposed convolutional layer
with kernel size 2× 2 to upsample the image size by two, followed by two 3× 3 convolutional layers with
ReLU activations. The decoder’s feature representations through 256, 128, 64 and 32 dimensions before
outputting a final 256× 256× 1 synthesized image using the Tanh activation function in the target CT image
space.

3.3.2. Discriminator with high frequency pattern learning
For the discriminator portion of our GAN architecture, a CNN based on previous works Touati et al (2021)
for multi-scale feature extraction was adopted. This method improves the sCT generation process by
augmenting the discriminator model with improved edge feature detection. Given the difference in physical
image attributes between the MRI and CT modalities, boundaries were shown to be better preserved with
this scheme. The discriminator network is composed of five convolutional layers. For the first four layers, we
apply four convolutional filters of size 4× 4, with a stride of 2 and a padding of 1. In the last layer, we use a
convolutional filter of size 4× 4 with zero padding and a stride of 1, followed by a sigmoid function. Dropout
and LeakyRelu operations are applied to the first 4 layers, while an Instance Norm operation is used for the
second, third and fourth layers, using a scale of 0.2 and a dropout rate of 0.5. Specifically, we extract a
descriptor from the learned latent representation via four quantized histograms: horizontal, vertical and
both diagonals. We also extract high-intensity patterns in the embedding at each resolution as auxiliary
information to augment the final output feature vector by concatenation. The number of quantized
histograms for edges is: 64(H×D/W×W)× 4(Θ)× 5(NC) = 1280 oriented edge histograms, with NC the
number of convolutional layers andΘ the orientation. For each convolutional map in the discriminator
network (figure 4), we divide the convolutional map intoW ×W square patches, then we compute the
oriented quantized histograms for the left diagonal, the vertical, the right diagonal and the horizontal
directions with equidistant binning of 32 bins and from the squared patch windowW ×W. TheW ×W
square size depends on the layer level. In the first layer, we use 32× 32 square patches, and then the square
window is halved by 2 for the next layer. We repeat the process until the last layer. All histograms have
equidistant binning in all existing levels. Once the descriptors are constructed for each CNN layer, the
synthetic sCT and the CT descriptors are evaluated and compared. The discriminator classifier considers a
hierarchical framework based on multiresolution histogram representations of the convolutional layer maps.
The averaging score of all scales is assessed to decide if the requested synthetic sCT-image is real or fake.

3.4. Loss function
The training of our dual GAN model is achieved using the mixed min-max adversarial objective, where the
cost function is a cross-entropy loss. Overall, it is formulated by a combination of a global loss term on both

7



Phys. Med. Biol. 69 (2024) 155012 R Touati et al

Figure 4. Discriminator based on high frequency and appearance patterns (Touati et al 2021). Our model uses the multiscale
discriminator that is based on high frequency features, specifically from the boundary feature orientation. Each convolutional
map is encoded with a quantized histograms (h1,h2,h3,h4) describing the four edge orientations (left diagonal, the vertical, the
right diagonal and the horizontal directions) and their intensity distribution. Reproduced from Touati et al (2021). © 2021
Institute of Physics and Engineering in Medicine. All rights reserved.

the generator and the discriminator ζGAN (G,D), and of an L1 term on the generator (Isola et al 2017). The
overall min-max adversarial training cost function is given by equation (3):

G∗ = argmin
G

max
D

ζGAN (G,D)+λζL1 (G) . (3)

The generator objective function ζGAN (G,D) is given by equation (4):

ζGAN (G,D) = E
x,y
[logD(x,y)]+E

x
[log(1−D(x,G(x)))] (4)

where x is the input MRI and y is the target CT. The L1 term ζL1 (G) is defined in equation (5), with a loss
weight λ:

ζL1 (G) =

(
E
x,y

)
||y−G(x) ||1. (5)

From a given observed (MRI) image, our dual CT-synthesis GAN model learns to generate an output
mapping of the CT image y. The generator network G synthesizes from the noise vector x, using the
proposed dual feature representation, an image that follows the unknown CT image probability distribution
py. The discriminator D classifies the generated y image in order to distinguish the real CT image from the
synthetically generated sCT. The model is learned by an alternating training scheme, once for the generator G
and once for the discriminator D networks. The generator network Gminimizes the expected objective loss
while the discriminator Dmaximizes it, where the learned features is used to compute the loss function.
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3.5. Training and evaluation
In this work, two datasets were used for training and evaluation purposes: DS1, which is comprised of
sagittal plane acquisitions of head and neck scans used to synthesize CT for model validation; and DS2,
which comprised of axial plane acquisitions and was used for training and testing of head and neck scans
with clinically confirmed tumors via expert segmentations. A cross-validation procedure on the sagittal
acquisitions dataset DS1 was performed using 5 folds with 180 training samples and 45 validation samples.
The validation with DS2 was performed on the axial acquisitions dataset DS2 with 200 samples used for
training and 41 tumor samples used for testing. In all cases, online data augmentation techniques were used,
including random cropping (256× 256) and random flipping, each with 50% independent probability.

In order to assess the quality of the generated sCT image of the synthesis models, we propose to evaluate
the generated images based on two different aspects: global image metrics (Touati et al 2021) and
tumor-local metrics. For global image similarity between sCT and ground truth CT, mean absolute error
(MAE) and peak-signal-to-noise-ratio (PSNR) metrics were utilized to evaluate the HU intensity space,
which is important to preserve clinically relevant electron density information. The contrast and the
anatomy were evaluated using the mean structural similarity (MSSIM) (Dong et al 2017), Pearson
cross-correlation (PCC) coefficient (Lauritzen et al 2019), Frechet inception distance (FID) (Heusel et al
2017), and sliced Wasserstein distance (SWD) (Deshpande et al 2018) measures. We also evaluated the shape
quality of the different HU thresholded areas of the sCT image using the Dice score (Crum et al 2006,
Milletari et al 2016), where the sCT image is segmented into to three different regions corresponding to bone
(HU> 300), air (HU<−100) and soft tissues (−100<HU< 300). Finally, we assessed the histogram
intersection quality using the Bhattacharyya distance (BD) (Kailath 1967).

For tumor-local evaluation, the same image metrics as described above, as well as histogram similarity
metrics were used on the segmented region, as well as a Dice score to measure the overlap between the
synthesized tumor masks and the expert segmentation. This enables to compare the results with the ground
truth tumor segmentation on the original CT.

In the sets of experiments, we consider the following set of optimized parameters values, as determined
in a previous study on the feature GAN (Oulbacha and Kadoury 2020, Touati et al 2021): a momentum equal
to 0.5, epoch number equal to 600, learning rate initialized to 0.0002 then reduced linearly to 0 starting at
epoch 200, L1 weight λ= 100, batch size of 1, and Adam optimizer (Kingma and Jimmy 2015). The number
of bins used for the quantized histogram in the discriminator is 32.

4. Results

In our experiment, we computed different imaging evaluation metrics used for CT/MR image synthesis
evaluation (Touati et al 2021, Touati and Kadoury 2023). We computed the MAE and PSNR that consider the
intensity difference, while we computed the MSSIM index to evaluate the contrast level of the sCT. The FID
evaluates the similarity between the sCT and the real CT using overall statistics, while the SWD reports the
overall deviation between the sCT and CT. The BD evaluates the histogram quality distribution between the
sCT and CT intensity spaces, while the Dice score evaluates the overlap between normal or tumor
segmentations of sCT and CT.

4.1. Ablation study
We present in table 1 an ablation study for generating CT images from the T1 input, using our model with
and without the intensity as well as gradient features, the addition of quantized histograms in the
discriminator, as well as assessing the loss function based on SSIM and BD metrics, used in these
experiments to replace the L1 generator component (ζL1). In both cases, the hyperparameter λ was
maintained at 100. We report the performance of our method using one plane (axial) and two planes
(axial/sagittal). We also compare our method to the baseline 3D U-net. The evaluation was performed on
DS1, using 5 folds cross validation procedure.

We finally experimented the model for generating axial CT for DS2, using the model trained only on the
sagittal images from DS1. The following set of experiments trained the model on mixed training data that
combines sagittal and axial images from the extended DS1 and DS2 datasets, using both sagittal and axial
images. The dataset was split such that the training set included 475 unannotated cases, and the testing set
included 63 tumor segmented cases. The trained model was then assessed using the tumor test set, for
generating axial tumor sCT fromMRI-T1. Quantitative results of the two experiments are presented in
table 7. We can observe that the model fails when attempting to generate axial sCT using the model trained
on the sagittal DS1 (table 2 and figure 5). This can be explained by the fact that the DS1 and DS2 datasets
originate from independent acquisitions with different orientations, which requires a more complex model
to extract robust features that can generalize from one orientation to another. Furthermore, the model is not
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Table 1. Ablation study.

Method MAE (std) Hu

Without intensity 134 (7.624)
Without gradient 118 (8.204)
One plane 127.23 (6.325)
Two planes 104.15 (6.451)
Without quantized histograms 70.50 (6.325)
3D U-net 61.83 (7.403)
SSIM metric loss 32.48 (5.124)
BD metric loss 30.69 (6.163)
Proposed 18.76 (5.167)

Table 2.Model performance for (1) generating axial sCT of DS2 test set, using the trained model on sagittal DS1, and (2) generating
axial tumor sCT using a combined training DS1 and DS2.

Training dataset Test dataset MAE (std) HU

DS1 (sagittal) DS2 (axial) 452.14 (11.13)
Combined DS1+ DS2 DS2 (63 tumor cases) 69.85 (7.20)
Combined DS1+ DS2 DS1 48.12 (6.50)

Figure 5. Generation of the axial sCT images from the DS2 test set using the model trained only on the sagittal DS1 dataset.

able to generate images with completely different orientation planes, such as producing axial planes when
using only sagittal planes during training, due to the fact the two datasets DS1 (sagittal) and DS2 (axial) were
acquired separately and of a completely different nature with distinct physical acquisition properties and
varying resolution fields of view. This significant bias between the datasets and significant varying
acquisitions protocols, along with limited size of the datasets, hindered the model’s generalization capability.

On the other hand, we can see that the model remains flexible to generate axial tumor sCT, when using
the model trained from the combined DS1 and DS2 datasets (table 2 and figure 6). In such a case, we believe
that the combination of axial and sagittal acquisitions helps in the generalizability of the model, which is
guided through multi-planar training features and from a combined observation of both DS1 and DS2. We
also performed an experiment to evaluate the model trained on the pooled DS1+DS2 dataset, using mixed
acquisition inputs (sagittal for DS1, axial for DS2) but evaluated on a held out subset of DS1 (50 cases) using
sagittal inputs only, as shown in table 2.

4.2. Comparison with state-of-the-art methods
4.2.1. Cross-validation
In the next set of experiments, we evaluated the models on DS1, with the performance assessed on whole
sCT images. Table 3 presents the obtained results using the 5-fold cross-validation for the different imaging
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Figure 6. Generation of the axial sCT images from tumor cases, using the trained model from combined DS1 and DS2 datasets
(sagittal and axial acquisitions).

Table 3. CT synthesis evaluation on DS1 comparing the proposed model with three state-of-the-art approaches. The generated image
quality is indicated by the ⇑ and ⇓ which determine respectively that highest and lowest values leading to a better image generation
performance in the result comparison.

MAE (⇓) PSNR (⇑) MSSIM (⇑) PCC (⇑)

Cycle GAN 213.45 (7.45) 22.80 (0.31) 0.75 (0.01) 0.81 (0.04)
Conditional GAN 109.53 (8.54) 24.10 (0.66) 0.79 (0.04) 0.87 (0.03)
Feature GAN 64.50 (5.28) 28.30 (0.74) 0.85 (0.07) 0.90 (0.06)
Proposed GAN 18.76 (5.17) 33.90 (0.46) 0.95 (0.09) 0.95 (0.02)

Dicebone (⇑) Dicesoft−tissue (⇑) Diceair (⇑)

Cycle GAN 0.64 (0.03) 0.73 (0.04) 0.77 (0.01)
Conditional GAN 0.66 (0.02) 0.75 (0.07) 0.78 (0.05)
Feature GAN 0.68 (0.06) 0.77 (0.04) 0.80 (0.03)
Proposed GAN 0.75 (0.05) 0.82 (0.09) 0.84 (0.01)

FID (⇓) SWD (⇓) BD (⇑)

Cycle GAN 432.20 (5.75) 55.09 (10.99) 0.78 (0.12)
Conditional GAN 314.70 (7.86) 48.16 (11.82) 0.80 (0.10)
Feature GAN 269.34 (9.50) 37.57 (7.42) 0.85 (0.09)
Proposed GAN 145.60 (8.38) 16.41 (3.52) 0.91 (0.04)

metrics as well as image overlap of the segmented tissue regions by HU thresholds. Results show that the
proposed model gives the best average MAE of 18.76(5.17), contrast enhancement FID of 145.60(8.39) and
MSSIM of 0.95(0.09), and shape preservation Dice score of 0.75(0.05), 0.82(0.09) and 0.84(0.01) for bone,
soft-tissues and air regions respectively. We report a better BD score of 0.91(0.04) for histogram intensity
distribution intersection. Figure 7 shows a qualitative comparison results of four patients, where we can
observe that our proposed model produces an improved sCT image compared to other synthesis techniques.
Also, the comparison of the histogram distributions shows that the intensity distribution of our generated
sCT image match the intensity distribution of the real sCT image, contrary to the other models. We also
reported a comparative study between our model and the HMSS-Net (Li et al 2023) method using the
extended DS1 and DS2 datasets. Table 4 reports the quantitative comparison results in the HU space.
Compared to the HMSS-Net (Li et al 2023) model, our model achieves improved synthesis results.

To assess the performance of our model on MRI-T1 generation from the CT space domain, we report in
table 5 the obtained MRI-T1 synthesis results of the proposed and the state-of-the-art models. We also show
in figure 8(a) qualitative comparison for the different models on sagittal slices DS1. The presented MRI-T1
synthesis results show that our dual feature model reports a lower MAE of 13.456(5.842) and a better
synthesis MRI-T1 image quality, contrary to other synthesis models.

11



Phys. Med. Biol. 69 (2024) 155012 R Touati et al

Figure 7. Synthetic CT comparison between the proposed model and state-of-the-art approaches on DS1. (a) Input MRI-T1
image, (b) Ground truth CT, (c) Proposed model, (d) Feature GAN, (e) Conditional GAN, (f) Cycle GAN.

Table 4. Comparison between the proposed method and the HMSS-Net (Li et al 2023) in the Hu space, using the DS1 and DS2 datasets.

Dataset Method MAE (std) HU

DS1
HMSS-Net (Li et al 2023) 65.02 (5.801)
Proposed 37.45 (6.215)

DS2
HMSS-Net (Li et al 2023) 74.49 (7.523)
Proposed 43.25 (7.107)

Table 5.MRI-T1 synthesis evaluation obtained on DS1 by the proposed model compared with three state-of-the-art approaches. The
generated image quality is indicated by the ⇑ and ⇓ which determine respectively that highest and lowest values leading to a better image
generation performance in the result comparison.

MAE (⇓) PSNR (⇑) MSSIM (⇑) PCC (⇑)

Cycle GAN 117.07 (6.98) 16.81 (2.47) 0.66 (0.07) 0.70 (0.03)
Conditional GAN 57.11 (5.21) 19.08 (2.16) 0.75 (0.02) 0.76 (0.15)
Feature GAN 44.61 (6.27) 22.44 (2.412) 0.82 (0.09) 0.84 (0.09)
Proposed GAN 13.46 (5.84) 27.89 (2.22) 0.89 (0.12) 0.91 (0.03)

FID (⇓) SWD (⇓) BD (⇑)

Cycle GAN 234.01 (3.11) 30.84 (3.23) 0.68 (0.03)
Conditional GAN 175.44 (7.89) 27.89 (2.67) 0.74 (0.05)
Feature GAN 138.94 (5.57) 18.26 (3.88) 0.81 (0.10)
Proposed GAN 94.80 (3.32) 10.54 (2.71) 0.87 (0.08)

4.2.2. Head and neck tumor evaluation
In this set of experiments, we assessed the synthesis performance of the proposed model compared with
state-of-the-art approaches on the tumor-local region for DS2. Table 6 presents the quantitative results. We
can observe from the obtained results that our proposed model achieves a lower MAE error of 26.83(8.27)
compared to the other models, as well as a higher Dice score of 0.73(0.06) and a better BD score of
0.85(0.09). We present in figure 9(a) visual comparison of synthesized tumor regions (tumor regions appears
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Figure 8. Synthesis of MRI-T1 comparison between the proposed model and state-of-the-art approaches on DS1. (a) Input CT
image, (b) Ground truth MRI-T1, (c) Proposed model, (d) Feature GAN, (e) Conditional GAN, (f) Cycle GAN.

Table 6. CT synthesis evaluation on DS2 comparing the proposed model with three state-of-the-art approaches. The quality of the
generated tumor regions is indicated by the ⇑ and ⇓ which determine respectively that highest and lowest values leading to a better
image generation performance in the result comparison. DiceGTV is the dice score quantifying the shape intersection quality between
two segmented gross tumour volumes (GTV).

MAE (⇓) PSNR (⇑) MSSIM (⇑) PCC (⇑)

Cycle GAN 276.43 (9.31) 15.33 (3.11) 0.79 (0.04) 0.81 (0.03)
Conditional GAN 160.53 (8.54) 17.31 (3.66) 0.81 (0.02) 0.86 (0.04)
Feature GAN 84.93 (7.01) 25.37 (2.75) 0.87 (0.07) 0.91 (0.02)
Proposed GAN 26.83 (8.27) 29.14 (4.58) 0.94 (0.05) 0.95 (0.03)

DiceGTV (⇑) FID (⇓) SWD (⇓) BD (⇑)

Cycle GAN 0.56 (0.09) 332.42 (5.55) 45.09 (8.99) 0.68 (0.19)
Conditional GAN 0.62 (0.03) 217.94 (9.76) 34.16 (8.43) 0.71 (0.11)
Feature GAN 0.67 (0.02) 179.08 (6.35) 22.57 (7.44) 0.78 (0.22)
Proposed GAN 0.73 (0.06) 122.58 (7.55) 12.41 (5.53) 0.85 (0.19)

in red color), which shows that the tumor region in the sCT image is the most similar to the tumor in the
ground truth image in terms of shape and size compared to the others CTs images.

We have also quantified in table 7 the performance of the proposed models on test images for generating
axial MRI-T1 image from the input CT. The obtained results show that our model yields significant
improvements over the MAE compared to the other models with an error value of 21.21(6.07). The
qualitative results presented in figure 10 also confirm the synthesis ability of our model where the organs
appear similar to those in the ground truth MRI image. Moreover, our model produced MRI images with
improved accuracy compared to other methods, where the overall sMRI images better SSIM and SNR
metrics compared to the others. This can be explained by the synthesis ability of our model that incorporates
an augmented multi-planar branch that captures more global and local features through the three views.
This is possible because of the fact we used paired CT-MRI training data, where this purely data-driven
approach will exploit rich anatomical information which is enhanced between the modalities.

5. Discussion

Through the qualitative and quantitative experimental results, it can be observed that the 2D conditional, 2D
feature GANs and the 3D CycleGAN results in lower performance compared to our proposed model on both
sagittal DS1 and axial DS2 head-and-neck datasets, both for generating the whole sCT and for synthesizing
specific primary tumor regions. We achieved a Dice scores of 0.75(0.05), 0.82(0.09), 0.84(0.01), on the
segmented components such as bone, soft tissue, and air areas, respectively, which indicates a good
generation quality in the different components. This is explained by the ability of the proposed feature
representation leading to improved qualitative results in different heterogeneous area. In addition, our model
yields the highest Dice score (0.73(0.06)) for the overlapping tumor regions, demonstrating the model’s
capability of preserving specific subregions of interests, such as the GTV. This is explained by the integration
of the dynamic shape features in the training process of the generator. The model is able not only to preserve
the structures, similar to how the feature GAN (Touati et al 2021) does by integrating the information of the
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Figure 9. Synthetic CT comparison between the proposed model and state-of-the-art approaches on DS2. The red regions
represent the correctly synthesized tumor region, that correspond to the intersection between the correctly synthesized cancer
region and the segmented cancer regions in the ground truth: (a) Input MRI-T1 image, (b) Ground truth of CT and cancerous
region appearing in red (superimposed in red) on the corresponding CT image, (c) Proposed model, (d) Feature GAN, (e)
Conditional GAN, (f) Cycle GAN.

Table 7.MRI-T1 synthesis evaluation obtained by our model on the tumor axial dataset (DS2), with different synthesis models based on
different learning network architectures. The generated image quality is indicated by the (⇑) and (⇓) which determine respectively that
highest and lowest values giving the better image generation performance in the result comparison.

MAE (⇓) PSNR (⇑) MSSIM (⇑) PCC (⇑)

Cycle GAN 196.54 (4.02) 15.41 (2.01) 0.65 (0.03) 0.66 (0.05)
Conditional GAN 86.20 (5.02) 18.99 (1.98) 0.71 (0.04) 0.73 (0.01)
Feature GAN 72.63 (4.91) 20.38 (1.91) 0.80 (0.09) 0.82 (0.03)
Proposed GAN 21.21 (6.07) 26.08 (2.95) 0.86 (0.08) 0.88 (0.05)

FID (⇓) SWD (⇓) BD (⇑)

Cycle GAN 294.13 (5.51) 32.83 (2.49) 0.63 (0.04)
Conditional GAN 205.52 (4.42) 30.42 (3.06) 0.72 (0.08)
Feature GAN 178.21 (7.79) 20.63 (2.12) 0.80 (0.05)
Proposed GAN 127.48 (9.09) 14.00 (3.15) 0.85 (0.09)

contours, but is also able to generate regions most similar to the real CT in terms of intensity distribution
and anatomical characteristics.

In all experiments, the performance of our model shows that it does not lose flexibility on MRI-T1
synthesis for both sagittal and axial acquisition head-and-neck datasets. We note however that the obtained
MRI intensity distribution differs slightly from the MRI ground truth due to the slight degradation in the
MRI synthesis process: the higher inherent variety of physical scanning properties and texture complexity in
MRI due to absence of a standard intensity unit (such as is the case for HU in CT) leads us to postulate that a
larger dataset may be required to truly cover the image distribution in the sMRI space. Nonetheless, this
demonstrates that our model can be also used for different input/output intensity space pairs for image
synthesis.

Other state-of-the-art CT synthesis models evaluated in this study, decode the sCT image from the latent
encoding space, where the latest encoding feature maps represent only the spatial convoluted features or the
convolutional maps generated in terms of high frequency patterns (Touati et al 2021). Our dual model on the
other hand considers both spatial and multi-planar features and transforms them in a relevant dual encoding
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Figure 10. Synthesis of MRI-T1 comparison between the proposed model and state-of-the-art approaches on DS2. (a) Input CT
image, (b) Ground truth MRI-T1, (c) Proposed model, (d) Feature GAN, (e) Conditional GAN, (f) Cycle GAN.

Figure 11. CT intensity histogram comparison between the different obtained sCT images in the (HU) space.

latent feature space due in part to our learning based feature extraction strategy. Indeed, our model also
considers the transformation of the high-dimensional shape feature of the MRI in a more relevant encoding
of CT feature shape maps thanks to its embedding layers. Thus, our model architecture is able to learn a
combination of multi-planar features that increase the synthesis performance. This suggests that our deep
synthesis model based on dual embedding and convolutional layers takes into account the relevant
complementary information between the 2D oriented views of the full volumetric MRI, as well as the
convolutional feature maps. This indicates that these feature maps capture not only the convolution features,
but also the shape feature maps resulting from the learned embedding based multi-planar strategy. This
allows the proposed model to improve synthesis as opposed to comparative methods, especially in high
resolution region that contains small details of the anatomies such us the tumor regions where the regions
shapes vary highly (see figures 9, 11 and 12).

In the context of glioblastoma segmentation in brain images, the obtained results are considered to be
acceptable, giving the fact this is an extremely challenging task and is performed on CT images. The literature
reports an inter-rater variability from manual annotations between 0.75 and 0.80 (Porz et al 2014). In future
work, we will collect clinical measurements and evaluate the model using dose plan parameters for
radiotherapy planning. We will conduct experiments on mixed imaging acquisitions (coronal, sagittal and
axial).

15



Phys. Med. Biol. 69 (2024) 155012 R Touati et al

Figure 12.MRI-T1 intensity histogram comparison between the different generated MRI images.

Our study was validated on head and neck cancer datasets covering two different plane acquisitions,
where collecting the corresponding dose plan parameters for dosimetric evaluation remains to be explored.
Additionally, we can not assume that our model will generalize better to other body anatomies since our
validation was performed only on head and neck anatomy. In future works, we will validate the proposed
approach considering a larger dataset from different clinical applications, involving the generation of dose
plans on the synthetic sCT images from MRI acquisitions, where we intend also to improve the MRI-T1
quality synthesis. We plan to demonstrate the generalization capability of our model to synthesize sCT image
using a combination of multiple MRI sequences.

Limitations to this study are the limited sizes of the datasets, which can be complemented with other
publicly available sources, as well as the lack of homogeneity in the data acquisition parameters.
Furthermore, the model does not exploit full 3D feature extraction capabilities, which could potentially
improve the generalization of the model to other types of sequences. In addition, the model is trained on
head and neck acquisitions with a fixed resolution, which can be improved using a variety input resolutions.
Also, the model was validated for generating sCT fromMRI-T1 inputs, in which the model is less effective to
generate sCT from noisy MRI-T1 input or other highly noisy MRI contrasts. The model is also validated
under paired-training data. To address this issue, we plan to augment the training set used by the model with
unpaired training data, using self-supervised training strategy. Finally, our model can be extended to include
a cycle learning strategy in order to further enhance the quality of the generated MRI image.

6. Conclusion

In this paper, we presented a novel MRI-to-CT image generation model for head and neck cancer
radiotherapy applications. In the generation phase, our proposed dual synthesis GAN model learns
multi-planar image dual dynamic features that are extracted not only from the input 2D image but also from
extracted multi-planar images that exploits the different image views of the full MRI-T1 volume, by using a
strategy based on the convolutional U-net network with two parallel encoder branches. This end-to-end
learning strategy allows us to generate an improved representation of the sCT image from the dual latent
spaces in the decoder, thanks to the combination of 2D CNN features as well as multi-planar intensity and
gradient shape embedding features. The conducted experiments on two different datasets confirm the
efficiency of our MRI-to-CT synthesis in different image acquisition planes—sagittal and axial—and the
robustness of the model to generate specific tumor regions in head and neck T1-weighted MRI datasets with
different spatial resolutions.
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