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The popularity of bike-sharing systems has constantly increased throughout the recent years. Most of such
success can be attributed to their multiple benefits, such as user convenience, low usage costs, health benefits
and their contribution to environmental relief. However, satisfying all user demands remains a challenge, given
that the inventories of bike-sharing stations tend to be unbalanced over time. Bike-sharing system operators
must therefore intervene to rebalance station inventories to provide both available bikes and empty docks to
the commuters. Due to limited rebalancing resources, the number of stations to be rebalanced often exceeds
the system’s rebalancing capacity, especially close to peak hours. As a consequence, operators are forced to
manually select a subset of stations that should be prioritized for rebalancing. While most of the literature has
concentrated either on predicting optimal station inventories or on the rebalancing itself, the identification of
critical stations that should be prioritized for rebalancing has received little attention. Given the importance
of this step in current operating practices, we propose three strategies to select the stations that should be
prioritized for rebalancing, using features such as the predicted trip demand and the inventory levels at
the stations themselves. Two sets of computational experiments aim at evaluating the performance of the
proposed prioritization strategies on real-world data from Montreal’s bike-sharing system operator. The first
set of experiments focuses on both the 2019 and 2020 seasons, each of which exhibits distinct travel patterns
given the restrictive measures implemented in 2020 to prevent the spread of COVID-19. One of these strategies
significantly improves by reducing the estimated lost demand by up to 65%, while another strategy reduces
the estimated number of required rebalancing operations by up to 33% when compared to the prioritization
scheme currently in use at the considered bike-sharing system. The second set of experiments evaluates the
performance of the proposed strategies when rebalancing decisions are optimized in a rolling horizon planning.
The results highlight various benefits of the proposed strategies, which are efficiently solved as transportation
problems and improve lost demand over two intuitive baselines.

1. Introduction rent and return bikes. While dock-based systems have several advan-

tages (e.g. users get used to the location of stations and bikes), a main

Demand for bike-sharing systems (BSSs) has constantly increased in
recent years due to their various advantages: they are typically simple
to use and do not require prior reservation; they have been shown to
be an environmentally friendly transportation mode by reducing the
number of cars in circulation [1]; and they contribute to a healthy
lifestyle [2]. Particularly throughout the COVID-19 pandemic, BSSs
were considered a transportation alternative with a particularly low
risk of user contamination [3,4].

In this paper, we focus on dock-based BSSs, in which stations are
located in different parts of the city, and from which commuters may

issue is that the station inventories may quickly become unbalanced,
i.e., either rental demand cannot be met, given that not a sufficient
number of bikes is available, or return demand cannot be met, when the
station has no empty docks. In such cases, the commuter must relocate
to the nearest station with available bikes or docks in order to rent or
return a bike. The inventory imbalance often occurs during rush hours
on weekdays, when commuters relocate from their residential areas
to the areas they work in the morning and do the return trip in the
afternoon [5]. Unmet user demand likely causes user dissatisfaction,
which the system operators seek to avoid as best as possible, given
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that it ultimately reduces the user base as the system’s reputation is
damaged.

An effective way to fight station inventory imbalances is to re-
distribute bikes among stations, a process known as rebalancing. The
literature distinguishes two main types of rebalancing: user-based re-
balancing and operator-based rebalancing. The former consists of in-
centives given to the users in order to return bikes at stations before
they become empty [6]. In contrast, operator-based rebalancing is
carried out by the BSS operators themselves, typically by dispatching
vehicles that relocate bikes between the stations. In this work, we focus
on operator-based rebalancing, which has shown to be effective in
increasing demand satisfaction [see, e.g. 7] and is the common practice
at major BSSs around the world, such as BIXI Montreal, Citi Bike in
New York City and Ecobici in Mexico City. Such rebalancing is also a
less expensive solution compared to installing more stations or adding
more docks to already existing stations [8].

In most dock-based BSSs with operator-based rebalancing, the de-
cision to actively rebalance a station depends on which stations are
considered unbalanced. Depending on the BSS, the criteria may be
different for a station to be categorized as such. For example, at
NiceRide (Minneapolis, U.S), a station is considered to be unbalanced
when it is either completely empty or completely full [9]. The operators
of Vélo’v (Lyon, France) classify a station as unbalanced if the absolute
difference between the number of arrivals and departures is larger than
the standard deviation of the distribution of these values over all the
stations [10]. BIXI Montreal uses inventory intervals that establish an
acceptable quantity of bikes at each station. Inventory intervals are
manually set by BIXI’s dispatching team, based on their experience with
the station location, intraday demand fluctuation, and the day of the
week.

Nonetheless, the rebalancing process itself remains costly, as it
accounts for gas, the maintenance of the vehicle fleet, drivers’ salaries,
etc. In addition, it reduces the favorable impact that bike sharing
claims to have on the environment. All considered, having a fleet of
vehicles large enough to rebalance all unbalanced stations at every
hour is not financially viable for most BSSs, especially during peak
hours. According to JCDecaux, a company that offers self-service bikes
to different cities around the world, the estimated cost in 2009 to
relocate a single bike within a BSSs was about three dollars [7]. A
fleet of vehicles available for rebalancing is therefore limited in size
and cannot rebalance all unbalanced stations. It becomes imperative
that the selection of stations to rebalance is carried out as effectively
as possible.

Consider Fig. 1, showing BIXI's (estimated on historical data) max-
imum hourly rebalancing capacity and the average number of unbal-
anced stations per hour for weekdays in July and August of 2019 (left)
and 2020 (right). Throughout this period, the number of unbalanced
stations consistently exceeded BIXI’s maximum rebalancing capacity of
approximately 46 stations per hour in 2019 and 22 stations per hour
in 2020. As a consequence, the operator must select a subset of these
stations to be rebalanced.

Ideally, the subset of unbalanced stations should be selected to
maximize the number of served future demand requests, which requires
an appropriate demand forecast. However, predicting the demand of a
BSS is a complex task depending on several factors, such as the weather,
the hour of the day, the day of the week, holidays and public events.

Demand prediction in BSS has become particularly challenging
in 2020 due to restrictive measures imposed by the governments in
response to the COVID-19 pandemic, leading to a large part of the
population working from home. Fig. 2 shows the average number of
trips and the average number of rebalancing operations as reported by
BIXI during the weekday hours of July and August 2019 (left) and 2020
(right). Not only did the number of trips in 2020 decreased considerably
with respect to the same period in 2019, but the trip behavior also
changed. In 2019, the peak hours occurred right before and right after
the working hours, i.e., at 8 a.m. and 5 p.m., respectively. However, this
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pattern was no longer observed in 2020, resulting in a flatter demand
along the day.

Such drastic demand changes as observed from 2019 to 2020
severely affect the subset of stations that become unbalanced over time,
complicating the demand forecast, and, in turn, affecting the choice of
stations to be rebalanced. As a result, the pattern of BIXI’s rebalancing
operations changed drastically, reducing their activities by nearly half
during the peak hours in 2020. Given that the manual planning is
mostly based on the previous experience of the dispatching team, there
is a significant risk that manually adjusted rebalancing strategies are
ineffective in practice in a different environment of trip demand. This
suggests that data-driven strategies that quickly adapt to changing
demand hold certain benefits to assist BSS rebalancing operations.

In this paper, we focus on the data-driven selection of a subset of
stations that should be considered for rebalancing. To this end, we first
propose a model that automatically generates inventory intervals con-
sidering both rentals and returns forecast. Thereafter, we propose three
strategies to prioritize the unbalanced stations according to their need
for rebalancing. These strategies are based on the current inventory
levels at the stations and the predicted demand for the next hours.
Each strategy aims to tackle a specific issue in order to improve the
BSS performance and allows for integrating look-ahead periods into the
computed priority score. The first strategy focuses on prioritizing sta-
tions that are the most likely to generate lost demand if not rebalanced.
The second strategy aims to prioritize stations according to the amount
of lost demand that can be avoided if they are immediately rebalanced.
The third strategy prioritizes stations according to how unbalanced they
are based on their inventory intervals.

The three prioritization strategies are compared by means of two
tailored discrete-time simulations to compare the estimated lost de-
mand (i.e., demand that could not be satisfied), the total number of
alerts raised each time a station becomes unbalanced, and the number
of performed rebalancing operations. In the first set of experiments,
the prioritization strategies are compared to a systematic baseline,
which emulates the prioritization strategy currently employed at BIXI.
Results reveal that one of the proposed strategies is able to reduce the
estimated lost demand by 35% for the 2019 season data, and by 65%
for the 2020 season data, as compared to the baseline strategy. Our
second simulation extends the first by executing single-period rebal-
ancing planning within a rolling horizon framework. While the series
of corresponding single-period planning problems can be modeled as
a mixed-integer formulation, we show how to efficiently solve such
problems as transportation problems, matching vehicles to stations. The
performance of the proposed prioritization strategies is compared to
two baselines: the first baseline clusters the regions into independent
subregions each served by one vehicle within a multi-period planning
model; the second baseline is similar to our approach, but considers all
stations as opposed to only the subset identified by the prioritization
scores. Results indicate that our prioritization strategies have several
benefits over the considered baselines, as they reduce the lost demand
and are solved within a matter of milliseconds.

As outlined above, selecting a subset of critical stations that is
aligned with the total rebalancing capacity is a primary task and
concern of many system operators and, as such, can easily be integrated
into the company’s decision process. All proposed strategies are easy to
implement and computationally cheap. They therefore provide an at-
tractive alternative to more elaborate BSS planning approaches, such as
those based on optimization models, which tend to be computationally
challenging (or even intractable), given that they require to consider
all stations within the same model.

The remainder of this paper is organized as follows. Section 2
reviews the most relevant literature in the area of rebalancing and
prioritization strategies for bike-sharing systems. Section 3 describes
how the inventory intervals are defined so as to serve as input to
the prioritization strategies. Section 4 describes the different strategies
proposed to score the rebalancing priorities of unbalanced stations,
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Fig. 1. Maximum hourly rebalancing capacity and average number of unbalanced stations at BIXI BSS during weekday hours in July and August 2019 (left) and 2020 (right).
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Fig. 2. Average number of trips and rebalancing operations for all stati

provides a theoretical intuition on the benefits of such strategies and
shows how to efficiently solve the corresponding planning problem
as a transportation problem, i.e., a matching of vehicles to stations.
Section 5 presents and analyzes the computational experiments. Finally,
Section 6 concludes the paper.

2. Literature review

Rebalancing in BSSs can be divided into two main steps: (a) tactical
inventory management, and (b) operational bike repositioning. Step
(a) aims to establish the number of bikes in each station to meet
the predicted demand as best as possible. Step (b) focuses on the
actual dispatching operations that are necessary to achieve the desired
inventory levels at the stations to rebalance the system.

In order to define, in step (a), the optimal inventories that are likely
to provide sufficient bikes and free docks to satisfy future demand,
it is necessary to forecast the latter sufficiently well. Trip demand is
influenced by numerous external factors, such as the weather, the day
of the week, the time of the day, land use, the location of the stations,
points of interest, and socio-demographic characteristics [11,12]. Most
of the proposed approaches to predict trip demand are either based
on machine learning [see, e.g. 13-15] or on statistical models [see,
e.g. 10,11,16,17]. These models differ from each other in terms of
the predicted time horizon (hourly, daily, or weekly), as well as the
geographic granularity of the predictions (station-level, cluster-level, or
network-level). For instance, [15,17] predict the total demand in the
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network for each observed hour. [10,13] predict the total demand for
clusters of stations, while [16] estimate the probability that stations
in a cluster become either completely full or empty. [11] propose
a model that estimates the future demand for each station for five
time periods along the day (morning, midday, afternoon, evening, and
overnight). [14] predict the rentals and returns for each station per
hour, using temporal (day, day of the week, holiday, etc.) and weather
(temperature, humidity, rain, etc.) features. The authors also propose
a reduction technique for the trip data, improving the computational
execution time and erasing outliers from the dataset. For practical pur-
poses, station-level demand predictions for shorter time-periods (such
as one hour) seem preferable given that (i) the demand can drastically
change from one hour to the next, and that (ii) the rebalancing process
is actually planned and carried out at station-level.

Once the demand is properly predicted, optimal target inventory
values can be determined. [18] model the station inventory by means
of a Poisson queuing system that estimates its optimal number of bikes
while ensuring a given service level. Also using a queuing system, [19]
compute the target inventory values for the highest-demand stations,
denoted central stations, considering their demand as well as those of
their nearby stations. In the work of [20], inventories are optimized in
order to maximize the amount of time a station is considered balanced.
In [21], they estimate the optimum inventory by minimizing a user
dissatisfaction function with penalty variables to control the weight
given to the rental or return dissatisfaction. Likewise, [14] introduce
a hyperparameter to prioritize either the rental or the return service
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level when computing the target inventory value of a station. [22] ob-
tain target inventory values by minimizing the journey dissatisfaction
metric, which is measured by the number of commuters who wait for
missing bikes (for rentals) or docks (for returns), or by the number of
times they change their desired station. In [23], the authors propose
a model that determines the target number of bikes for each zone in
the BSS network using a dissatisfaction risk measure. This measure
simultaneously quantifies both the probability and the magnitude of
user dissatisfaction in a given zone.

Regarding the operational decision-making step (b), the works in
the literature can be categorized into two classes: those that assume
that rebalancing operations are performed by the users of the system
(under some incentive) and those that rebalance by means of a vehicle
fleet coordinated by the operator. [24] propose a reward mechanism to
encourage users to return bikes to certain stations in the BSS. In [25],
the authors conclude that encouraging the users to return the bikes
to a non-saturated station does not significantly improve the system’s
performance. However, they also show that the performance can be
improved by constantly stimulating users to return bikes to a nearby
station with lower inventory.

In the case of dock-based BSSs, as the ones considered here, operator-
based rebalancing via vehicles has typically been modeled via mixed-
integer linear programming [see, e.g. 26-37]. These models generally
aim to find optimal vehicle routes to rebalance a set of stations,
typically seeking to maximize customer satisfaction. The latter may
be achieved by minimizing the total lost demand [see, e.g. 26,30,34],
minimizing the costs incurred by rebalancing operations [33], keeping
station inventories close to their respective target inventory values [see,
e.g. 27,36], or even by optimizing several (possibly conflicting) objec-
tives [see, e.g. 38]. Unfortunately, the use of such models in practice is
rather challenging, given that the resulting optimization models tend
to be hard to solve. This typically limits their use to a small number
of stations, given that intraday planning typically requires decisions
within a matter of minutes. [18] observe that their formulation be-
comes difficult to solve even for small instances with 50 stations and
3 vehicles. The authors, therefore, propose a heuristic that clusters
stations using a maximum spanning star and then rebalances among
clusters. Likewise, [39] cluster nearby stations and then rebalance
among the clusters, where the capacity and the inventory of each
cluster are given by the sum across its stations. While such an approach
improves computational feasibility, it is based on the assumption that
nearby stations have similar patterns and that rebalancing within each
cluster is time feasible. [40] uses a Markov decision process to prioritize
stations segmented in zones, for which a unique vehicle is dedicated
for rebalancing their stations. The method also computes the optimal
number of bikes that should be added to or moved from the prioritized
station. We note that the cited clustering-based approaches work by
segmenting the entire network into smaller ones. Consequently, these
methods assume that each subproblem is addressed independently by
allocating the available vehicles to specific zones.

Several other heuristic methods have been proposed [see, e.g. 41—
43]. In particular, [44] propose a large neighborhood search algorithm
that optimizes the vehicle routes only for stations that have raised an
alert to the system. An interesting characteristic of their optimization
model is that such alerts have different priorities which are propor-
tional to their importance in the objective function. The list of stations
to rebalance (i.e., those that raised an alert) along with their associated
priorities have to be provided as input to the optimization model.

Our proposed prioritization strategies carry out step (a) and a pre-
liminary step to facilitate step (b). While our approach does not directly
optimize bike repositioning through the routing of dispatched vehicles,
we propose how to reduce the set of stations that should be considered
in the network. By focusing on those that are the most urgent, we
significantly facilitate efficient rebalancing operations. Indeed, a prior
selection of stations can be very useful to scale optimization models to
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large BSSs by restricting the number of stations to be actually consid-
ered. Moreover, such approaches, based on alerts raised for stations that
are susceptible to become unbalanced, are also easier to fit into existing
practices at several BSSs, which often plan the dispatching operations
based on such alerts. Nonetheless, because of limited resources in
practice, planners are often required to choose a subset of the stations
to rebalance.

The strategies proposed in the next sections seek to recommend
the best subset of stations to be rebalanced over a prespecified period
of time (e.g. one hour). Given that these prioritization strategies are
easy to implement and compute within a matter of seconds, they
provide an attractive alternative to computationally expensive multi-
period rebalancing optimization models. We reiterate that to the best
of our knowledge, there is a lack of existing literature that shares our
precise objective of selecting a subset of unbalanced stations with the
purpose of making the routing optimization problem computationally
tractable while taking into account the entire network.

3. Inventory intervals

BSS operators (such as BIXI Montreal) often use intervals of ac-
ceptable inventory values, referred to as inventory intervals. They are
composed of a lower and an upper bound, as well as a target inventory
value, which refers to the ideal inventory value for that station and
falls within the lower and upper bounds. Typically, each station has
its specific inventory interval defined for a specific time period, and its
values may change depending on the hour and day. When the inventory
of a station falls outside of its specified inventory interval, the station
is classified as unbalanced, which in turn triggers a rebalancing alert.

Fig. 3 illustrates the evolution of the inventory of two stations with
different inventory intervals and target values. Once the inventory is
outside the interval, the station is assumed to be rebalanced such that,
at the next hour, the inventory is set back to the target value. The
width and the level of the inventory intervals have a major impact
on the quantity of lost demand, on the number of raised alerts, and
ultimately, on the total number of rebalancing operations. For example,
narrow intervals generate more alerts, but tend to keep the inventory
closer to its target value, which in turn, decreases the likelihood of lost
demand (see Fig. 3, left). In contrast, wide inventory intervals create
fewer alerts, but at the expense of keeping the inventory farther from
its target values, which may increase the amount of lost demand (see
Fig. 3, right). Defining inventory intervals that make this delicate trade-
off in order to maximize system performance over the entire day is
therefore a challenge.

The model proposed here computes the inventory intervals and
the target values based on the service level — which is defined as the
proportion of satisfied trips at a given station [18]. In the literature, the
metric used to estimate user satisfaction can be computed considering
either rentals or returns individually [see, e.g. 14,18,19], or, as in our
case, in a combined manner that takes both rentals and returns into
account together [see, e.g. 21,22].

The inventory of the stations is typically modeled as an M/M/1/K
queue, whose parameters are the time between the rentals, the time
between the returns, the number of servers (here, a single station), and
the maximum capacity of the server (i.e., the total number of docks
C,). As often assumed in the literature, we describe the trips using
a Poisson distribution [8,14,18,39,45-47]. Hence, the times between
rentals and returns follow an exponential distribution. To estimate
the rentals and returns rate, we used the gradient-boosted tree model
presented by [14]. This model predicts hourly trips at each station of
the system and incorporates Singular Value Decomposition (SVD) to
reduce dimensionality and exclude outliers.

Given a station s with initial inventory f, a time period [0, T], and
the parameters mentioned above, we propose to compute the joint
service level of s as:

T g1 = py(f.0,0) + A,()(1 = py(f. Cpo1))dt

SLS(f?T) =
ST ug0) + 4,0t

; @
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where p,(f, N, 1) is the probability that the station s has N bikes at time
t, assuming that it had f bikes at time 0, and () (resp. 4,(1)) is the
expected rental rate (resp. return rate) during time period [t,7 + 1] at
station s. The numerator of Eq. (1) represents the expected number of
satisfied trips at station s for the referred period and initial inventory
value. After normalization, SL,(f,T) € [0, 1].

Thus, we can compute the minimum and maximum service levels
for a station s in a time period [0, T'] depending on the initial inventory
at time O as follows:

SL"T) = in SLJ(f.T d
<@ relooncy) A an

()]
L™X(T) = L.(f.T).
SLT(T) fe(lgﬁfq)é‘ (. T)

Next, we establish a threshold 2 for the acceptable service level
for a station s during time period [0, 7], defined as:

Qy(T) = SL™™(T) + B(SL™(T) — SL""(T)), 3)

where the hyperparameter g € [0, 1] controls how exigent the operator
is about the service level. A small value of # approximates the threshold
to the minimum service level, while a large g brings the threshold closer
to the maximum service level. Here, Q(T) € [0,1], given that each
individual service level SL, € [0, 1].

The inventory interval for station s for time period [0, T'] compatible
with threshold £,(T) is then defined as

I,T)={f €{0,....,C}L(T) < f SV(D)}, @
where

V(T) = max{f €{0,...,C,}|SL,(f.T) > 2,(T)}, and 5)
L) =min{f €{0,...,CHSL(f.T) > QT)}. )

Finally, the target inventory value 7,(T) for station s for time period
[0,T7] is given by the inventory value that provides the highest service
level:
T(T)= argmax {SL,(f,T)}. )
1€(0....C,)

Based on the above defined inventory intervals and the target
inventory value, we next propose new strategies to effectively prioritize
unbalanced stations that should be considered for rebalancing.

4. Prioritization strategies for unbalanced stations
Operators typically follow a systematic approach to prioritize sta-

tions for rebalancing among those that have raised an alert. In par-
ticular, BIXI Montreal segments the unbalanced stations into three

priority groups, each defined by specific criteria.! The first group,
denoted K, contains stations classified as critical, i.e., stations that
are either completely empty or completely full, and for which all their
neighboring stations within a radius of 600 m are also completely
empty (or completely full).? The second group, denoted K,, includes
unbalanced stations that are not part of K;, but are located within a
600-meter radius of a metro station. This criterion recognizes the fact
that stations located near metro stations tend to have a higher demand
since it is common for both modes of transportation to complement
each other in the urban environment. The third group, K3, comprises
stations that are not part of the previous groups but are within 600
m of any station in K; or K,. Any unbalanced station not classified
under K|, K, or K; is not considered for rebalancing in the analyzed
time period. The priority of stations in K, is always higher than that
of stations in K,, and the priority of stations in K, is higher than
that of stations in Kj. Finally, within each group, stations are sorted
based on their proximity to the nearest metro station. This means that
stations closer to the metro have a greater likelihood of being selected
for rebalancing.

In the following, we present our proposed prioritization strategies
that provide priority scores to the unbalanced stations according to
different criteria. We then provide a theoretical intuition that illustrates
under which circumstances these strategies will perform well. Finally,
we show how the resulting rebalancing planning for the upcoming
planning period can be efficiently solved as a transportation problem.

4.1. Prioritization strategy based on inventory forecasting

The first prioritization strategy, denoted Pa;, selects stations for
rebalancing taking into consideration the current stations inventories,
provided as input, and the expected demand, which is obtained by the
gradient-boosted tree regression model of [14].

By considering the current hour ¢, we predict the inventory ?i(z’ ) of
each station s at the beginning of hour ' € {r+1,...,t+ H}, for H > 1,
as:

Ay min{C,, 720t = 1)+ 40 = 1) = (¢ = D}, if 4,( = 1) > (@' — 1)
: max{0, 7 (¢ = 1)+ A,(' = 1) — u,( = 1)}, otherwise.
(8)

1 This procedure was conceived after several exchanges with BIXI’s plan-
ners. As such, it is not an official representation of BIXI’s decision-making
process.

2 The radius of 600 m is defined by BIXI based on the fact that an average
person may walk this distance within 10-15 min, which is the time that BIXI
considers acceptable for a commuter to walk seeking to be served.
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Parameters p (1) and 4,() are, respectively, the expected demand for
the number of rentals and returns at station s during time period [z, #+1].
In the base case of the recursion (8), where t' =1+ 1, ?; (' = 1) refers
to the actual number of bikes available at station s at the beginning of
the current hour 7.

Then, for each station s, the strategy computes for ¢ € {r+1,...,1+
H}:

Bl(¢) = max{0,-D! ("), D! (') - C,}, 9

=l o1
where D!(t") = f (¢ = 1)+ A,(t' =1)— uy(¢' = 1). Thus, B!(') may indicate
either: no lost demand (max 0), a shortfall (max —Di(l’ )), or a bike
surplus (max D;(t’ ) — C,) during the time period [ — 1,7] at station
S.

Finally, a prioritization score is computed for station s at hour ¢,
proportional to its predicted inventory shortfall or surplus over the
period [t, ...t + H], as follows:

S (h=1)
Ploy="Y [1—,; o ]xB;(rJrh). (10)
h=1
We note that the terms of (10) are weighted so as to penalize B; as h
increases. The parameter p € [0, 1] is thus used to control the rate of
discount of the weighting schema over time.

Theoretical intuition on the impact of the look-ahead period. Prioritizing
stations for rebalancing based solely on the lost demand of the up-
coming time-period is likely to lead to higher cumulative lost demand
over time, especially when the number of available vehicles for rebal-
ancing is significantly smaller than the number of stations that need
rebalancing. Eq. (10) allows for taking into consideration the impact of
immediate rebalancing decisions on future time-periods. We illustrate
this benefit by means of a toy example:

« Station 1: estimated to have 1 lost rental in the next hour; high
rental demand is expected in the upcoming hours during the
demand peak.

+ Station 2: estimated to have 2 lost rentals in the next hour; rental
demand in upcoming hours is expected to remain modest.

When using a myopic look-ahead period of H = 1, the prioritization
strategy is likely to prioritize station 2, which exhibits an immediately
higher number of lost rentals. When using a longer look-ahead period
H > 1, the anticipated lost rental of the upcoming demand peak
can be taken into consideration, therefore prioritizing station 1. Given
the limited number of vehicles to rebalance unbalanced stations, a
less myopic prioritization strategy would likely outperform a myopic
selection of stations. The same reasoning holds for the prioritization
strategy introduced next.

4.2. Prioritization strategy based on inventory forecasting with immediate
rebalancing

The second proposed strategy, denoted Pa,, sorts unbalanced sta-
tions according to the amount of lost demand avoided by rebalancing
operations. It assumes that a rebalancing operation at the beginning of
hour ¢ sets the inventory of a station to its target inventory value.

Thus, the predicted inventory 750’ ) of each station s at the be-
ginning of hour ¥ € {r+ 1,...,t + H}, for H > 1, is computed
as

min{C,. 7.0 = D+ A = 1) = (' = D), i 4,0 = D> (' = 1)

T = 2
max{0, 7 (' = 1)+ A,(#' = 1) = u,(' = 1)}, otherwise.

1D

Eq. (11) resembles (8), differing only in its base case where ' =1+ 1,

for which 7?(1’ — 1) represents the target inventory level of station s at
hour ¢, denoted by 7,(r).
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The predicted lost demand at station s, for ' € {t+1,...,t+ H}, is
then computed as:

B2(t') = max{0, -D*(t"), D*(¢') - C,}, 12)

where D2(1') = 72(' = 1)+ 4, = 1) = p(¢' = 1).
Finally, the prioritization score of station s at hour ¢ is given by
strategy Pa, as:
H
PX =Pl - ) [1 - p(h%] x BX(t + h). (13)
h=1
The first term of the subtraction in (13), i.e., P; (1), represents the
lost demand if station s is not rebalanced at hour 7, whereas the second
term, refers to the lost demand if that station has its inventory set to
its target value 7,() at the beginning of hour 7. Note that, theoretically,
PX(1) may be negative, i.e., rebalancing a station may increase the
lost demand. Throughout our computational experiments with real-
world data, however, we have never observed negative values for Pf(t).
Finally, the strategy outputs the stations in non-increasing order of their
prioritization scores.

Theoretical intuition on the performance of Pa, and Pa,. The two pri-
oritization strategies Pa; and Pa, measure the expected lost demand
before and after rebalancing, respectively. As these approaches are
based on predicted rental and return demand, their performance de-
pends on the quality of the demand predictor. As such, a theoretical
guarantee of their capacities to ultimately reduce lost demand is not
possible. We may, however, provide an intuition under which con-
ditions one strategy should, theoretically, perform well. If rental and
return demand estimates are accurate, those approaches are likely to
draw an accurate picture of the station rebalancing priorities. In other
words, when rental and return uncertainty is sufficiently small and
can be accurately forecasted, strategies Pa; and Pa, are expected to
perform well since they select stations based on their expected lost
demand. Pa, should be able to accurately indicate the benefits of
rebalancing a station since it evaluates the lost demand after a rebal-
ancing operation. In contrast, if rental and return demand is considered
rather uncertain, Pa, and Pa, may ill estimate the priorities of stations,
especially in situations where many stations indicate the same quantity
of lost demand. For example, two stations may both have the same
estimated quantity of lost rental demand. One of the stations may have
an empty inventory, while the other may have a non-empty inventory.
In this case, the former should be prioritized. However, exclusively
using the lost demand as an evaluation criterion does not allow for
distinguishing these stations.

4.3. Prioritization strategy using inventory intervals

The third prioritization strategy we propose, denoted Pajs, is more
conservative than the strategies above. Instead of giving a high pri-
oritization score to stations whose inventories are predicted below
zero or above their dock capacity (i.e., yielding lost demand), Pa;
prioritizes unbalanced stations according to the predicted deviation of
the station’s inventory from its inventory interval bounds (Egs. (5)-
(6)). Thus, stations might be rebalanced before they actually start to
generate lost demand (i.e., before they are completely full or empty).

By considering the current hour 1, strategy Pa; computes, for 1 €
{t+1,...,t+ H}:

B(") = max{0, L (') - DX(), D}(") - V(")) 14

where £(1') and U (¢') correspond, respectively, to the lower and upper
bounds of the inventory interval of station s at hour ¢, and Di(t’ )
computed as in Section 5.2.1.

The priority score for strategy Pas is then computed as:

H
Pl =Y [1 —p(hH;l)] x Bt + h). (15)
h=1
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As a result, Pay prioritizes stations that are expected to remain un-
balanced in the next hours if the operator does not rebalance them.
These stations are sorted and prioritized in non-increasing order of
the deviation between their predicted inventories and their inventory
interval bounds.

Theoretical intuition on the performance of Pa;. While Pa; and Pa,
prioritize stations based on estimated lost demand, Pa; provides a
safety buffer to the inventory by aiming at an inventory target level that
will withstand certain demand uncertainty. The former two strategies
are likely to perform well when demand can be accurately predicted.
In this situation, strategy Pas, using an inventory interval, seems
unnecessarily conservative. Indeed, the use of an inventory target aims
at mitigating demand uncertainty, allowing for prioritizing the station
that, currently, is less prepared for the upcoming demand uncertainty.
In practice, demand is considered highly uncertain, which suggests that
the use of Pa; may perform better in practice, as long as target intervals
are computed appropriately.

4.4. Single-period planning used within rolling horizon framework

The proposed prioritization strategies identify a subset of stations
that can be considered for immediate rebalancing in the upcoming
planning period. While it is difficult to compute such a subset for time
periods that lie further ahead, it can nonetheless serve as the basis
for executing single-period rebalancing plans within a rolling horizon
framework.

The recommendations of station priorities provided by the strategies
are made without any knowledge of the available rebalancing resources
(typically, vehicles). Their benefits, ignoring the allocation of vehicles
to the stations, are empirically evaluated in Section 5.2. To provide
efficient rebalancing planning, however, vehicles must be allocated to
stations considering current vehicle inventories and their potential to
rebalance the inventory of the station they are allocated to. Next, we
define such a planning problem and show how to solve it efficiently.

We assume to have available a fleet V' of vehicles which are ready
for immediate rebalancing, i.e., at the beginning of time 7. A subset
S’ C S, denotes the subset of all stations .S that should be considered
for immediate rebalancing. The expected rental demand for the current
time period [7,7 + 1] is estimated to be u(¢), while the expected return
demand is A,(f). We assume that each vehicle can be sent immediately
to any of those stations in .S’ and carry out rebalancing immediately
before such demand occurs, in an effort to better serve such demand.
As such, we also assume that the current locations of vehicles do
not matter and that the relocation distance is sufficiently small. The
capacity of station s is given by C,, while the capacity of vehicle v is
given by C,. The current inventory of station s is given by f,(t), whereas
the current inventory of vehicle v is given by f,(f). The planning
problem considered here requires allocating vehicles v € V' to stations
s € S’ such that the demand for the upcoming time period is best
served. If |V | < |S’]|, then not all stations can be served. If |V| > |5,
then not all vehicles will be used. In other words, at most one vehicle
is allocated to at most one station.

When using our prioritization strategies to derive set S’ for the time
period [7,7 + 1], we aim to rebalance a station inventory as close as
possible to the proposed inventory target value 7,(¢). If such values
are not available, the problem may aim at directly minimizing the
estimated lost demand. In both cases, the problem can be solved as
a transportation problem minimizing allocation costs, defined as a
bipartite graph with offer nodes ¥ and demand nodes S’, where each
vehicle has to be assigned to a station. Each offer node has a supply of
1 unit, and each demand node requests 1 unit. If |V| > |S’|, artificial
station nodes can be added with costs +co to ensure that the graph is
balanced. In a similar fashion, if |V| < |S’|, artificial vehicle nodes can
be added with costs +oo to ensure that the graph is balanced.
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Costs on the arcs are computed depending on the objective. If the
objective is to minimize the deviation from the inventory target values,
costs ¢, for an assignment of vehicle v to station s should generally
represent the shortfall of desired rebalancing, i.e., the difference be-
tween the target inventory value and the feasible new inventory value
after rebalancing. If 7,(1) > f,(t), i.e., the vehicle should ideally drop
off 7,(t)— f,(r) bikes, then the costs should represent the shortfall of the
number of bikes that should be dropped off (i.e., 7,(t) — f,(¢)) and the
number of bikes that can actually be dropped off, which may be limited
by the vehicle inventory f, (7). If T,(t) < £,(t), i.e., the vehicle should
ideally pick up f,(t)—T,(¢) bikes, the costs should represent the shortfall
between the number of bikes that should be picked up (.e., f,()—7,(")
and the number of bikes that can actually be picked up, which may be
limited by the space available in the vehicle. As such, the costs of an
assignment can be computed as follows:

T,(t) = f,(t) — min{T,(t) — £,(0), £, ()}, if 7,(t) > £,(1)
Cos =S50 = T,(0) — min{ £,(1) = T,(1), C, - f,(0}, f T,() < f,() (16)
+00, if 7,() = ).

While the costs above represent a shortfall to satisfy, we may simplify
the same obtained transportation problem by using costs that represent
the reduction of the shortfall:

—min{T,(1) = £,(0), f,,} if 7, > £,(0)
¢y = —min{ f,(1) = T,(1), C, — f,}, if T(1) < £,(0) an
0, if Ts(t) = f,(@).

If the objective is to minimize the total lost demand, costs are
defined in a similar fashion, but consider the difference between the
current station inventory and the net bike outflow O,(t) = A,(t) — p, (1)
(which is negative if the rental demand is higher than the return
demand in time period [t,#+1]). Costs may therefore either represent the
shortfall of bikes or docks with respect to the demand, or the reduction
of shortfall obtained by rebalancing the station. We here define the
latter:

—min{O,(t) — (C, — £,(),C, — f,}, if O,() >0 & C, — f,(f) < O(r)
€y =4 —min{=0,(1) = f,), f, (O}, if 0,(n <0 & £,(1) < -0,

0, otherwise.
18)

The effectiveness of such a single-period rolling horizon planning
approach, both in terms of demand satisfaction and computing times,
is empirically evaluated in Section 5.3.

5. Computational experiments

We now report on computational experiments that have been car-
ried out to evaluate the performance of the proposed prioritization
strategies. We first present the details of the dataset used in our study
in Section 5.1. The first set of experiments, presented in Section 5.2,
focuses on the comparison of several performance measures for the
proposed prioritization strategies and the emulated strategy currently
in use at BIXI Montreal. We also investigate the impact of hyperparam-
eter f used within our strategies, impacting the width of the inventory
intervals. Section 5.3 focuses on the second set of experiments, inves-
tigating the performance of the strategies when used for single-period
planning within a rolling horizon framework. The strategies are com-
pared to two alternative baselines. Also, we investigate the benefits
over longer look-ahead periods used within strategies to compute the
priority scores.

5.1. Data set

We consider real-world data from BIXI Montreal for the 2019 and
2020 seasons. The dataset used in the experiments contains hourly
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information for time, weather, trips, and stations. Time features hold
temporal data such as the hour, day, whether it is a holiday and the day
of the week. Weather features store information such as temperature,
wind speed and relative humidity. Trip features are composed of the
number of bike rentals and returns, observed at each station of the
network. Finally, station features contain information regarding the
geographical location of each station, as well as their corresponding
number of docks. Time and weather features were collected from
https://climate.weather.gc.ca (except for the holiday feature that was
manually imputed), while trip and station features were both provided
by BIXI Montreal. More details about the importance of the different
features for the gradient-boosted tree used here can be found in [48].

The BSS network considered here from BIXI Montreal contained a
total of 620 stations in 2019 and 641 stations in 2020. Each dataset was
split into training, validation, and test data, and they each contain all
stations from the corresponding year. The training and validation data
are used, respectively, to fit the machine learning model parameters
and tune its hyperparameters. Finally, the test dataset was used to pro-
vide an unbiased performance evaluation of the different prioritization
strategies.

Because of a large observed discrepancy in the frequency and the
behavior of trips in 2020, caused by the COVID-19 pandemic, we used
different strategies for selecting the dataset for each simulated season.
For the 2019 tests, the training dataset contains data from April 2018
to June 2019, minus the months during which BIXI is out of service
(i.e., December, January, February, and March). The validation dataset
is composed of data from the first 15 days of July and August 2019, and
the test dataset uses data from the remaining days of July and August
2019. We opted to divide both July and August into validation and test
datasets so that the model is less sensitive to demand changes observed
between consecutive months.

Note that the physical network of BSSs typically changes over time,
which makes it often difficult to use data linked to a specific station
ID over longer periods of time. Therefore, we do not use data prior
to the 2018 season. We have also observed that, for the 2020 season,
adding training data from previous years deteriorates traffic prediction.
Consequently, we used training data from April 2020 to June 2020. In
that case, the validation dataset contains the first 15 days of July and
August 2020, while the test dataset contains the remaining days of July
and August 2020. Note that we focus our experiments on the months
of July and August because of their high demand and importance
throughout the season.

5.2. Comparison with different § values for 2019 and 2020

The first set of experiments focuses on comparing our strategies
with a systematic approach that emulates the prioritization strategy
employed by BIXI Montreal. Here, we use a simple simulator, intro-
duced next, to emulate inventory fluctuations in the BSS according to
trip demand and performed rebalancing operations. We then present
the computational results under different values of hyperparameter f
used to define inventory intervals (see Section 3). Specifically, large
values of § result in narrow inventory intervals, and consequently, in a
larger number of alerts, while potentially improving demand satisfac-
tion. In contrast, small g values lead to wide intervals, decreasing the
number of raised alerts at the stations, but possibly decreasing demand
satisfaction.

5.2.1. Simulation

The simulator first initializes the inventories of all stations with
their respective target values. Then, at the beginning of each simulated
time-period (here, one hour), the subset of unbalanced stations are
forwarded for prioritization and, after being sorted, to a post-processing
procedure that ensures a balance between the number of bikes picked
up and dropped off from the stations (see Appendix A for details).
The latter then returns a subset of the stations to be rebalanced. The
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number of stations in this subset is limited by the total rebalancing
capacity (i.e., the vehicle fleet), which is given as input to the simulator
and represents the total number of stations the operator is capable of
rebalancing at each time-period. In other words, the simple simulator
used here prioritizes a number of stations that does not exceed the
rebalancing capacity and assumes that each station can be rebalanced
to its target value. The inventories of the selected stations are then set to
their respective target values. In the sequel, the inventory of all stations
is modified according to the historical data of rentals and returns. The
simulator then proceeds to the next simulated hour until all hours are
iterated.

After execution, the simulator returns three metrics that are impor-
tant to the BSS operator: (i) the number of raised alerts, indicating
how often a station has been classified as unbalanced, thus representing
how stressed the system was; (ii) the number of rebalancing operations,
allowing for an estimation of the operational rebalancing costs; and (iii)
the amount of rental and return requests that could not be satisfied,
directly affecting customer satisfaction.

The pseudo-code for this simulation, as well as its execution pipeline
and description, can be found at github.com/clara91/Data-driven-
prioritization.

5.2.2. Results

We now report on the simulation results with BIXI’s data for the
2019 and 2020 seasons. We considered that the maximum rebalancing
capacity per hour was 46 for the 2019 season and 22 for the 2020 sea-
son. These numbers correspond to the average number of rebalancing
operations performed by BIXI during the peak rebalancing hours in the
two observed years.

All prioritization strategies have been fed with the same inventory
intervals in order to ensure a fair comparison of their performance.
Even though the inventory intervals used by BIXI were available to
us, incorporating them into the analysis may have compromised the
validity of our conclusions. We evaluated the prioritization strategies
using three values for g, specifically # = 0.75 (narrow intervals), f =
0.50 (medium intervals), and # = 0.25 (wide intervals).

Evaluation of Pa,, Pa, and Pa;. Table 1 provides an overview of the
total lost demand (expressed as a percentage of the total demand,
i.e., rental plus return demand) calculated across the entire network for
the simulated hours from the test dataset. The table also includes the
hourly average number of raised alerts and the hourly average number
of rebalancing operations performed in the system over the same
768 simulated hours. The presented results were collected from the
simulation using the proposed prioritization strategies Pa,, Pa,, and
Pas, as well as the emulation of BIXI’s prioritization strategy. Finally,
for each of the presented metrics, we report the relative difference
(column A(%)) calculated with respect to the values obtained using
BIXI’s prioritization strategy.
Table 1 suggests the following conclusions:

1. General impact on lost demand. The three proposed strategies
consistently resulted in lower levels of lost demand compared to
BIXD’s prioritization strategy across all simulated scenarios. This
suggests that the proposed strategies excel at prioritizing stations
for rebalancing.

2. Best strategy to reduce lost demand. Among the proposed
prioritization strategies, Pa; is the most effective strategy to
reduce lost demand and the number of raised alerts, achieving
reductions of ~ 35% in lost demand for 2019, and ~ 65% in
2020. However, it is important to consider the tradeoff involved
when using Paj as it requires a higher number of rebalancing op-
erations compared to BIXI’s prioritization strategy. Specifically,
even though the performed rebalancing respects the maximum
rebalancing capacity, more rebalancing operations also translate
into higher operational costs.


https://climate.weather.gc.ca
http://github.com/clara91/Data-driven-prioritization
http://github.com/clara91/Data-driven-prioritization
http://github.com/clara91/Data-driven-prioritization
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Table 1
Performance metrics for the 2019 and 2020 seasons.
Season Prioritization Strategy B Lost Demand Alerts Rebalancing
total % A(%) per hour A(%) per hour A(%)
0.25 5.22 69.86 23.86
BIXI 0.50 4.96 95.64 29.48
0.75 5.13 142.41 35.87
0.25 4.19 -19.72 69.34 v —0.74 23.35 v -2.14
Pa, 0.50 4.05 -18.23 109.83 A 14.84 23.83 v -19.17
0.75 4.00 -22.03 170.38 A 19.64 24.02 v —33.04
2019 0.25 4.16 -20.24 69.03 v -1.19 23.20 v -2.77
Pa, 0.50 4.05 -18.35 110.01 A 15.03 23.63 v —-19.84
0.75 3.95 -22.95 169.87 A 19.28 23.89 v —33.40
0.25 3.99 —-23.46 53.54 v —-23.36 27.19 A 13.96
Pay 0.50 3.58 -27.71 74.80 v -21.79 31.51 A 6.89
0.75 3.33 35.13 116.63 v -18.10 36.03 A 0.45
0.25 2.47 43.60 9.55
BIXI 0.50 2.13 57.22 11.42
0.75 2.10 88.21 14.59
0.25 1.57 -36.44 31.74 v -27.20 10.93 A 14.45
Pa, 0.50 1.53 -28.17 51.98 v -9.16 10.97 v —3.94
0.75 1.53 —-27.14 92.29 A 4.63 10.99 v —24.67
2020 0.25 1.55 -37.25 32.02 v —26.56 10.92 A 14.35
Pa, 0.50 1.53 28.17 51.98 v -9.16 10.97 v -3.94
0.75 1.52 -27.62 92.65 A 5.03 11.06 v —24.19
0.25 1.15 -53.44 20.64 v —52.66 12.53 A 31.20
Pa; 0.50 0.88 -58.69 28.26 v —50.61 14.07 A 23.20
0.75 0.72 -65.71 48.87 v —44.60 16.47 A 12.89

3. Best strategies with moderate rebalancing. Pa, and Pa, re-
duce the lost demand without necessarily increasing the number
of rebalancing operations. In fact, they often led to fewer rebal-
ancing operations in the system — for all g values in 2019, and 2
out of 3 in 2020. This is explained by the fact that both Pa; and
Pa, assign a positive score to unbalanced stations only if they are
predicted to generate lost demand in the next hour, while Pa;
bases its prioritization score on the violation of their inventory
intervals. As a result, Paj prioritizes a larger number of stations
with scores greater than 0, leading to an increased frequency of
rebalancing operations compared to Pa; or Pa,.

4. Impact of inventory interval size. For our prioritization strate-
gies, the relative reduction of the lost demand was more substan-
tial when narrow inventory intervals (f = 0.75) were employed,
generally leading to a higher number of alerted stations and
slightly more rebalancing operations. In contrast, this behavior
has not been observed during the 2019 season for BIXI’s prior-
itization strategy. Here, narrow inventory intervals (f = 0.75)
resulted in more alerts and rebalancing operations, but this did
not translate into a lower lost demand. We analyze this curious
behavior below in .

5. Pattern shift from 2019 to 2020. As a result of the lockdown
measures applied by the Canadian authorities in response to the
COVID-19 pandemic, user behavior drastically changed. Most
likely attributable to the increased work-from-home, the demand
peaks shifted and the total number of trips reduced by 85%
(e.g., from about 4000 trips to about 600 trips at the respective
peak hours). As a result, the relative lost demand also dropped
by at least 50% from 2019 to 2020, as stations were substantially
less stressed and users were less often faced with empty or full
stations.

6. Benefits of data-driven methods. Even though the relative
lost demand reduced from 2019 to 2020, this was expected
(see previous point) and it is questionable whether the BIXI’s
rebalancing strategy has adapted to the new demand pattern in
an ideal manner. Our prioritization strategies demonstrated a
substantially higher reduction of the relative lost demand over
BIXD’s strategy in 2020. Such an improvement, despite the fact

that the total demand was much lower, is remarkable. It is, in
fact, much more difficult to further reduce lost demand when the
total number of trips is low. For example, 5% of lost demand at a
peak hour in 2020 may refer to about 15 out of 600 trips, while
it refers to 200 out of 4000 trips in 2019. Reducing an abundant
lost demand is easier than a sparse one since the latter requires
a very precise identification of the stations at which lost demand
can be further reduced. It is therefore even more impressive to
see the lost demand in 2019 reducing to about 0.72% for strategy
Paj;. This not only highlights that our prioritization strategies
are effective, but it also illustrates their ability to adapt to new
demand patterns and, as such, highlights the importance of data-
driven strategies in general that can adapt to changes in demand
patterns much faster than manual adjustments.

In Appendix B, we report the results of Table 1 now segmented
according to the distance of the stations to their closest metro station.
The results indicate that our prioritization strategies, Pa;, Pa,, and
Paj, exhibit a tendency to distribute rebalancing operations more
evenly among near and far stations compared to BIXI’s prioritization
strategy (outlined in Section 4). Furthermore, our prioritization strate-
gies generate a greater number of alerts for near stations compared to
those raised by BIXI’s prioritization. In terms of measured lost demand,
while Pa; and Pa, result in higher lost demand for near stations with
g values of 0.5 and 0.75, Pa; consistently records lower lost demand
for both near and far stations across all f values.

Trade-off between the number of alerts and the rebalancing capacity.
BIXUs prioritization strategy presenting higher lost demand with tighter
inventory intervals (f = 0.75) is unexpected, given that our priori-
tization strategies consistently reduced lost demand as the inventory
intervals got tighter. It turns out that the trade-off between the number
of alerts and the rebalancing capacity is an important one.

Fig. 4 presents the lost demand as a function of the BSS rebalancing
capacity for both BIXI’s prioritization strategy (left) and Pa; (right)
throughout the 2019 test dataset. For strategy Pa;, more narrow in-
tervals (i.e., higher g values) consistently lead to lower lost demand.
In contrast, for BIXI’s prioritization strategy, narrow intervals only
perform well when the rebalancing capacity is sufficiently high (more
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Fig. 4. Percentage of lost demand as a function of the rebalancing capacity of the system on the 2019 test dataset.

than 50) to deal with the large amount of raised alerts. When stations
are stressed (i.e., there is a high number of raised alerts), BIXI’s prior-
itization strategy has difficulties identifying the most critical stations,
which leads to higher lost demand when the rebalancing capacity is
low (here, less than 40). Here, wider inventory intervals raise alerts
only for the most unbalanced stations, which is more aligned with the
limited rebalancing capacity. Indeed, the rebalancing capacity used in
our case-study in Table 1 assumes a rebalancing capacity of 46, which
lies at the threshold where more narrow intervals are beneficial when
using BIXI’s prioritization strategy.

This analysis allows for deriving two key insights for BSS operators,
particularly those with a limited rebalancing capacity (which is an eco-
nomical key concern for operators). First, it highlights the importance
of an effective prioritization strategy, particularly when the number of
alerts is high. Prioritizing the wrong stations is as ineffective as raising
the wrong alerts. Second, being capable of adjusting the number of
alerts (by smartly selecting the intervals and choosing an appropriate
interval size) is crucial, since the operator may want to keep the num-
ber of alerts aligned with the rebalancing capacity, particularly when
the subsequent prioritization process is not robust to changes in the
demand pattern. The prioritization strategies presented here improve
upon BIXI’s prioritization strategy in both concerns, making them an
attractive tool to integrate when working towards more effective and
automated rebalancing strategies.

5.3. Comparison of different rebalancing strategies

The second set of experiments, presented in this subsection, focuses
on the comparison of the various approaches within an optimized
rolling horizon planning framework. Even though each of the planning
problems corresponds to a single-period problem, our proposed priori-
tization strategies benefit from a look-ahead period, allowing them to
evaluate the decisions’ impact on lost demand further in the future.
To this end, a more detailed simulator is used, which is introduced
next, along with the baseline models. We then present and analyze the
computational results.

5.3.1. Baseline models and simulation

We now empirically compare the performance of the prioritization
strategies Pa,, Pa, and Pa; when used for a single-period rebalancing
model within a rolling-horizon framework. We name this model SP;;I.‘;,
minimizing the deviation from the inventory target values. This model

is compared against two baselines:

. SPaL”D: a single-period rebalancing planning model that minimizes
the lost demand on the entire station network.

* MP,,.r: @ geographical clustering approach, where the rebal-
ancing planning for each cluster is computed by solving a multi-

period planning model with a single vehicle.

As shown in Section 4.4, both SPPT”K” and SPLD can be solved
efficiently as a transportation problem, where the station selection ul-
timately minimizes the estimated lost demand occurring from a match
between vehicles and stations, with costs defined by (17) and (18),
respectively. The second baseline, M P,,,.,,, relies on a network de-
composition approach, given that solving multi-period planning models
on the entire network exceeds the capabilities of commercial optimiza-
tion solvers when dealing with the complete set of stations. M P,
considers a partition of the stations into k clusters, where k is given
by the number of vehicles available for rebalancing. The stations are
clustered using the k-means algorithm [49], taking into consideration
their locations so as to ensure that stations located close to each other
belong to the same cluster. Once the clusters are established, a multi-
period planning model [50] is solved for each cluster with a single
vehicle, utilizing a rolling horizon with 8 time-periods each. At every
two time periods, the model is reoptimized, with the solution for the
first two time-periods implemented. Note that both baselines consider
all stations of the network, whereas SP;;KW only uses a subset of the
stations, as prescribed by the corresponding prioritization strategy.

Our simulation starts the inventory of all stations with their respec-
tive target values. Then, it iteratively executes the following steps for
all simulated time-periods, which are here set to 1 h each:

1. Predict the expected demand and inventory of the unbalanced
stations in the network for the upcoming hour(s).

2. Compute inventory intervals and target inventory values.

3. Prioritize unbalanced stations for rebalancing planning (in the

TV
case of SP only).

4. Solve a rebalancing planning model (SP.P, M Py, 0 SPIY )
considering the prioritized stations in Step 3, and the current
inventory values of stations and vehicles.

5. Perform the resulting planning thereby updating the inventory
of the rebalanced stations and used vehicles.

6. Update the inventory of the stations according to rentals and
returns data.

7. Compute alerts and update the set of unbalanced stations. Return

to Step 1.

The pseudo-code for SPpT”.‘;r, as well as its description, can also be
found at github.com/clara91/Data-driven-prioritization.
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Table 2
Performance metrics of the rebalancing planning models for the 2019 season.
Model P Priorit.Strategy Lost Demand Rebalancing Distance CPU time
total(%) A(%) per hour A(%) per hour A(%) total
spLP - - 8.65 13.17 39.17 24.49
MP,j0ns - - 8.45 v —2.31 10.92 v-17.08 20.75 v-47.03 46 887.30
Pal™=! 7.00 v-19.08 10.10 v-23.31 31.08 v-20.65 1.36
Palt=2 6.89 v-20.35 10.77 v-18.22 32.61 v-16.75 1.41
Paf'=3 6.79 v-21.50 11.42 v-13.29 33.73 v-13.89 1.46
Pall=! 6.96 v-19.54 9.98 v-24.22 30.84 v-21.27 1.26
0 Pall=2 6.85 v-20.81 10.54 v-19.97 32.06 v-18.15 1.42
Pal'=3 6.85 v-20.81 11.00 v-16.48 33.81 v-13.68 1.43
Pal=! 6.85 v-20.81 12.51 v-5.01 34.53 v-11.85 1.75
- Pal’=? 6.90 v-20.23 12.68 v-3.72 34.87 v-10.98 1.61
SPorior Pali= 6.96 v-19.54 1278 v-2.96 35.04 v-10.54 1.57
Pal=! 7.00 v-19.08 10.10 v-23.31 31.08 v-20.65 1.43
Pql’=? 6.84 v-20.92 10.77 v-18.22 32.32 v-17.49 1.27
Pall= 6.80 v-21.39 11.46 v-12.98 34.35 v-12.31 1.44
Pal=! 6.96 v-19.54 9.98 v-24.22 30.84 v-21.27 1.37
1 Pali= 6.85 v-20.81 10.68 v-18.91 32.92 v-15.96 1.27
Pall=3 6.81 v-21.27 10.99 v-16.55 33.84 v-13.61 1.48
Pql=! 6.85 v-20.81 12.51 v-5.01 34.53 v-11.85 1.51
Pall=? 6.87 v-20.58 12.45 v-5.47 33.92 v-13.40 1.56
Pall= 6.93 v-19.88 12.59 v-4.40 34.47 v-12.00 1.60
5.3.2. Results 25% over baseline SPLP. In comparison with the clustering approach
e . . .
Table 2 presents the results of SPLP, M P, and S ppT”};’ for M Pjys10rs» model SPUV results in greater distances traveled by vehicles

the 2019 BIXI season data. They consider a rebalancing fleet of 15
vehicles, where M P,,.,, uses 15 clusters obtained by k-means with
cardinalities ranging between 7 and 103 stations. Particularly, for the
SPpT”Zr, we tested the three proposed prioritization strategies (Pa,, Pa,
and Pas), with the use of different look-ahead periods (H € {1,2,3}),
and different discount parameter values (p € {0,1}). Besides that,
S PpT,;;r is optimized over 20% more prioritized stations than available
vehicles. The table indicates, for each approach, the total lost demand
(in % of the total demand), the number of rebalancing operations,
and the average distance (in km) traveled by the set of vehicles per
hour, computed over the entire planning horizon. Note that we test
over the last 16 days of July and August 2019, which corresponds to
a total of 768 simulated hours. This corresponds to the optimization of
768 planning models (each solved at each hour) for the single-period
models SP’P and SP," , and 384 planning models for M Pygc,s-
The last column reports the total CPU time (in seconds) spent in the
entire simulation. Next to each performance measure, the table shows
the percentage improvement 4 from baseline SPaL”D for that specific

measure.

By using the estimated rental and return demand from the predictive
model for the next time-periods over the entire planning horizon,
SPaL”D achieves an estimated lost demand of about 8.65%. By casting
the problem as a transportation problem, it is solved quite quickly,
within less than 30 s. The cluster-wise multi-period model M P, .,
presents a slightly lower lost demand of about 8.45%. Even though the
model benefits from a multi-period modeling, vehicles are restricted to
rebalance locally in each cluster, which limits the overall effectiveness
of this approach. In contrast, the average number of rebalancing oper-
ations, and especially, the total distance traveled by the vehicles, are
much smaller. Nonetheless, the computing time is also much higher, as
expected for a multi-period model.

All three proposed prioritization strategies used for SPpTr,.‘;r allow
for a reduction of the lost demand. Here, p is evaluated with values 0
and 1, indicating a high and a low discount factor. As expected, this
discount factor slightly impacts the performance when higher look-
ahead horizons H are used. Indeed, using less myopic information
with H = 2 and H = 3 seems to be beneficial for strategies Pa,
and Pa,. In contrast, this does not seem to be beneficial for Pas.

For all performance measures, our strategies improve between 3% and
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regardless of the prioritization strategy employed, while being more
effective at decreasing the lost demand. In particular, the computing
time of model SP;KW is low, and much smaller than the time required
for solving MP,,,.... All prioritization strategies are solved within
milliseconds, with less than 2 s in total to solve all rebalancing planning
models for the entire planning horizon. This makes them an interesting
option to be used within a rolling horizon framework where decisions
have to be made in real-time.

We next also analyze the hypothetical performance of the various
approaches when perfect information is available, as opposed to using
a (sufficiently) accurate predictive model (as it has been the case in
Table 2). To this end, Table 3 summarizes the performance measures
when perfect rental and return information is used within the optimiza-
tion planning models. While this is, of course, an unrealistic assumption
in practice, it allows us to empirically bound the minimal lost demand
one may expect and analyze the behavior of the different approaches
in such a situation.

Both SPLP and M P,,,, use objective functions that minimize the
lost demand. Given that the demand is assumed to be perfectly known,
these models are assumed to perform well. Indeed, SP‘{;,D exhibits
a quite low lost demand of about 5.72%. The multi-period model
M P,;,..rs does not perform as well, which is attributable to its local re-
balancing restrictions, allowing vehicles only to rebalance within their
respective cluster. We can also observe that, under perfect information,
the prioritization strategy Pa; does not succeed in outperforming the
baseline SPaL”D regarding lost demand. This is reasonable, given that
Pas considers inventory intervals, which aim at withstanding uncertain
demand variations. Given that in this study, there is no uncertainty,
SPpTr}(’" with Pa; provides an unnecessarily high inventory buffer, as
suggested in Section 4.3. Besides, similar to the previous study, Paj
does not seem to benefit from a look-ahead horizon H > 1. Pa; and
Pa,, however, very often benefit from such a look-ahead horizon.

Finally, we observe that SP" with Pa, consistently outperforms
SPaL”D for all performance metrics. The use of look-ahead hours with
Pa, also suggests that such less myopic behavior is indeed beneficial,
no matter whether perfect information (which, of course, is unrealistic
in practice) or a (sufficiently accurate) predictive model is available,

supporting the theoretical intuition provided in Section 4.1.
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Table 3
Performance metrics of the rebalancing planning models for the 2019 season using perfect demand information.
Model p Priorit.Strategy Lost Demand Rebalancing Distance CPU time
total(%) A(%) per hour A(%) per hour A(%) total
SpLD - - 5.72 14.98 45.63 20.73
MP s - - 7.72 434.96 13.51 v-9.81 22.61 v-50.47 21489.21
Pa{’*' 5.76 A0.70 12.65 v-15.55 42.81 v-25.81 1.50
Paf" 2 5.71 v-0.17 13.20 v-11.88 43.41 v-24.77 1.51
Paj'= 5.83 A1.92 13.60 v-9.21 43.77 v-24.14 1.53
Paé ! 5.69 12.52 v-16.42 42.42 v-26.48 1.46
0 Pa;"'*2 5.58 13.02 v-13.08 43.92 v-23.88 1.49
Pa)'=? 5.53 13.52 v-9.75 45.07 v-21.89 1.51
Pal’=! 6.10 13.60 v-9.21 38.95 1.60
- Paj=? 6.37 13.36 v-10.81 36.95 1.60
SPyrior Pal'= 6.51 13.49 v-9.95 37.00 1.60
Paf'=! 5.76 12.65 v-15.55 42.81 1.52
Pal=2 5.65 13.29 v-11.28 44.01 1.49
Pa{’:} 5.61 13.81 v-7.81 44.47 1.52
Pal=! 5.69 v-0.52 12.52 v-16.42 42.42 1.56
1 Pa;"'z2 5.55 v-2.97 13.11 v-12.48 43.90 1.62
Paé"':3 5.45 v-4.72 13.61 v-9.15 46.07 1.50
Paj=! 6.10 A6.64 13.60 v-9.21 38.95 1.65
Pa;”z2 6.31 A10.31 13.46 v-10.15 37.63 1.58
Ptzf':3 6.39 All.71 13.52 v-9.75 37.26 1.67

6. Concluding remarks

In this paper, we proposed a series of strategies to select the unbal-
anced stations that should be prioritized for rebalancing in dock-based
bike-sharing systems (BSSs). This is an important issue for BSS oper-
ators, given that it is neither economically feasible nor ecologically
desirable to provide a sufficiently large vehicle fleet in order to re-
balance all unbalanced stations at the same time. As such, we aim at
improving a step that is present in many BSS operating processes, yet
less addressed by the existing literature.

Our prioritization strategies utilize various criteria for selecting
stations for rebalancing. These include: forecasting future lost demand
(Pa,), assessing the impact of potential rebalancing on station inven-
tory and predicted lost demand (Pa,), and predicting the deviation
of station inventories from their inventory intervals (Pa3) - the lat-
ter being automatically computed using demand prediction based on
historical trips, weather, and temporal data. The proposed strategies
also incorporate a look-ahead period, which considers the impact of
current decisions on future time periods. As inventory intervals are
already being used in practice by BSS operators, the implementation of
our prioritization strategies into the practical information and decision
process is straightforward. Once the predictive model is trained, inven-
tory intervals and prioritization strategies are computed in a matter
of seconds, which is a practical requirement in the ongoing effort to
rebalance stations throughout the day.

By comparing the proposed prioritization strategies, we observe that
all of them are capable of reducing the occurrences of lost demand.
This shows that a judicious choice of stations to be rebalanced has a
considerable impact on the service provided and, hence, on customer
satisfaction. Among the proposed strategies, Pa; and Pa, considerably
reduce the number of performed rebalancing operations in most scenar-
ios, whereas Pa; is the most effective strategy to improve the service
level at the stations. Hence, the choice of the prioritization strategy to
implement should depend on the objective pursued by the operator.

Our strategies also seem particularly useful during periods in which
the demand changes its patterns. The proposed prioritization strategies
seem to adapt better to the demand changes in 2020 in comparison
to BIXI’s prioritization strategy. This outcome is due to the fact that
the former is based on demand prediction while the latter is mostly
influenced by the location of the stations.
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Further numerical experiments embed the prioritization strategies
to pre-select subsets of stations for use in a single-period rebalancing
model, executed within a rolling horizon framework. The resulting
models are compared to two baselines: a multi-period model, in which
one vehicle rebalances a specific clustered region, and an approach
similar to ours where the entire set of stations is taken into account.
The results indicate the benefits of our strategies, outperforming the
baselines in terms of lost demand and rebalancing operations. Solved
as a transportation problem, such models are solved within a matter of
milliseconds, which is particularly attractive for the practical use within
real-time planning.

It is noteworthy to mention that, as all our experiments rely on
actual trip data, data regarding trips that were not taken due to bike
or dock unavailability were not considered. This limitation can be
overcome in future research by conducting experiments using syn-
thetic data. This approach will broaden the scope of scenarios one
can examine, allowing for a precise quantification of demand losses
and thus facilitating a more thorough assessment of the rebalancing
recommendations.

Finally, the effectiveness of our prioritization strategies are an inter-
esting example of the beneficial synergies between machine learning
and optimization techniques. The general ideas of the prioritization
strategies proposed here may be carried over to different application
contexts, where planning problems are too complex and may benefit
from a reduced search space of demand points that require immedi-
ate attention. For example, in post-disaster humanitarian operations,
first-response resources are routed by vehicles to beneficiary groups,
which have uncertain and varying degrees of urgency. Prioritization
strategies similar to those proposed here may be used to prioritize
beneficiary groups that require aid the most, taking into consideration
the estimated degradation of health condition over a look-ahead time
horizon.
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Appendix A. Post-processing to ensure a balanced selection of
pick-ups and drop-offs

Our prioritization strategies are responsible for sorting the stations
according to their rebalancing priority, but they do not take into con-
sideration practical constraints such as the hourly rebalancing capacity
of the operator or the parity between the amount of bikes added and
removed from the BSS. Indeed, the latter is an important criterion for
the rebalancing team in order to ensure that the number of bikes picked
up is approximately the same as the number of bikes dropped off.

Omega 129 (2024) 103141

In view of that, we developed a post-processing procedure that
follows the application of any of the previous prioritization strategies.
This procedure has two steps and is illustrated in Fig. A.5. In the first
step, the procedure receives the list of sorted unbalanced stations and
splits it into two sorted sub-lists of stations, namely: (i) a list $%¢ of
stations where bikes should be added (i.e., dropped off), and (ii) a list
Srem of stations from which bikes should be removed (i.e., picked up).
The amount of bikes added or removed from the stations is exemplified
in the figure and corresponds to the number of required bikes to
restore the inventory of the stations to their respective target values.
In the second step, the stations are selected for rebalancing according
to the value of the accumulator variable, which is initialized with 0.
If accumulator > 0, the procedure selects the highest priority station
from S”*™ to be rebalanced, and updates the accumulator accordingly.
Otherwise, the procedure selects for rebalancing the highest priority
station from $%?, and the accumulator variable is increased. Each time
a station is selected in step 2, it is removed from its corresponding
sub-list. The post-processing procedure is halted when either S$%¢ or
Sem are empty, or when the number of rebalancing operations equals
the BSS rebalancing capacity (i.e., the maximum number of rebalancing
operations the operator is able to carry out). At the end, the procedure
outputs the set of stations to be rebalanced in the simulation.

Appendix B. Prioritization strategies results relative to metro prox-
imity

Table B.4 reports the same results presented in Table 1, but now
categorized by station proximity to metro stations. A bike station is
classified as near for the table if it is at most 600 m away from one
metro station. Otherwise, it is classified as far.

Step 1
Srem
601
station ID 227
601 |-5 bikes
227 |-5 bikes 322
120 |46 bikes
289 |+4 bikes Sadd
120
322 |-1 bike 289
505 [+1 bike
505

Step 2
accumulator = 0

601 | -5 bikes
accumulator = -5

120 | +6 bikes

|

accumulator = 1

[SV]
(N]
=~

-5 bikes

601

Fig. A.5. Illustration of the post-processing procedure divided into two steps. Note that the original sorting of the stations provided by the prioritization strategy is preserved in

the sub-lists.
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Performance metrics for the 2019 season categorized by station proximity to metro stations.

Season Strategy p Lost Demand (%) Alerts per hour Rebalancings per hour
Near Far Total Near Far Total Near Far Total
0.25 4.70 6.10 5.22 29.69 40.17 69.86 20.82 3.04 23.86
BIXI 0.50 4.36 5.96 4.96 39.27 56.37 95.64 26.19 3.29 29.48
0.75 4.38 6.37 5.13 59.22 83.19 142.41 32.88 2.99 35.87
0.25 4.68 3.36 4.19 42.82 26.51 69.34 15.40 7.95 23.35
Pa, 0.50 4.53 3.27 4.05 67.20 42.63 109.83 15.74 8.09 23.83
0.75 4.49 3.19 4.00 103.30 67.08 170.38 15.89 8.13 24.02
2019 0.25 4.65 3.33 4.16 42.66 26.37 69.03 15.33 7.87 23.20
Pa, 0.50 4.53 3.26 4.05 67.09 42.92 110.01 15.59 8.04 23.63
0.75 4.44 3.15 3.95 103.20 66.67 169.87 15.79 8.10 23.89
0.25 4.48 3.16 3.99 32.87 20.67 53.54 17.85 9.34 27.19
Pa; 0.50 4.05 2.82 3.58 45.34 29.46 74.80 20.67 10.84 31.51
0.75 3.78 2.58 3.33 69.59 47.07 116.63 23.63 12.40 36.03
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