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Abstract

Background: Studies have revealed a lack of representation of skin of colour

patients in academic sources of dermatologic diseases, including databases.

This visual racism has consequently generated less comfort and confidence

among the specialists in the care and attention of this ethnic group, including

the opportunity of being correctly diagnosed.

Objectives: To investigate and uncover potential racial biases in the HAM10000

data set through an exploratory analysis of the dark skin tones representation,

the identification of inaccuracies in its documentation, the recognition of

relevant skin conditions absent for darker skin and the lack of ethnic diversity

variables crucial for validating diagnosis across different skin tones.

Methods: An exploratory examination was conducted to investigate the

occurrence of dark skin within the HAM10000 database (housed in a

Harvard Dataverse repository), consisting of 10,015 dermoscopic images of

skin lesions. A visual depiction encompassing the whole skin tones was

generated by sampling four crucial data points from each image and applying

the Gray World Algorithm for colour normalization. To confirm the accuracy

of the graphical representation, dermatologists validated the pixel sampling

process by analysing a randomly selected 10% of the images for each type of

skin lesion. This visual representation was produced for the entire data set as

well as for each skin lesion type. The study was further enhanced by

comparing the skin lesion representation within the HAM10000 data set

against documented prevalences of relevant conditions affecting dark skin.

Results: Less than 5% of the images came from dark‐skinned patients.

Nevertheless, in about 4.9% of cases, our pixel sampling method might

inadvertently capture shadows or dark spots resulting from the imaging device

or the lesion itself rather than the individual's actual skin tone. In addition,

there are inaccuracies in the data set's claims of diversity and comprehensive
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coverage, notably the underrepresentation of conditions prevalent in darker

skin and the absence of ethnic diversity variables.

Conclusions: Visual racism is an issue that needs to be addressed in medical

sources of information and education. Image databases and artificial intelligence

models need to be nourished with information, including all skin types, to

guarantee equal access to opportunities. Furthermore, any instances where

conditions affecting people of colour are underrepresented must be meticulously

documented and reported to highlight and address these disparities effectively.

This is particularly important in dermoscopy imaging, where solely relying on

image‐based racial bias analysis is limited. The alteration of the patient's actual

skin tone by the dermatoscope's lighting complicates the accurate assessment of

racial bias.

KEYWORD S

dermatology data sets, diagnostic equity, fairness‐aware machine learning, inclusive
artificial intelligence, racial bias

INTRODUCTION

In the medical area of dermatology, studies reveal
suboptimal teaching and representation of skin diseases
in the skin of colour to professionals in training, not only
due to the lack of specialists and residents belonging to
ethnic minorities but also due to ‘visual racism’. This may
be present in the learning material1 alongside the lack of
inclusion of chairs within academic curricula that allow
academic enrichment in dermatological diseases, specifi-
cally in the afro‐descendant population. This has conse-
quently generated less comfort and confidence within the
clinician in the care and attention of this ethnic group.2

The Harvard Dataverse repository serves as a valuable
data source for research spanning a range of disciplines,
including social sciences, arts and humanities, medi-
cine and law.3 Researchers can utilize this repository to
upload, publish and receive proper recognition for their
data. Moreover, it provides an opportunity for Artificial
Intelligence (AI) developers to test their algorithms and
utilize these images as a benchmark data set. While the
repository undoubtedly benefits the scientific community,
there have been concerns raised regarding the quality
of certain published data. One such data set, named
HAM10000,4,5 contains a vast collection of dermatoscopic
images of common pigmented skin lesions. Dermoscopy,
an essential tool in dermatology, enhances diagnostic
precision by providing detailed images of the skin's
primary structure and its lesions. It has gained widespread
use in screening for skin cancer and pigmented lesions.6

However, it is important to note that the documentation
accompanying the HAM10000 data set claims that the

images are sourced from diverse populations and encom-
pass ‘all important diagnostic categories in the realm of
pigmented lesions’.4,5 This assertion may lead researchers
to assume that the data adequately represents populations,
including Black or female individuals and their correspond-
ing skin lesions, thus enabling the generalization of
research findings. Nonetheless, a closer examination reveals
a concerning scarcity or absence of images depicting lesions
in Black‐skinned patients, indicating a potential limitation.

MATERIALS AND METHODS

The HAM10000 data set contains 10,015 images of seven
types of pigmented skin lesions: Actinic keratoses and
intraepithelial carcinoma/Bowen's disease (akiec), basal
cell carcinoma (bcc), benign keratosis‐like lesions (solar
lentigines/seborrheic keratoses and lichen‐planus like
keratoses, bkl), dermatofibroma (df), melanoma (mel),
melanocytic nevi (nv) and vascular lesions (angiomas,
angiokeratomas, pyogenic granulomas and haemorrhage,
vasc). This data set is divided into two sets: training and
test set. Both sets were analysed.

In numerous instances, the lesions within the images
appear dark and are positioned at the centre, while some
images exhibit black areas at the edges, attributable to the
capture system rather than the skin colour. Therefore, we
sampled pixels from four distinct corners of each image to
accurately identify the patient's original skin, as shown in
Figure 1. Specifically, pixels were displayed within pixels
located between 8% and 12% of the length and width
of each image (the four squares on each image).
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This approach enabled us to avoid sampling parts of the
lesion or dark regions of the image. However, some
samples were expected to exclusively consist of dark
pixels, as shown in the upper left image in Figure 1. We
mitigate this by computing the median RGB representa-
tion of the four samples within each image, helping to
balance out anomalies caused by shadows or variations in
lighting. Further enhancing our methodology, we adjust
the colour balance of the median RGB representation
through the Gray World Algorithm (GWA). The GWA
application helps neutralize colour biases arising from
differences in white balance and colour calibration,
ensuring a more consistent colour representation across
the data set. We limit calibration factors to a tight range of
0.95–1.05 for subtle and controlled adjustments. Postcor-
rection, we sequence the adjusted median RGB values
from the darkest to the lightest and visually represent
this data on a graph, e, as depicted in Figure 2. Five
dermatologists conducted a validation of the pixel
sampling method using a randomly selected 10% of the
images by the skin lesion type. The resulting graph

provides an insight into the prevalence of darker versus
lighter skin tones.

Furthermore, to analyse skin tone variations, we
implement this method across each of these condi-
tions. We also assess the skin lesions targeted by
HAM10000 against those commonly found in dark‐
skinned populations, comparing their representation
and prevalence. We reference existing literature to
support the importance of incorporating certain
lesions typical of dark skin into benchmark databases
such as HAM10000.

RESULTS

The results show the proportion of fair‐ and dark‐skinned
individuals in the pictures sampled (see Figure 2). Less than
5% of the graph represents high phototypes (dark skin
tones), as more than 90% exhibit fair‐skinned phototypes.

By scrutinizing the distribution of various skin lesion
types in the HAM10000 data set and their prevalence in

FIGURE 1 Visual overview of corner pixel sampling (the four squares at each corner) in the HAM10000 by lesion type (columns).

FIGURE 2 Proportional comparison of dark versus light skin images using the 10,015 pictures in the HAM10000 database.
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darker skin tones, the data set predominantly features
lesions commonly found and studied in lighter skin tones
(see Figure 3). When aggregating nevi, melanoma and
BCC, these conditions account for 83.2% of the HAM10000
data set, suggesting a bias towards conditions more
frequently observed in lighter skin tones. In contrast,
squamous cell carcinoma (SCC), the most common
cancer in Black populations,7 and dermatosis papulosa
nigra (DPN), more prevalent or manifest distinctly in
darker skin,8 are notably absent.

Despite nevi being the most frequently documented
condition in the HAM10000 data set (67%), the data set
might inadequately reflect the wide range of appearances
that nevi can exhibit on darker skin. The distribution of
nevi colours, ranging from dark to light, closely reflects
the overall composition of the whole data (see Figures 2
and 3), showing a similar proportion of dark pixels.

Conversely, melanoma, accounting for 11.1% of
HAM10000, is the data set's second most common lesion
type and shows the highest concentration of dark pixels.
However, the data set overlooks acral lentiginous mela-
noma. This specific type of melanoma, more prevalent in
individuals with darker skin,9 is not adequately distin-
guished, which complicates the analysis of results by skin
tone. This oversight is even more critical given the higher

mortality rates associated with acral lentiginous mela-
noma in people of colour, primarily due to delayed
diagnoses.9

While BCC is less common in darker‐skinned
individuals, it remains the second most common skin
cancer among Black populations.10 The significance of
BCC in these individuals should not be overlooked.
However, BCC is represented in just 5.1% of the data set,
suggesting a potential shortfall in representation that
may impair the ability of algorithmic diagnostics to
accurately detect BCC in individuals with darker skin.

DISCUSSION

This research highlights an imbalance in the HAM10000
data set's representation of skin lesions, particularly
noting a lack of diversity in images of individuals with
darker skin tones. Compounded by the complete lack of
metadata or any variables that would permit a detailed
analysis of dermatological manifestations across various
ethnic groups, this disparity poses a considerable barrier
to comprehensively understanding and addressing the
dermatological needs of a racially diverse population. It is
known that skin cancer incidence is certainly lower in

FIGURE 3 (Left side) Proportional comparison of dark versus light skin images across lesion type. (Right side) Proportion of images by
lesion type.
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the dark skin patients compared to White skin patients
(0.9 vs. 22 per 100.000) which could be understood as a
limitation.11–13 However, the HAM10000 data set dem-
onstrates a bias towards skin conditions more commonly
associated with lighter skin tones. This skew overlooks
significant conditions like SCC and DPN, which are
either most prevalent in or uniquely manifest in Black
populations.

The data set's failure to adequately represent the
diversity of nevi presentations in darker skin, alongside
the lack of detailed categorization for skin tones, under-
mines its diagnostic utility for these populations.
Diagnostic criteria and warning signs can vary, as certain
types or changes in nevi that are more concerning in
White skin may not appear the same or pose the same
level or risk in Black skin. Variations in colour, size and
borders of nevi might not be adequately represented in
the data set. As there is no variable that allows
accountability between types of skin tones, these poten-
tial biases will remain unknown, which could hinder
diagnosis and misguide clinicians.

The likely underrepresentation of Black skin in nevi
cases suggests that the data set might not adequately
represent the diagnostic complexities and unique appear-
ance patterns of nevi in Black skin. Without explicit data
categorizing skin tones, the data set lacks the depth
needed to address these disparities effectively. Addition-
ally, BCC in darker skin often manifests in areas not
typically exposed to the sun, differing from the more
common presentation in lighter skin tones. This variation
in manifestation may make diagnosis more challenging, as
the traditional indicators of BCC, like pearly nodules with
distinct edges and telangiectasias, might not be as
apparent on darker skin.10 Furthermore, if the data set
lacks diverse examples of this condition, algorithms
trained on it might not perform well across all skin tones,
potentially causing misdiagnosis or healthcare disparities.

The absence of acral lentiginous melanoma further
exacerbates healthcare disparities. The lack of proper
differentiation highlights a significant shortfall in the
data set's approach to skin cancer diagnosis, contributing
to ongoing disparities and discriminatory practices in
healthcare. These gaps highlight the critical need for a
more inclusive approach in dermatological research and
diagnostics to ensure equitable healthcare outcomes
across all skin tones.

The lack of ethnic metadata limits the ability of
researchers to identify and address specific healthcare
needs within various racial and ethnic groups. It also
raises concerns about the equitable distribution of
research attention and resources. The medical and
machine learning community must prioritize the collec-
tion of such data moving forward, ensuring that all

individuals are represented and that the research derived
from such data sets truly advances the cause of global
health equity. These representations are not merely
mirroring population prevalence, but rather on ensuring
the sample size is sufficient to diagnose adequately across
ethnicities.

The implications of this bias extend beyond academic
interest and enter the field of clinical significance. They
manifest in the risk of perpetuating diagnostic inaccura-
cies, as healthcare professionals may be inadequately
trained to recognize conditions as they present in darker‐
skinned individuals. The breadth and depth of the
HAM10000 data set must be expanded to provide an
equitable resource that serves the dermatological needs of
a diverse global population. This expansion is not solely a
quantitative increase in images of darker‐skinned indivi-
duals but also a qualitative improvement that ensures a
wide range of skin conditions are represented according to
their unique clinical presentation in all skin tones.

The results in this article were potentially expected;
many of these imbalances could have been foreseen
before the images were collected. The absence of a more
multiracial perspective or education for healthcare
specialists involved in the data collection process, or
the omission of healthcare specialists in the conception
of algorithms based on data sets like HAM10000,
indicates a siloed approach that neglects the diverse
clinical realities faced by different ethnic groups. We
consider that a multidisciplinary collaboration can foster
an environment where diverse perspectives are valued
and integrated into the development of medical data-
bases and tools. For instance, it is documented that
doctors of colour are more likely to serve minorities as
well as provide care to underserved populations;
therefore, increasing their representation within derma-
tology can reduce gaps and quality of care in general.14–16

In the wake of this study's findings, it is evident that
the creation of medical data sets like HAM10000 requires
not just an expansion in data quantity but a strategic
overhaul in data curation practices. Future efforts must
prioritize the inclusion of a broader spectrum of skin
conditions, particularly those prevalent among darker‐
skinned populations, and ensure that such conditions are
accurately represented in terms of severity, morphol-
ogy and progression.

The results also go beyond the cautious use of
HAM10000 or improvement of ML practices; data‐based
studies like this one can just reflect discriminations
already presented in society. The HAM10000 analysis in
this article contributes to unmasking the already reported
problematic in dermatology research and education.
Visual bias or visual racism has already been documented
as an issue in the area of dermatology; the term has been

RACIAL BIAS IN DERMOSCOPY REPOSITORIES: A HAM10000 DATA SET ANALYSIS | 5
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addressed in scientific literature as the underrepresenta-
tion of skin colour in educational material and in
noneducational resources.17 Perlman et al. studied the
representation of images of skin of colour among
important dermatology training materials in Medical
School, such as the AAD curriculum, USMLE First Aid,
Pathoma and so forth. They found that only 14.9% of 1123
images corresponded to skin of colour.18 This fact is of
paramount relevance since, as it is expected, the lack of
inclusion of this type of patients in medical literature and
learning material could affect dermatological practice,
diagnostic accuracy and reliability in the context of caring
for this group of patients.19 Although there are genetic and
phenotypic differences in human morphology (including
skin colour), it is a fact that underrepresentation probably
stems from a foundation of socioeconomic inequality and
structural barriers that limit inclusivity in dermatology.14

Recognizing and addressing the existence of racial
bias is the starting point towards a justified change that
encompasses the paradigms of inclusion, diversity and
representation, especially focused on the afro‐descendant
population so that it is possible to generate open spaces
for discussions regarding restructuring of dermatology
academic curricula. This could potentially be achieved by
introducing elements that guarantee adequate clinical
and social preparation in the context of medical care for
patients belonging to ethnic and/or racial minorities.

The HAM10000 data set aimed to tackle ‘the small
size and lack of diversity of available data sets of
dermatoscopic images’ to train neural networks. How-
ever, even if these images are only used for academic
purposes, the inclusion of Black minorities in studies is
imperative, and it cannot be ignored. Moreover, if these
populations are excluded, this fact should at least
be mentioned in the database description. These clarifica-
tions are missing from this database's documentation.
Despite previous studies highlighting similar disparities,20

HAM10000's documentation does not address these
concerns.

Our study further highlights the essential role of AI
and regulatory organizations in devising and deploying
technological healthcare solutions. It stresses the impor-
tance of ensuring these innovations are developed and
applied with a keen awareness of their ethical implica-
tions, particularly in maintaining fairness and preventing
bias in medical diagnosis. Accountability and transpar-
ency in their data and algorithms are imperative. This
involves rigorous evaluation and validation processes
that are open and accessible, allowing for the identifica-
tion and correction of any biases that may exist, thereby
promoting fairness and inclusivity in AI‐driven dermato-
logical diagnosis.

LIMITATIONS

The study employs median RGB analysis from image
corners to mitigate the effect of dark pixels due to lesions
or capture devices, alongside the GWA to correct for
photographic discrepancies such as white balance and
colour calibration, aiming to improve skin colour
representation accuracy. However, randomly inspecting
the 10% images, we estimate that around 4.9% of the
time, our sampling method could mistakenly identify
shadows or dark areas created by the dermatoscope or
the lesion itself as skin tone, not accurately capturing the
person's true colour (see Annex). Since lesioned or
shadowed skin is often darker than the actual skin, there
may be an overestimation of the number of images
featuring dark skin. Nevertheless, despite our efforts to
precisely sample healthy skin, our methodology—as any
method relying solely on the HAM10000 data set—might
not capture the full range of skin tones, especially in
darker‐skinned individuals. In these cases, lesions are
often found in areas with less sun exposure, showing
lighter pigmentation than the general skin tone. Addi-
tionally, the illumination from dermoscopes can make
the skin colour seem lighter than it actually is. This
highlights the limitation of using the HAM10000 data
set alone for inferring patient ethnicity, emphasizing the
importance of incorporating detailed demographic vari-
ables like ethnicity into dermatological data sets for more
comprehensive analysis.

CONCLUSION

Visual racism is an issue that needs to be addressed in
medical sources of information and education. Image
databases and AI models need to be nourished with
information, including all skin types, to guarantee equal
access to opportunities. Incorporating exploratory data
analysis into the AI developer practice manual is of
utmost importance; this underrepresentation could have
been identified since the HAM10000's inception in 2018.
This article uses a straightforward and interpretable
approach to dermoscopic image exploration. However,
numerous techniques and methods are available to
explore image data comprehensively. Neglecting this
type of analysis can have far‐reaching consequences,
ranging from impeding the effective implementation of
machine learning algorithms and perpetuating
unfairness to posing risks to human lives. As the field
advances, proactive efforts are essential to address and
rectify these biases for the ethical and equitable evolution
of AI technologies in dermatology.
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