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S U M M A R Y 

Seismic full-wav eform inv ersion (FWI) or wav eform inv ersion (WI) has gained e xtensiv e 
attention as a cutting-edge imaging method, which is expected to reveal the high-resolution 

images of complex geological structures. In this paper, we regard each 1-D signal in the 
inversion system as a 1-D probability distribution, then use the Jensen–Shannon divergence 
from information theory to measure the discrepancy between the predicted and observed 

signals, and finally implement a novel 2-D multiparameter shallow-seismic WI (MSWI). 
Essentially, the novel approach achieves an implicit weighting along the time-axis for each 

1-D adjoint source defined by the classical WI (CWI), thus enhancing the extra illumination for 
a deeper medium compared with the CWI. By e v aluating the inversion results of the two-layer 
model and fault model, the reconstruction accuracy for S -wave velocity and density of the new 

method is increased by about 30 and 20 per cent compared with that of the CWI under the 
same conditions, respecti vel y. The reconstr uction perfor mance for P -wav e v elocity of these 
two methods is almost equal. In addition, the new 2-D MSWI is also resilient to white Gaussian 

noise in the data. Numerically, the inversion system has almost the strongest sensitivities to the 
S -wav e v elocity and density, performing the poorest sensiti vity to the P -w av e v elocity . Finally , 
we test the novel method with a detection case for a power tunnel. 

Key words: Inverse theory; Surface waves and free oscillations; Waveform inversion. 
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1  I N T RO D U C T I O N  

An important aspect of geophysics is the inversion (Snieder & Tram- 
pert 1999 ), or imaging related to the parameter estimation (Mario 
& Patrizia 1998 ; Aster et al. 2018 ), where the seismic inversion 
plays a critical role in revealing the parameter distribution of under- 
ground medium (Wang 2017 ). The imaging methods based on the 
seismic wa ves ma y be di vided into two categories: the body-w ave 
(reflection seismolo gy, first-arri v al w ave tomo graphy, and so on) 
and surface-wave imaging (mainly utilizing the dispersion; Wang 
et al. 2023 ). Compared with the body waves, the surface waves 
(referred to Rayleigh waves) have the characteristics of large am- 
plitude, dispersion and cylindrical-type geometrical spreading (Foti 
et al. 2014 ; Xia et al. 2015 ), making the surface-wave exploration 
is widely used in the geological structure surv e y with various scales 
(Xia et al. 2015 ; Chen et al. 2022 ; Yan et al. 2022a ). The core 
132 

C © The Author(s) 2024. Published by Oxford University P
article distributed under the terms of the Creative Common
permits unrestricted reuse, distribution, and reproduction in
of surface-wav e e xploration is the dispersion analysis, which often 
identifies the 1-D S -wave velocity ( V S ) structures below the surv e y 
points through inverting the frequency-dependent phase-velocities 
(Xia et al. 2015 ; Foti et al. 2018 ; Vantassel & Co x 2021 ). Cur -
rently, the common inversion strategies often limit the attention to 
the fundamental-mode dispersion curve only because of the po- 
tential mode misidentification (Lamuraglia et al . 2023 ), although 
many researchers have emphasized that the higher-mode dispersion 
information is essential to better constrain the 1-D S- wave velocity 
solution (Feng et al. 2005 ; Luo et al. 2009 ; Farrugia et al. 2016 ; 
Yan et al. 2022b ). This means that the multisolution degree of the 
common methods would be serious, for this, some new inversion 
strategies for the multimodal dispersion curves have been reported 
(Maraschini & Foti 2010 ; Yan et al. 2022b ). Ho wever , the intrinsic 
1-D limitation still remains. 

The 1-D horizontal layered media assumption makes that the clas- 
ress on behalf of The Royal Astronomical Society. This is an Open Access 
s Attribution License ( https://creati vecommons.org/licenses/b y/4.0/ ), which 
 any medium, provided the original work is properly cited. 
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Figure 1. The schematic diagram of the observed system of the reconstruc- 
tion tests for the two-layer model and fault model with noise-free data and 
poor initial models. Both the sources and receivers are configured on the 
free-surface, the red pentagrams indicate the location of the source on the 
free-surface for each shot gather, and the blue dots represent the positions 
of the corresponding receivers. 
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ic dispersion inversion is only suitable for the medium with low
ateral heterogeneities (Gao et al. 2023 ), in other words, only an
verage V S structure can be attained. To extract the lateral varying
tructure from the dispersion information, Hu et al. ( 2021 ) pre-
ented a multiscale window analysis of surface waves (MWASW),
 hich estab lishes a forward algorithm of the fundamental-mode
ispersion curve for 2-D model based on the plane-wave basic
unction, therefore the inversion is designed naturally. But this ap-
roach lacks the consideration for the higher-mode surface waves
nd scattered w aves, possibl y facing the dilemma for detecting the
bstacles and sharp discontinuous interfaces. Most important of all,
he dispersion curves are the sparse representations of waveform
ata, therefore, it would ine vitabl y lose the information correlated to
he medium. 

The full-wav eform inv ersion (FWI) fits the observ ed wav eforms,
irectly (Tarantola 1984 ), without the complex dimensionality re-
uction and data transformation process, which have great potential
o give the high-resolution parameter estimation for complex 2-D
r 3-D geological structures (Gao et al. 2023 ). Under many circum-
tances, the real-amplitude information of the observed data related
o the geometric diffusion and attenuation of the media is not uti-
ized by the inversion system, and a trace-by-trace normalization
trategy is adopted, which is named as the waveform inversion (WI)
n the paper. Previous researchers paid great focus on the body-wave
WI or WI (Mora 1987 ; Crase et al. 1990 ; Vigh et al. 2014 ; Pan
t al. 2016 ), which means that the application for field data needs
o filter out the surface-wave components. Ho wever , the surface-
ave components dominate in the near-surface seismic wavefield

Xia et al. 2015 ; Gao et al. 2023 ), therefore, the surface waves
re indispensable for the near-surface FWI and WI. Due to the
dvancement of the seismometers and the accessibility of huge
omputing po wer , the FWI/WI has become a cutting-edge imag-
ng technique for near-surface medium, and many field case stud-
es have been reported (Romdhane et al. 2011 ; Tran et al. 2013 ;
roos et al. 2014 , 2017 ; Li et al. 2017 ; Pan et al. 2019 ; Gao

t al. 2020 , 2023 ). It is worth mentioning that, compared with
he FWI/WI driven by the 2-D wave equation of P -SV type (the
bserved data is dominated by the Ra yleigh wa ves), the FWI/WI
f the 2-D wave equation of SH type (the Love-wave is domi-
ant of the observed data) has a simpler parameter classes, which
as also received extensive attention (Dokter et al. 2017 ; K öhn
t al. 2018 ; Guan et al. 2022 ), although it may be more difficult
o excite the Love-wave with high signal-to-noise ratio by active
ources. 

As is known to all, the cycle skipping is a non-negligible issue
or the body-wave FWI/WI (Engquist & Yang 2022 ), therefore, a
av ourab le initial model is required for the classical approaches.
o wever , from the stepwise refinement perspectiv e, the c ycle skip-
ing is not very critical for the FWI/WI mainl y dri ven b y the surface
aves because a nice initial model can be given by the dispersion

pectr um analysis. Fur ther more, it has been suggested that this ini-
ial model construction strategy is ef fecti ve enough to avoid the
ycle skipping (Guan et al. 2022 ; Gao et al. 2023 ). A more im-
ortant aspect is the insufficient illumination for the deeper media
ecause the receivers and sources are deployed on the free-surface
or most FWI/WI cases, in contrast to the medical imaging, this is
n observation system with very limited angle coverage. Therefore,
here may be such a problem, how should we ef fecti vel y measure the
ifferences between the predicted and observed signals to mine the
nformation as much as possible, so that achieving a high-precision
maging in the situation of insufficient observation? 

Choi & Alkhalifah ( 2012 ) proposed to adopt the global corre-
ation norm to measure the discrepancy between the observed and
redicted waveforms to attain a better illumination, essentially, this
isfit function realizes the reform for the adjoint wavefield gener-

ted by the L 

2 norm. Wu et al. ( 2014 ) suggested the envelope-based
isfit, and Borisov et al. ( 2018 ) extended the objective function

o 3-D elastic surface-wave FWI for inverting the shallow large-
cale heterogeneities. Liu et al. ( 2022 ) constructed a new misfit
or seismic-wave WI through using the instantaneous phase of 1-D
ignal, which is considered to be able to uniformly extract the infor-
ation from different events of seismic signals, and they tested the

e w misfit b y an archaeo geophysics example. These researches are
ased on such a fact that the different misfit functions have different
roperties. 

Inspired by this, we regard the signal of each seismic trace as a
-D probability distribution, and measure the difference between the
redicted and observed data sets from infor mation theor y (Shannon
948 ). The difference between two probability distribution is of-
en measured by the information entropy, and the Jensen–Shannon
ivergence (JSD) is an extension for the Shannon entropy (Lin
991 ). Some studies have shown that the entropy is more suitable to
stimate the complexity of the detail modes (the localized oscilla-
ion and scatter/wavelets) of the signal compared with the apparent
uctuations of the observed signal, and the detail modes of the
ignal usually carry a lot of information related to the complex sys-
em (Tavares & Lucena 2005 ). In other words, the JSD has the
apacity to capture more information from the seismic signals,
hich is valuable for many seismic imaging problems. There-

ore, we construct a novel 2-D multiparameter shallow-seismic WI
MSWI) by using the JSD (Manning & Sch ütze 1999 ) to measure
he similarity between all the 1-D predicted and observed proba-
ility distributions. The JSD reforms the misfit function compared
ith that defined by the L 

2 norm, and then generates the different
djoint wavefield and gradient vector, which is likely to produce the
etter descent directions for inversion due to its nice measurement
bility of signal. The existed researches (Gao et al. 2020 ; Liu et al.
021 ) pointed that the pure elastic setup is still applicable when
he attenuation is weak or the Q model is about laterally homo-
eneous, and that, our adopted source correction filter also de-
reases the adverse effect because of the lack of Q model in the
arametrization design. Therefore, we ignore the attenuation for
ur presented 1.0 version 2-D MSWI based on the JSD in the
aper, only reconstruct the V S , P -wave velocity ( V P ) and density
 ρ). 

The rest of this paper is organized as follows. The methodology is
ntroduced in Section 2 , including the misfit function definition, cal-
ulation formula for the gradient vector and quasi-Hessian operator,
nd the preconditioned steepest-descent (PSD) for optimization that

art/ggae143_f1.eps
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Figure 2. The true and initial models of the reconstruction test for the two-layer model. (a), (b) and (c) are the true V S , V P and ρ model, respecti vel y. (d), (e) 
and (f) represent the initial V S , V P and ρ model, respecti vel y. 

Figure 3. The normalized seismograms (a) for the first shot gather of the two-layer model, and the trace-spacing is adjusted as 2 m for clarity. The blue 
lowercases a, b and c with arrows in (a) indicate the refracted-wa ve, Ra yleigh wa ves and scattered waves from the stratum interface, respectively. (b) is the 
dispersion spectrum of (a) calculated by the phase-shift method, the black dashed line is defined by the length of the receiver-array of the first shot gather, 
which constrains the maximum measurable wavelength of Ra yleigh wa ves, and the black dotted lines denote the analytic phase velocities of the two-layer 
model calculated by the multimode fast vector transfer algorithm (Fan et al. 2007 ). 
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has nice convergence and iterative sustainability (Yan et al. 2022b ). 
In Section 3 , we first e v aluate the performances of our presented 
method and the classical WI (CWI) through the reconstruction tests 
for two-layer model and fault model under the condition of poor 
initial models. Then, we consider the synthetic tests that are closer 
to the real-world situation, that is, the better initial models and the 
waveform data contains the white Gaussian noise. As well as, we 
also design a reverse test for the field data case by sharing the same 
observation system as the field data and deriving the test model 
according to the inverted results of the field data. The sensitivities 
of the inversion system to different parameters are also analysed in 
this part. In Section 4 , we verify the proposed method through the 
seismic-wave data set collected above a power tunnel, and the lateral 
and vertical positions of the tunnel are successfully identified from 

the inverted results. Finally, we revisit the high-efficiency compu- 
tation method for the gradient vector and quasi-Hessian operator 
by the Lagrange multiplier method (Bertsekas 1982 ; Plessix 2006 ) 
in Appendix A , and the source correction filter from a damped 
least-square perspective in Appendix B . 
2  M E T H O D  

2.1 The definition of misfit function 

For the classical FWI, the misfit function is often derived by the L 

2 

norm. When there is only one shot gather in the inversion system, 
the misfit function is expressed as: 

E L 2 ( p ) = 

1 

2 
‖ Lu 

( p ) − d ‖ 2 2 = 

1 

2 
〈 Lu 

( p ) − d, Lu 

( p ) − d 〉 . (1) 

Here, the symbol || . . . || 2 represents the L 

2 norm, and the above 
misfit function is defined as the square of the L 

2 norm of the data 
residuals. Where L is the sampling operator to the receiver loca- 
tions, u ( p ) represents the seismic wavefield related to the physical 
parameter p , which is obtained by solving the 2-D wave equation 
of P -SV type of elastic media in the paper, d denotes the observed 
data, the parameter p is parametrized as the V S , V P and ρ in this 
paper, and the symbol < . . . , . . . > denotes the inner product oper- 
ation. For CWI, a trace-by-trace normalization strategy is adopted 

art/ggae143_f2.eps
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Figure 4. The inverted results of the reconstruction test for the two-layer model with noise-free data and poor initial models. The first row is the inverted 
results generated by the CWI, including the S -wave velocity (a), P -wave velocity (b) and density (c). (d), (e) and (f) denote the inverted results for V S , V P and 
ρ generated by our presented method, respectively. The black dashed lines in (a), (b), (c), (d), (e) and (f) draw the formation interface, and the black arrow 

in (d) points out the extra illumination enhancement part for S -wave velocity generated by our method. (g), (h) and (i) provide the 1-D comparisons of the 
inversion results (generated by the CWI and our presented method) and true model at the distance of 25 m for V S , V P and ρ, respecti vel y. The tr ue, inver ted 
result generated by the CWI, and inverted result produced by our method at the distance of 25 m are represented by the b lack, b lue and red curves in (g), (h), 
and (i), respecti vel y. The black arrows in (g) and (i) indicate that more accurate v alues of S -w av e v elocity and density for deeper media can be attained by our 
method. 
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o compensate for the geometric diffusion difference between the
redicted and observed data. In this case, the misfit is reformulated
s: 

E L 2 ( p ) = 

1 

2 

〈
L u 

N ( p ) − d N , L u 

N ( p ) − d N 
〉
, (2) 

here u N ( p ) is the predicted data with normalization operation, and
 

N is the normalized one for the observed data. 
The JSD is from probability theory and statistics (Manning &

ch ütze 1999 ), which is a method of measuring the similarity be-
ween two probability distributions, defining by: 

SD 

( P ‖ D 

) = 

1 

2 

[
P ln 

(
2 P 

P + D 

)
+ D ln 

(
2 D 

P + D 

)]
, (3) 

here P and D represent two probability distributions, and the above
ormula would reach the minimum value 0 when P and D overlap
xactly. Since the seismic signal does not have the non-negative
roperty, we cannot regard it as a probability distribution, directly,
nd a trace-by-trace normalization/standardization operation is still
ecessary. According to the different misfit definition for WI, the
ormalization operation in this paper is defined as: 

 

N = 

⎧ ⎨ 

⎩ 

s 
max ( | s | ) , ifmisfitisderi vedb y L 

2 norm , 
s 

max ( | s | ) + 1 . 1 〈 
s 

max ( | s | ) + 1 . 1 
〉 , ifmisfitisderi vedb yJSD . 

(4) 

In the above formula, s and s N are the raw seismic signal and the
ormalized signal, respecti vel y, 1.1 is an empirical parameter that
aintains the non-ne gativ e property of the probability distribution

f the seismic signal. The meaning of the symbol < . . . > is: 

< s > = 

∫ 
s ( t ) dt. (5) 

For the misfit derived by the L 

2 norm, the normalized operation
ould let each 1-D seismic signal in the inversion system to be
ormalized with respect to the corresponding maximum absolute
mplitude. While for the misfit defined by the JSD, the normal-
zed operation would make each 1-D seismic signal in the inver-
ion system to be both non-ne gativ e and inte grated to 1 along the
ime-axis. Similarly, we also give the misfit derived from the JSD
or the observed data obtained from the single shot by the inner

art/ggae143_f4.eps
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Figure 5. The initial and observed waveforms (a) of the 10th shot for the reconstruction of two-layer model with noise-free data and poor initial models. 
The adjoint-source waveforms of the 10th shot at the 0th iteration defined by the CWI and our method are shown in (b). For clarity, the trace-spacing and 
recording-time of (a) and (b) have been adjusted to 2 m and 0.4 s, respecti vel y. Each w aveform in (a) and (b) is normalized to 0.5 according its maximum 

absolute amplitude. (c) and (d) show the 1-D adjoint-source waveforms within 0.4 s at the offset of 10 and 20 m of the 10th shot at the 0th iteration for the CWI 
and our method, respecti vel y. The blue and red curves in (b), (c) and (d) show the adjoint-source waveforms generated by the CWI and our method, respecti vel y. 

Figure 6. The descent curves (a) for the normalized misfit values against the iteration for the reconstruction of two-layer model with noise-free data and poor 
initial models, the blue line is the descent curve for the CWI, and the red line represents the descent curve for our presented method. Panel (b) shows the 
comparison of the descent curves of the relative norm error defined by our approach and the CWI during the entire iterative process. The blue and red curves 
in (b) show the corresponding results of the CWI and our method, respecti vel y. 
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product, which is expressed as: 

E JSD ( p ) = 

1 

2 

〈
L u 

N ( p ) , ln 

(
2 L u 

N ( p ) 

L u 

N ( p ) + d N 

)〉

+ 

1 

2 

〈
d N , ln 

(
2 d N 

L u 

N ( p ) + d N 

)〉
. (6) 
In particular, when there are multiple shot gathers in the inversion 
system, the total misfit function value is computed by superposing 
the misfit function value of each shot gather, simply. 

2.2 Gradient and quasi-Hessian operator 

FWI/WI is a large-scale optimization problem, limited by the at- 
tainable computing po wer , which is generally optimized by the lo- 
cal optimization algorithm (M étivier et al. 2014 ; Guan et al. 2022 ). 
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Figure 7. Comparison of the normalized descent direction at the 0th iteration between the CWI and the proposed MSWI for the reconstruction of two-layer 
model with noise-free data and poor initial models. Panels (a) and (c) are the normalized descent direction of the V S and ρ of the CWI, (b) and (d) are the same 
display, but for our method. Panel (e) provides the 1-D comparison of the normalized descent direction of the S -wav e v elocity at the distance of 25 m between 
the CWI and proposed method, and (f) shows the same comparison result that belongs the density parameter. The blue and red curves in (e) and (f) show the 
corresponding results of the CWI and our method, respecti vel y. 

Figure 8. The true S -wave velocity (a), P -wave velocity (b) and density (c) of the reconstruction test for the fault model with noise-free data and poor initial 
models. 
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Figure 9. The normalized seismograms (a) for the first shot gather of the fault model reconstruction test with noise-free data and poor initial models, and the 
trace-spacing is adjusted as 2 m for clarity. The blue lowercases a, b and c with arrows in (a) indicate the refracted-wa ve, Ra yleigh wa ves and scattered waves 
from the f ault interf ace, respecti vel y. Panel (b) is the dispersion spectrum of (a) calculated by the phase-shift method, and the black dashed line is defined by 
the length of the receiver-array of the first shot gather, which restricts the maximum measurable wavelength of the Rayleigh-wave. 

Figure 10. The inverted results of the reconstruction test for the fault model with noise-free data and poor initial models. The first row is the inverted results 
generated by the CWI, including the S -wave velocity (a), P -wave velocity (b) and density (c). Panels (d), (e) and (f) denote the inverted results for V S , V P and 
ρ generated by our presented method, respectively. The black arrows in (d) point out the extra illumination enhancement parts generated by our method. 

Figure 11. The descent curves (a) for the normalized misfit values against the iteration for the reconstruction of fault model with noise-free data and poor 
initial models, the blue line is the descent curve for the CWI, and that red line represents the descent curve for our presented method. Panel (b) shows the 
comparison of the descent curves of the relative norm error defined by our approach and the CWI during the entire iterative process. The blue and red curves 
in (b) show the corresponding results of the CWI and our method, respecti vel y. 
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Figure 12. The more accurate initial V S (a), V P (b) and ρ (c) models for the reconstruction test of the fault model with noisy data, (d), (e) and (f) are the 
corresponding inverted results generated by our presented method. 

Figure 13. Exhibitions of the e v aluation about the reconstruction test of the fault model with noisy data and more accurate initial models. The initial, inverted 
and observ ed wav eforms (a) of the 10th shot, the trace-spacing and recording-time have been adjusted to 2 m and 0.3 s, respecti vel y. Each w aveform in (a) 
is normalized to 0.5 with respect to its maximum absolute amplitude. The single waveform fit (b) at the offset of 25 m of the 10th shot, and the black arrow 

indicates the scattered wave in the observed waveform. The descent curves (c) for the normalized misfit, the black dotted line is the result of the fault model 
reconstruction with noise-free data under the condition of the poor half-space initial models (the result in Section 3.1.2 ), the black star line represents the 
result of the fault model reconstruction with noisy data under the condition of the more accurate initial model settings, and its misfit values are normalized 
with respect to the initial misfit value of the black dotted line. The descent curves (d) for the relative norm error, including the result in Section 3.1.2 and this 
section. The string ‘Half-space’ in legend of (c) and (d) is the abbreviation for the half-space initial models, and the string ‘Incremental’ in legend of (c) and 
(d) is the abbreviation for the incremental initial model settings. 
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Figure 14. The schematic diagram of the observed system of the recon- 
struction test for the power tunnel model with noisy data and more accurate 
initial models, and the following field data case. Both the sources and re- 
ceivers are configured on the free-surface, the red pentagram indicates the 
location of the source on the free-surface for each shot gather, and the blue 
dots represent the positions of the corresponding receivers. 
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The local optimization algorithms can be divided into two main 
categories: the gradient-based algorithms (it is usually called as 
the first-order optimization technique) and approximate Newtonian 
methods (utilizing the information of Hessian matrix and gradient 
of the misfit, and it is also named as the second-order optimiza- 
tion technique). The gradient vector (first-order partial deri v ati ves) 
of the misfit of the single shot gather can be computed ef ficientl y 
by the first-order adjoint-state method (Plessix 2006 ), which is as 
follows: 

∂ E 

( p ) 

∂p 
= −

〈
∂S ( p ) 

∂p 
u, λ∗

〉
, (7) 

where S ( p ) is the partial-differential operator for the 2-D wave equa- 
tion of P-SV type of elastic media in this paper, u is the forward 
wavefield, and λ∗ represents the adjoint wavefield obtained by solv- 
ing the adjoint wave equation. The detailed forms of the adjoint 
wave equation and derivation for the above formula are arranged at 
Appendix A . 

According to studies, the inverse Hessian matrix plays an im- 
portant role in balancing the gradient amplitude, illumination com- 
pensation, suppressing the cross-talk between different parameter 
classes and accelerating the convergence rate (M étivier et al. 2014 ). 
Ho wever , because of the huge dimension of the Hessian matrix, it 
can only be estimated by some implicit methods. Shin et al. ( 2001 ) 
estimated it in prestack depth migration by the inverse scattering 
theor y, Oper to et al. ( 2006 ) and Gao et al. ( 2023 ) implemented the 
Gauss Newton’s estimation for it. Another strategy is to construct 
it through differentiating the gradient of the misfit from previous 
iterations, such as the l -BFGS algorithm (Nocedal & Wright 2006 ). 
To our knowledge, the most accurate computation scheme for the 
Hessian operator is the second-order adjoint state method (M étivier 
et al. 2014 ), while we only refer to the method of Shin et al. ( 2001 ) 
to simply estimate the quasi-version of the Hessian matrix of the 
misfit with the observed data obtained from the single shot, which 
is named as the quasi-Hessian operator in this paper, expressing as: 

∂ 2 E 

( p ) 

∂ p 2 
≈

〈
∂S ( p ) 

∂p 
u, 

∂S ( p ) 

∂p 
u 

〉
. (8) 

It can be noted that the quasi-Hessian operator in the above 
formula is only related to the forward wavefield u and partial- 
differential operator S ( p ), therefore, the calculation of the quasi- 
Hessian operator is not affected by the definition of the misfit func- 
tion. In other words, the quasi-Hessian operator in the CWI and our 
method is exactly the same, which means that the definition of the 
misfit function only affects the calculation of the gradient vector in 
the paper (eq. 7). More detailed deri v ation and interpretation about 
the above formula are also given in Appendix A . Similarly, the gra- 
dient vector and quasi-Hessian operator of the misfit function of the 
multiple shot data are still computed by stacking them of each shot 
gather, simply. 

2.3 Preconditioned steepest-descent (PSD) algorithm 

We refer to the core idea of the Lev enberg–Mar quardt (L–M) 
method of achieving the compromise between the steepest-descent 
direction and Gauss–Newton descent direction by introducing a 
hyper-parameter μ (Aster et al. 2018 ) to design the preconditioned 
steep-descent (PSD), which was originally applied to the inversion 
of the Ra yleigh-wa v e dispersion curv es (Yan et al. 2022b ), and 
the particular iteration sequence for the 2-D MSWI in the paper is 
defined as: 

p k+ 1 = p k + αk d k 
N , k ≥ 0 , (9a) 

d k 
N = 

(
d k 

S , d k 
P , d k 

D 
)
, (9b) 

d k 
S = − min 

(
V S k 

)
max 

(∣∣∣(H k 
S + μk max 

∣∣H k S ∣∣)−1 
g k S 

∣∣∣)
(
H k 

S + μk max 
∣∣H k S ∣∣)−1 

g k 
S , (9c) 

d k 
P = − min 

(
V P k 

)
max 

(∣∣∣(H k 
P + μk max 

∣∣H k P ∣∣)−1 
g k P 

∣∣∣)
(
H k 

P + μk max 
∣∣H k P ∣∣)−1 

g k 
P , (9d) 

d k 
D = − min ( ρk ) 

max 
(∣∣∣(H k 

D + μk max 
∣∣H k D ∣∣)−1 

g k D 
∣∣∣)

(
H k 

D + μk max 
∣∣H k D ∣∣)−1 

g k 
D , (9e) 

where p k represents the model parameter at the k th iteration, which 
consists of V S , V P and ρ. For the k th iteration, d k N is the amplitude- 
adjustive descent direction, which includes d k S , d k P and d k D , d k S , d k P 

and d k D are the descent directions for V S , V P and ρ after the scaled 
operation according to the corresponding minimum, respecti vel y; 
g k S , g k P and g k D represent the corresponding gradient vector of the 
misfit function about V S , V P and ρ, respecti vel y; H k 

S , H k 
P and H k 

D 

denote the corresponding quasi-Hessian operator of the misfit func- 
tion about V S , V P and ρ, respecti vel y; here, we onl y use the diagonal 
elements of the quasi-Hessian operator for getting the inverse ma- 
trix, easil y. Certainl y, Pratt et al. ( 1998 ) also pointed out the Hessian 
matrix is diagonal dominant for high-frequency approximation. μk 

is the hyper-parameter that controls the compromise degree between 
the steepest-descent direction and quasi-Newton descent direction 
at the k th iteration, when the selected μk approaches to zero, the 
descent direction is approximately the quasi-Newton descent di- 
rection, and the descent direction would be the steepest-descent 
direction when μk is close to positive infinity. The significant hy- 
perparameter would be determined by trials at each iteration, and 
ranging from 10 −6 to 10 in the paper. αk is the inexact percentage 
step-length (expressing as a percentage of the respective minimum 

values of the current V S , V P and ρ model) that is chosen by the 
Armijo search (Nocedal & Wright 2006 ) at the k th iteration. 

To sum up, we can give the specific algorithm implementation 
scheme of the PSD to optimize the 2-D MSWI problem in the paper, 
which is as follows: 

Algorithm 1 : Preconditioned steepest-descent (PSD) algo- 
rithm 

Step 1: Let k = 0, given the initial model p k that consists of 
the initial S -wav e v elocity, P -wav e v elocity and density model, 
calculating the misfit function value E k of p k , and setting the 
maximum number maxIter of iterations. 
Step 2: If k > maxIter , the iteration would be terminated, and 
returning the inverted result p k . 
Step 3: Calculating the gradient vector g k and quasi-Hessian 
operator H k of the misfit function about the S -wave velocity, 
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Figure 15. The true S -wave velocity (a), P -wave velocity (b) and density (c) of the reconstruction test for the power tunnel model with noisy data and more 
accurate initial models, (d), (e) and (f) are the corresponding inverted results generated by our method, and the red rectangular lines delineate the position of 
the power tunnel. 

Figure 16. The inversion image of the ratios between the P -wave velocity 
and S -wav e v elocity for the reconstruction test of the power tunnel model 
with noisy data and more accurate initial models, which is generated by our 
presented method. 
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P -wav e v elocity and density according to the formula (7) and 
(8). 
(a) Outer loop about the hyper-parameter μk : Given the trial 
sequence for μk , it is set as (10 −6 , 10 −5 , 10 −4 , 10 −3 , 10 −2 , 10 −1 , 
1.1, 10) in the paper. For each trial μk , an alternative descent 
direction d k N would be generated. 
(b) Inner loop about the percentage step-length αk : Given the 
trial sequence for αk , and the maximum trial value does not 
exceed 0.1. To perturb the current model p k with the trial αk and 
the trial descent direction d k N , then, calculating and saving the 
misfit function values for these trial models in this loop. 
Step 4: To find the candidate model p min from these trial models 
occurred in Step 3 that has the smallest misfit function value 
E min , if E min < E k , k = k + 1, p k = p min , E k = E min , for field data, 
the source wavelets of each shot gather are also updated by the 
source correction filter (Groos et al. 2014 ), then go back to Step 
2 and 3; otherwise, terminating the iteration and returning the 
inverted result p k . 
e
Please note that the predicted wavefield u is a function of the
odel parameter and source wavelet, thus the misfit function for

he 2-D MSWI is also related to these two terms. Therefore, for
eld data case, the source wavelets of each shot gather would also
e updated at each iteration, dynamically. 

 S Y N T H E T I C  T E S T S  

.1 Model reconstruction tests with noise-free data and 

oor initial models 

o quantitati vel y e v aluate the performance of our presented 2-D
SWI and the CWI, we first consider the reconstruction tests for the

wo-layer model and fault model with noise-free data and poor initial
odels (half-space models) in this part. Based on the structural

imilarity between different parameter classes, the true V S , V P and
model would share the same structure in the synthetic tests in

he paper. The calculation domain for these two models has a grid
umber of 100 along the x -direction and 50 along the z -direction
ith the spatial-grid length at 0.5 m, and the schematic diagram
f the observed system for these two synthesized tests is shown by
ig. 1 . Both the sources and receivers are configured on the free-
urface, and the number of the sources is 20 with the source-spacing
t 2.5 m starting from 1.0 m along the x -direction. For each shot
ather, there are 100 Z-component records with the total recording
ime of 0.6 s and sampling rate at 10 000 Hz. A 20 Hz Ricker
avelet with the delaying time of 50 ms is loaded as a source on

he Z -component for each shot gather, and the source wavelets are
onsidered as known terms for the synthetic tests in the paper. To
ssess the closeness of the inversion result to the true model, we
ntroduce the relative norm error err p , which is defined as: 

r r p = 

‖ p true − p inv ‖ 2 
‖ p true ‖ 2 

, (10) 
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Figure 17. Exhibitions of the e v aluation about the reconstruction test of the power tunnel model with noisy data and more accurate initial models. The initial, 
inverted and observ ed wav eforms (a) of the 7th shot, and the recording-time has been adjusted to 0.3 s for clarity. Each waveform in (a) is normalized to 0.5 
with respect to its maximum absolute amplitude. The single waveform fit (b) at the offset of −10.5 m of the 7th shot, and the black arrow indicates the scattered 
wave in the observed waveform. 

Figure 18. The detailed analysis w orkflo w of the 2-D MSWI based on the JSD for field data. 
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where p true and p inv denote the true model and inverted result, re- 
specti vel y. 

3.1.1 Reconstruction test for the two-layer model with noise-free 
data and poor initial models 

The true and initial models of the reconstruction test for the two- 
layer model are given by Fig. 2 . The V S , V P and ρ of the two-layer 
model have the same structure (Figs 2 a, b and c), and the inter- 
face depth is set as 10 m. The first-layer and second-layer S -wave 
velocity are 300 and 500 m s −1 (Fig. 2 a), respecti vel y. The ratio 
between V P and V S is 2.3 (Fig. 2 b), and the densities for the first- 
layer and second-layer are 1350 and 2250 kg m 

−3 (Fig. 2 c), respec- 
ti vel y. To better reveal the illumination ability to the deeper-media 
parameters, the initial models are considered as the half-space mod- 
els, which are the S -wav e v elocity of 400 m s −1 , P -wave velocity 
of 920 m s −1 and density of 1800 kg m 

−3 (Figs 2 d, e and f). Fig. 3 
shows the synthetic records of the first shot gather and the corre- 
sponding dispersion spectrum calculated by the phase-shift method 
(Park et al. 1998 ), the Ra yleigh-wa ve events are dominant, the re- 
fracted and scattered waves are faint, but visib le (F ig. 3 a). The 
black dotted lines of Fig. 3 (b) are the analytic phase velocities cal- 
culated by the multimode fast vector transfer method (Fan et al. 
2007 ), the fundamental-mode Ra yleigh-wa ve is dominant for the 
frequency-band of 10–60 Hz, fur ther more, the dispersion energy 
and the analytic phase velocities of the fundamental-mode Rayleigh- 
w ave almost completel y match, which verifies the reliability of our 
designed simulation program for the 2-D wave equation of P -SV 

type in elastic media. Here, it is necessary to give the empirical 
law of the energy distribution of the surface-wave dispersion spec- 
trum. According to our knowledge, the energy distribution of the 
dispersion spectrum is mainly related to the location of sources and 
the subsurface structures. The subsurface sources would enhance 
the energy of the higher-mode surface waves in the dispersion spec- 
trum with the condition of the same structure. When the source is 
deployed on the free-surface, the fundamental-mode surface wave is 
dominant for the incremental velocity structures, therefore, we only 
see the dispersion energy of the fundamental-mode surface-wave in 

art/ggae143_f17.eps
art/ggae143_f18.eps


MSWI based on the JSD 143 

Figure 19. The detailed exhibitions about the survey area, and the observed system settings are the same as that of the above reconstruction test of the power 
tunnel model (Fig. 14 ). Panel (a) is the satellite map for the measurement area, and the red rectangle describes the approximate area for the surv e y line. P anel (b) 
is the photo taken during the data collection, and the 4.5 Hz Z -component receivers are chosen to record the seismic waves excited by a 10-kg sledgehammer, 
v ertically. P anel (c) is the photo taken when the power tunnel was installed. 
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ig. 3 (b). For the structures that contain the high/low-velocity inter-
ayers, the energy of higher-mode surface waves would be reflected
n the dispersion spectrum when the source is still deployed on the
ree-surface. 

The inversion results of the reconstruction test for the two-layer
odel are given through iteration, as shown by Fig. 4 , where the

mages at the first row are the inverted results generated by the
WI (Figs 4 a, b and c), and the images at the second row are the

nv erted results giv en by our proposed method (Figs 4 d, e and f).
he stratigraphic interface at the depth of 10 m can be accurately

dentified from the images of the inverted results of S -wav e v elocity
nd density (Figs 4 a, c, d and f), respecti vel y, while the correct depth
f the interface is not clearly revealed from the inverted images of
 -wav e v elocity (Figs 4 b and e). The inaccurate P -wav e v elocity

econstruction results are mainly caused by the weak events as-
ociated with P -wav e v elocity in the observ ed wav eforms, which
lso indicates the lower sensitivity of 2-D MSWI system to the V P 

odel. Compared with the CWI, our proposed method implements
n extra illumination for the reconstruction of S -wave velocity and
ensity (Figs 4 a, d, g and i), and the black arrows in Figs 4 (d), (g)
nd (i) point out the specific additional illumination parts. Specifi-
ally, our method enhances the ability to reveal the accurate values
f S -wav e v elocity and density for deeper media (Figs 4 d, g and
). For the P -wave velocity reconstruction, there are no significant
ifferences between the CWI and our presented method (Fig. 4 h).
y comparing the initial and observed waveforms of the 10th shot
ather, the discrepancy between the two waveforms is more obvious
s the offset becomes larger, even exceeding half period (Fig. 5 a).
ig. 5 (b) gives the comparison for the adjoint-source waveforms of

he 10th shot at the 0th iteration defined by our method and the CWI,
nd the adjoint-source waveforms of the two methods have similar
raveltime characteristics, but the peaks and valleys that do not co-
ncide along the time-axis. To compare the difference in detail, the
-D adjoint-source waveforms at the offset of 10 and 20 m of the
0th shot are shown (Figs 5 c and d), our proposed method achieves
n implicit weighting along the time-axis for the 1-D adjoint-source
aveforms of the CWI, including a strengthening for the trailing
ave in the main event (Figs 5 c and d). The enhancement for the
railing wave of the adjoint sources is mainly due to the nice mea-
urement ability of the JSD on the detail modes of the signal, which
ould correspond to the different Fourier expansion coefficient in

he frequency domain compared with that of the CWI. The different
ime–frequency characteristics for these two adjoint sources would
e amplified by the adjoint wave equation, resulting in different
djoint wavefields and thus different gradients. Moreover, the dif-
erence between the 1-D adjoint-source waveforms defined by the
wo methods also becomes more significant as the offset becomes
arger (Figs 5 c and d). 

To quantitati vel y compare the performance of our method with
hat of the CWI, the descent curves for the misfit values and the rel-
tive norm error of the entire iteration are shown (Figs 6 a and b). We
now that the parameters of the deeper medium contribute less to
he misfit function value compared with the shallow-media param-
ters for the observed system deployed on the free-surface, and the
ntensity of the update for deeper-media parameters is enhanced for
ur method, therefore, the convergence rate of the misfit function of
ur method is slightly lower than that of the CWI (Fig. 6 a). Nonethe-
ess, both our approach and the CWI reach about 0.05 of the initial

isfit value through iteration (Fig. 6 a), but a better reconstruction
esult is generated by our method (Fig. 4 ). For the reconstruction
f S -wav e v elocity, the performance of our proposed method is
pproximately 1.3 times that of the CWI from the perspective of
losing to the true model (Fig. 6 b). For the density reconstruction,
he performance of our presented method is about 1.2 times that
f the CWI (Fig. 6 b). For the P -wav e v elocity reconstruction, the
erformance of the two methods is almost equi v alent (Fig. 6 b). The
omputational efficiency is also an important indicator for evaluat-
ng the performance of a novel method, and the cost of computing
esources are not increased for our method under the condition of
mproving the imaging accuracy . Specifically , the computation time
f the reconstruction test of the two-layer model by the CWI is
650.4 s, and that of our method is 4300.6 s with the same hardware
nvironment. We can also give such inference that the inversion
ystem has almost the strongest sensitivities for S -wave velocity
nd density, while the poorest sensitivity to the P -wave velocity
Fig. 6 b). 
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Figure 20. The characteristic displays for the field seismic-wave data. Panels (a) and (b) are the normalized seismograms of the first (the source is excited at 
left) and 13th shot (the source is excited at right) gather, respecti vel y. The blue lowercases a, b and c with arrows in (a) and (b) indicate the refracted-wave, 
Ra yleigh wa ves and scattered wav es. P anels (c) and (d) are the corresponding normalized amplitude spectrum in the frequency-domain for the records in (a) 
and (b), respecti vel y. The dispersion spectra (e) and (f) are extracted from the records in (a) and (b), respecti vel y, and the black arrow indicates the phase 
velocity discrepancies at the high-frequency band. The two black dashed lines in (e) and (f) restrict a reliable area for picking the phase velocities with the 
Nyquist wavenumber (0.5/d x , d x is the receiver-spacing) and maximum wavelength (equals to the array length). 
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To explore the source of the better inversion results of the 
V S and ρ generated by our method, the normalized descent di- 
rections for them at the 0th iteration are shown by Fig. 7 . 
Compared with the normalized descent direction of the S -wave 
velocity defined by the CWI, that derived by our method has the 
wider area with large positive-amplitude when the depth is greater 
than 15.0 m (Figs 7 a and b), as shown by the black arrow in Fig. 7 (b), 
which is more in line with our expectations. The area of the bad dis- 
tribution with the ne gativ e-amplitude in Fig. 7 (b) at the approximate 
depth range of 10.0–15.0 m is smaller than that of Fig. 7 (a). Al- 
though, the area with ne gativ e-amplitude abov e the depth of 10.0 m 
in Fig. 7 (b) is slightly smaller than that in Fig. 7 (a), our method 
provides a better descent direction for the V S , entirely. The similar 
features are also reflected in the normalized descent direction of 
the density with slightly weaker degree (Figs 7 a, b, c and d), and 
the black arrow in Fig. 7 (d) also points out the wider area with 
large positive-amplitude. The 1-D comparisons for the normalized 
descent direction of the S -wav e v elocity shows that our method de- 
fines a better amplitude range below the depth of 10 m, and the 
amplitude range above the depth of 10 m is very similar to the CWI 
(Fig. 7 e). The same characteristic is also identified in the 1-D com- 
parisons for the normalized descent direction of the density, and 
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Figure 21. The initial models and inverted results of the field data generated by our presented 2-D MSWI based on the JSD. The initial S -wave velocity (a) 
is constructed by the dispersion spectrum analysis, (b) and (c) are the initial P -wave velocity and density, respecti vel y. Panels (d), (e) and (f) are the inverted 
V S , V P and ρ at the first scale of 5 to 20 Hz, respecti vel y. Panels (g), (h) and (i) show the inversion images of V S , V P and ρ at the second scale of 5–50 Hz, 
respecti vel y. The red rectangles in (d), (e), (f), (g), (h) and (i) denote the burial position for the power tunnel given by the excavation result. 

Figure 22. The inverted V P / V S profile of the field data generated by our 
presented 2-D MSWI based on the JSD. The red rectangle represents the 
burial position given by the excavation result. 
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he degree of this feature is relati vel y weak (Fig. 7 f). In short, our
ethod provides the better descent direction for the S-wave velocity

nd density, and e ventuall y generating the better inversion results for
hem. In essence, the improvement benefits from the nice measure-
ent for the detail modes of the seismic signal by the JSD, which is
anifested as the enhanced trailing wave for the corresponding 1-D
djoint-source waveforms (Figs 5 c and d). As a result, our method
ealizes the weighting for the 1-D adjoint-source waveforms of the
WI along the time-axis, then reforming the time–frequency char-
cteristics of the adjoint wavefield and thus generating the different
radient vectors. 

.1.2 Reconstruction test for the fault model with noise-free data 
nd poor initial models 

ased on the structural similarity between different param-
ter classes, the true S -wave velocity, P -wave velocity and
ensity of the reconstruction test for the fault model with
oise-free data and poor initial models are also set to have
he same structure (Fig. 8 ). The initial models are also consid-
red as the half-space models, and the detail settings for the
nitial S -wav e v elocity, P -wav e v elocity and density remain the
ame as that of the above reconstruction test for the two-layer
odel (Figs 2 d, e and f). Similarly, the Ra yleigh-wa v e ev ents still

ominate in the synthetic waveforms for the first shot gather, the
nergy of refracted waves is still weak, in particular, the scat-
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Table 1. The detailed description of the borehole data and S -wave velocity range for each formation near the 
surv e y area. 

Serial no. From (m) To (m) Formation and description S -wav e v elocity (m s −1 ) 

1 0.0 3.0–7.0 m The miscellaneous fill layer composed 
of loose deposits 

100–200 

2 3.0–7.0 m 8.0 m The silty clay layer interspersed with 
miscellaneous fill 

100–300 

3 8.0 m 17.0 m The sedimentary layer composed of 
strong weathering slate 

200–300 

Figure 23. The source estimations (a) at the 0th iteration of the first scale, which are calculated by the source correction filter. For clarity, each source wavelet 
in (a) is normalized to 0.5 with respect to its maximum absolute amplitude. The descent curves (b) of the normalized misfit values for the first scale and second 
scale, and the misfit values are normalized with respect to the initial value. 

noise ratio at 20. 
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f ault interf ace (Fig. 9 a). Ho wever , only the dispersion energy for 
the fundamental-mode Ra yleigh-wa ve is reflected in the disper- 
sion spectrum generated by the phase-shift method, while there are 
almost no additional responses about the scattered waves (Fig. 9 b), 
which also shows that the classical dispersion inversion based on 
the assumption of 1-D structure would be difficult to reveal the fault 
interface. 

Fig. 10 shows the inverted results generated by the CWI and 
our approach, and the correct location of f ault interf ace can be 
inferred from the inversion images of S -wave velocity and density 
(Figs 10 a, c, d and f), but it cannot be re vealed b y the inverted 
P -wav e v elocity (Figs 10 b and e). Compared with the CWI, our 
method realizes the illumination enhancement for S -wave velocity, 
again (Figs 10 a and d), as indicated by the black arrows (Fig. 10 d), 
fur ther more, the better descriptions for the right part of fault model 
are also achieved by our method (Fig. 10 d). Similarly, because 
the update for the deeper medium parameters of our method is 
enhanced, the convergence rate of the misfit of our method is also 
slightly lower than that of the CWI (Fig. 11 a). These two methods 
can reach almost the same misfit value through iteration (Fig. 11 a), 
but the revealed inversion results are obviously different (Fig. 10 ), 
which illustrates that the path for the model update is obviously 
different due to the nature of the corresponding method. For the 
inversion results of S -wave velocity, the parameter reconstruction 
accuracy of our method is about 1.3 times that of the CWI, and the 
reconstruction result of density is also slightly improved (Fig. 11 b). 
While for the reconstruction of P -wav e v elocity, both methods hav e 
almost the same performance (Fig. 11 b). The computational cost 
of the both methods is still roughly consistent. Specifically, the 
computation time of the fault model reconstruction by the CWI 
is 4194.1 s, and that of our method is 4069.1 s. According to the 
descent curves of the relative norm error during the entire iteration 
process (Fig. 11 b), the conclusion that the inversion system has 
strongest sensitivities to the S -wave velocity and density, but the 
poorest sensitivity to the P -wav e v elocity can also be obtained, 
again. 

3.2 Model reconstruction tests with noisy data and more 
accurate initial models 

The above reconstruction tests for the two-layer model and fault 
model with noise-free data and poor initial models have verified that 
the proposed method is better than the classical method under the 
same conditions. Ho wever , for more practical situations, the initial 
guess is typically not set as the poor half-space, but more accurate 
initial models can be built through the dispersion spectrum analysis 
for Rayleigh waves, and the observed waveforms would contain 
noise, ine vitabl y. In vie w of this, we design the reconstruction test 
for the fault model with noisy data under the condition of the better 
initial models in the following part, and other settings remain the 
same as the above reconstruction test for the fault model with noise- 
free data and poor initial models. Also, we conduct a reverse test for 
the field case of power tunnel detection, and the parameter settings 
related to S -wave velocity, P -wave velocity and density are derived 
from the inverted results of field data. Similarly, the better initial 
model settings can also be implemented for the reconstruction of 
power tunnel model through the dispersion spectrum analysis. The 
anti-noise capability of our proposed method would be revealed by 
the two synthetic tests. The noise in the data of these two synthesized 
tests is considered as the white Gaussian noise with the signal-to- 
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Figure 24. Comparisons between the observed and the corresponding inv ersion wav eforms at the second scale of the field data inv ersion. P anel (a) giv es the 
nor malized wavefor m comparison between the obser v ed wav eforms at the second scale of the first shot and the corresponding inv ersion wav eforms. P anel (b) 
shows the residuals between the observed and inversion waveforms in (a). Panels (c) and (d), and (e) and (f) are the same exhibitions as (a) and (b), but for the 
7th and 13th shot gather. For clarity, the waveforms in (a), (c) and (e) are normalized to 0.5 with respect to the corresponding maximum absolute amplitude. 
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.2.1 Reconstruction test for the fault model with noisy data and 
ore accurate initial models 

he better initial models for the reconstruction test of the fault
odel may be built through the dispersion spectrum analysis of
a yleigh wa ves, here, w e construct the 1-D linear incremental
odels as the initial guess (Figs 12 a, b and c). Although the

bserv ed wav eforms contain noise, the inverted results for the S -
av e v elocity, P -wav e v elocity and density generated by our pro-
osed method have achieved a fine description for the fault in-
erface due to the better initial model settings (Figs 12 d, e and
). Moreover, the more accurate description for deeper media has
lso been implemented, compared with the test above (Figs 10 d,
 and f; Figs 12 d, e and f). The difference between the initial and
s

bserv ed wav eforms of the 10th shot is significantly less than half
eriod, and the inverted wa veforms ha ve no difference from the
bserv ed wav eforms, visually (Fig. 13 a). The single waveform fit
t the offset of 25 m of the 10th shot shows that the trailing wave
r scattered wave in the main event contains the abundant informa-
ion related to the parameter distribution of underground medium
Fig. 13 b), specifically, the fault interface is mainly reflected by
he scattered waves for this reconstruction test. Compared with the
orresponding test with the poor half-space initial models, the final
isfit value and relative norm error become smaller due to the better

nitial model settings (Figs 13 c and d). The conclusion that the in-
ersion system has the strongest sensitivities to the S -wave velocity
nd density, and the poorest sensitivity to the P -wav e v elocity can
till be confirmed (Fig. 13 d), again. 
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Figure 25. Common-offset profile comparisons between the predicted data of the inversion results and observed data at the second scale. (a) The common- 
offset profile of the observed data of the second scale. (b) The common-offset profile of the predicted data of the inversion results at the second scale. The 
common-offset parameter of (a) and (b) is 2.5 m, and each common-offset channel is placed at the midpoint position between the corresponding source and 
channel. The black dashed line in (a) is the traveltime curve at the common-offset 2.5 m picked up according to the maximum amplitude principle. The 
trav eltime curv e at the common-offset 2.5 m of the observ ed data is dra wn in the common-offset profile of the predicted data, as sho wn by the black dashed line 
in (b). The black arrows in (a) and (b) indicate the large traveltime because of the power tunnel. The zero-offset time delay has been removed for (a) and (b). 
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3.2.2 Reconstruction test for the power tunnel model with noisy 
data and more accurate initial models 

Here, we design a reverse test for the field detection case of the power 
tunnel below, in other words, this can be regarded as a credibility 
verification for the inverted results of field data. To be specific, the 
synthetic test and the field case share the same observation system 

setting (Fig. 14 ), and the relative parameter models in the synthetic 
test are designed according to the inverted results of field data. 
There are 24 Z -component receivers deployed on the free-surface 
with the spacing at 1 m, the number of sources is 13 (Fig. 14 ), 
exciting on the free-surface and loading on the Z -component, the 
source wavelets of all shots are set as the 20 Hz Ricker wavelet with 
the delaying time of 50 ms, thus generating 13 shot gathers that are 
dominated by Rayleigh waves. The recording-time is set as 0.6 s 
with the sampling rate of 8000 Hz, and the size of spatial calculation 
domain is 24.75 m × 14.75 m with the spatial-grid length at 0.25 m 

(Figs 15 a, b and c). The background model of the power tunnel 
model is incremental, and the power tunnel is described by a blue 
rectangular abnormal body (Figs 15 a, b and c). The ratio between 
the P -wav e v elocity and S -wav e v elocity of background model is set 
as 2.0, considering the litholo gic dif ference, the ratio v alue V P / V S 

for the rectangular abnormal body is taken as 3.0. 
The initial guess for the reconstruction test is set as the back- 

ground model of the power tunnel model, the inv erted S -wav e v e- 
locity, P -wav e v elocity and density are shown by Figs 15 (d), (e) and 
(f). The shape and position of the critical power tunnel can be de- 
lineated from the inversion images of S -wave velocity and density, 
while it is hardly reflected by the inverted result of P -wave velocity, 
clearly (Figs 15 d, e and f). Similarly, the inversion system has the 
strongest sensitivities to S -wave velocity and density, the poorest 
sensiti vity to P -w av e v elocity can be deriv ed, again (Fig. 15 ). For 
the description of the power tunnel, the inv erted S -wav e v elocity 
reflects an insufficient parameter estimation with a certain degree 
(F ig. 15 d), w hile the inverted density expresses an overestimation 
(Fig. 15 f). It can also be found that the model updating caused by 
inversion not only updates the parameters at the position of power 
tunnel, but also perturbs the parameters of other areas (Figs 15 d, 
e and f), which is explained as the inherent diffusion properties 
of the inversion system. The abnormal body can also be reflected 
by the inversion image of V P / V S , fur ther more, the characteristic 
related to the abnormal body is more obvious compared with the 
inversion images of S -wave velocity, P -wave velocity and density 
(Figs 15 d, e and f; Fig. 16 ). This shows that the ratios between the P -
wav e v elocity and S -wav e v elocity hav e been significantly updated 
through inversion, and for field data case, the V P / V S image can also 
be regarded as an important indicator for the anomaly inference 
and recognition. The difference between the waveforms calculated 
from the background model and observed waveforms is very small 
(Fig. 17 a), but there is still a considerable rectangular body differ- 
ence in the model domain, which prompts the necessity of using 
FWI/WI. The single waveform fit at the offset of −10.5 m of 7th 
shot shows that the scattered wave in the main event contains the 
core information related to the critical abnormality of underground 
medium (Fig. 17 b). 

4  F I E L D  DATA  C A S E  

4.1 Anal ysis wor kflow f or the field data and data 
characteristic 

According to the above description, we give the following analysis 
w orkflo w for the field data, as shown by Fig. 18 . The multiscale 
strategy that can ef fecti vel y avoid the inversion to fall into local 
minima (Bunks et al . 1995 ), which is also adopted for our algorithm 

framework, and the PSD plays a key role for optimizing the misfit 
function of our presented 2-D MSWI (Fig. 18 ). 

The field seismic-wave data sets are collected above a section of 
the power tunnel in Changsha city, Hunan province, China (Fig. 19 a) 
and the goal is to detect the buried position of the tunnel. Accord- 
ing to the available information, the width and subface depth of 
the tunnel are about 4.1 and 7 m, respecti vel y, the tunnel has been 
buried for more than 2 yr by now, and the shallow-surface medium 

mainly includes the loose deposits, silty clay and strong weathering 
slate. Therefore, we design the observed system as shown by Fig. 14 
for the surv e y, and Figs 19 (a)–(c) e xhibit the surv e y area in detail. 
For the data acquiring, the 4.5 Hz Z -component receivers are cho- 
sen to record the seismic wav es e xcited by a 10-kg sledgehammer, 
vertically (F ig. 19 b). F igs 20 (a) and (b) give the normalized seis- 
mograms for the sources excited at left and right, respecti vel y, the 
Ra yleigh-wa v e ev ents still occupy most of the energy of the records, 
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he relati vel y strong scattered w aves are also formed, and the ampli-
ude of the refracted waves is the smallest. It can be noticed that the
ppearance distance of the refracted waves in Figs 20 (a) and (b) is
bviousl y dif ferent, which indicates the lateral hetero geneity of the
nderground media. Figs 20 (c) and (d) give the normalized ampli-
ude spectra of the frequency-domain for the records of Figs 20 (a)
nd (b), respecti vel y, the peak frequency of the records is about
0–40 Hz and the dominant frequency-band is about 5–50 Hz. The
pectral energy below about 10 Hz in Figs 20 (c) and (d) is relati vel y
eak, which is most likely due to the use of a 10-kg sledgehammer

ource in the field data e xperiment ev en though 4.5 Hz receivers are
sed during data acquisition. Only the fundamental-mode Rayleigh-
ave is significantly reflected in the dispersion spectra generated by

he phase-shift method, and the phase velocity gradually changes
rom 230 m s −1 at 10 Hz to 160 m s −1 at 60 Hz (Figs 20 e and f).
t can be found that there are obvious phase velocity deviations
ppear at the high-frequency band of the corresponding dispersion
pectrum (Figs 20 e and f), which may be also an indicator about the
ateral heterogeneity of the underground media. 

.2 Inversion and geological verification 

ifferent from the synthetic waveforms, the measured seismic
av eforms are e xcited by a point source in the 3-D space, and an

mplicit condition for the degeneration from the 3-D wave equation
o the 2-D wave equation is the line source configuration. There-
ore, before proceeding the inversion we presented, the field data
eeds to be transformed from the 3-D to 2-D space to match the
-D wave equation of P -SV type of elastic media (Groos et al.
014 ), including each trace of the data is convolved with t −0.5 ( t
epresents the time) to achieve the phase correction, the waveforms
ith the offset greater than 8 m are multiplied by r (2/ t ) 0.5 ( r denotes

he offset from source to receiver) to attain the amplitude com-
ensation. Then, a delay of 0.05 s is operated on all waveforms to
revent the non-causal parts of the source estimations generated by
he source correction filter. Finally, we filter the part of the data with
requency less than 5 Hz to suppress the response from the deep
tratum. 

As described above, we can construct the initial S -wave veloc-
ty model for the 2-D MSWI based on the JSD through analysing
he dispersion spectrum of the field data (Fig. 20 e), as shown by
ig. 21 (a). Specifically, the initial model for S -wave velocity is set
s the 1-D incremental structure with a constant gradient value,
hanging from 150 m s −1 at the depth of 0 m to 297.5 m s −1 at
he depth of 14.75 m (Fig. 21 a), and the initial P -wave veloc-
ty has the same structure as the initial S -wave velocity with the
atio of V P / V S at 2.0 (Fig. 21 b). The initial density is also set
s an incremental structure according to the existing prior infor-
ation, which changes from 1200 kg m 

−3 at the depth of 0 m
o 1790 kg m 

−3 at the depth of 14.75 m (Fig. 21 c). The multi-
cale strategy is also adopted to reduce the possibility of falling
nto the local minima, and we divide the entire inversion into two
cales, which are 5–20 Hz and 5–50 Hz. The red rectangles in
igs 21 (d)–(i) depict the position of the power tunnel given by the
xcavation result. For the inverted results of the first scale, there
s an obvious low-density perturbation appearing in the left part
f the inversion image of density (Fig. 21 f), which is an indicator
bout the power tunnel, while the tunnel is not directly reflected
rom the inversion images of S -wave velocity and P -wave velocity
Figs 21 d and e). It can be found that the size of the low-density
rea in the left area is greater than that of the tunnel (Figs 21 f and
), which may show that the medium near the tunnel is still not com-
letely compacted after 2 yr. The inv erted S -wav e v elocity of the
econd scale have a clearer expression for the power tunnel com-
ared with that of the first scale (Fig. 21 g). The P -wave velocity
elonging to the tunnel position of the second scale is higher than
hat of the first scale (Figs 21 e and h), which reveals the high V P / V S 

alues about the tunnel position. 
In addition, we also show the inversion image of the ratios be-

w een P -wa v e v elocity and S -wav e v elocity (Fig. 22 ). The V P / V S

mage implements a more direct description for the position of the
ower tunnel compared with other inversion images (Figs 21 d, e, f,
, h, i and 22 ). The significant higher ratios betw een P- wa v e v eloc-
ty and S -wave velocity occur at the tunnel position (F ig. 22 ), w hich
s a direct response for the internal caves of the tunnel. Although
he burial position of the tunnel has been verified by related images
Figs 21 g, h, i and 22 ), we still collect the shallow-surface geologi-
al information near the surv e y area to inspect the reasonability of
he inverted results. Table 1 shows the detailed description about the
orehole data near the surv e y area, and the underground medium is
ivided into three formations, consisting of the loose deposits, silty
lay and strong weathering slate, respecti vel y. It can be noted that
he interface between the first and second layer is laterally variable,
ith a depth range of 3.0–7.0 m (Table 1 ), as the inverted S -wave
 elocity and P -wav e v elocity reflected (Figs 21 g and h). The ap-
roximate S -wave velocity values of the corresponding formation
re also derived from the rock handbook, on the whole, the value
ange of the inverted S -wave velocity is consistent with that of the
orehole data (Fig. 21 g and Tab le 1 ), w hich provides a proof for the
eliability. It can be noted that the inverted S -wave velocity and P -
av e v elocity hav e a relativ ely consistent structure (Figs 21 g and h),
hile the structure of the inverted density is significantly different

rom that of these two parameters (Figs 21 g, h and i). These signif-
cant differences are unlikely to be illusions caused by the crosstalk
f parameter classes, but reflecting the original differences between
ifferent parameter classes, because the approximate term of the in-
erse Hessian operator in the framework of our method can suppress
he crosstalk to a certain extent. 

Also, the inverted results are e v aluated from the perspective of
ata domain (Figs 23 , 24 and 25 ). The source estimations at the
th iteration of the first scale have similar phases, ensuring the data
oherence between different shot gather (Fig. 23 a). The source es-
imations at the final iteration of the first scale have been updated
o a certain extent due to the strategy of dynamic update settings
t each iteration, especially the estimated source wavelet of the 6th
hot (Fig. 23 a). After the multiscale inversion, the misfit function
eserves a considerable reduction, decreasing to 0.3 of the initial
isfit value (Fig. 23 b). Figs 24 (a), (c) and (e) show the comparison

etween the observed and inver ted wavefor ms at the second scale
or the first, 7th and 13th shot, as a whole, the observed waveforms
ave been properly matched by the inverted waveforms with small
iscrepancies (Figs 24 a, b, c, d, e and f). For the near-source chan-
els of 7th and 13th shot, the residuals between the observed and
nv erted wav eforms are relativ ely large (Figs 24 d and f), which may
eflect the artificial noise during the source excitement and possible
ear-source effects. The near-source channels account for a small
roportion of the entire observed data, therefore a considerable ad-
erse effect to the inversion would be not generated. Fig. 25 show
he common-offset profiles of the observed data and predicted data
f the second scale, and these two profiles are similar, especially
he main event. The significant large traveltime features in the left
art of the observed common-offset profile reflect the relati vel y low
 verage S -wa ve velocity caused by the power tunnel, as indicated
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by the black arrow (Fig. 25 a). Even, we can determine the existence 
of the power tunnel and identify its horizontal position according to 
the large traveltime features (Fig. 25 a). Also, the traveltime curve of 
the observed common-offset profile can be accurately matched by 
the main event of the predicted common-offset profile (Fig. 25 b), 
which illustrates the reliability of the inverted results provided by 
our method. 

5  C O N C LU S I O N  

In this paper, we present a novel 2-D MSWI based on the JSD. The 
novel approach achieves an implicit weighting along the time-axis 
for each 1-D adjoint source of the CWI, thus enhancing the ex- 
tra illumination for deeper medium. The synthetic tests show that 
under the same conditions, the reconstruction accuracy of the S - 
wav e v elocity of our presented method is increased by about 30 
per cent compared with the CWI, and the density reconstruction 
performance is sometimes improved by about 20 per cent. Further- 
more, our method manifests the resilience to white Gaussian noise 
in the data. We also test the novel method by a field data case, and 
the buried position of the tunnel is successfully verified from the 
generated tomograms. Regardless of the synthetic tests or field data 
case, the inversion system has almost the strongest sensitivities to 
the S -wave velocity and density, performing the poorest sensitivity 
to the P -wave velocity. Last but not least, the same method for the 
2-D wave equation of SH type using Love waves in observed data 
can also be implemented along our path. 
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T  A N D  Q UA S I - H E S S I A N  O P E R AT O R  

or differentiation, which is as follows: 

(A1) 

ymbol T represents the transpose operation. 
 consisting of the specific partial-dif ferential operator, initial and boundary 
f P -SV type for 2-D elastic media, whose abstract form is: 

(A2) 

 are parametrized as the S -wav e v elocity, P -wav e v elocity and density in 
e parameter p , also called as the forward operator of 2-D wave equation 
 position, t represents the time (a finite number), u denotes the wavefield 

ents the free-surface boundary condition. To simplify the deri v ation, the 
tion would be omitted below. The specific form of the partial-differential 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎦ 

(A3) 

 , and B represents the part related to the spatial partial deri v ati ve. ρ is the 
ulus with the form of μ = ρV S 

2 . The detailed form of the wavefield u is: 

(A4) 

 for the x -direction and z -direction, respecti vel y, σ x x , σ z z and σ x z refer to 

erived from the L 

2 norm. Meanwhile, we propose a novel misfit function 
 only the inversion system with the single shot is considered, for multiple 
r can be computed through stacking them for each shot, simply. Once the 
e first-order deri v ati v es (gradient v ector) and approximate second-order 
 the local optimization. Note that the wave field u is an implicit function 
ion E is also an implicit function about p and � , which is formulated as: 

(A5) 

e formula. Since we use the source-correction filter to update the source 
dient and quasi-Hessian operator of the misfit function with respect to the 
ssed as: 

(A6) 

l wavefield in some scenarios. Because of the huge scale of the problem, 
n regard it as a constraint optimization prob lem, w hich can be solved by 

nge functionality F is as follows: 

 , u 

( 0 ) 
〉
	

 

(A7) 

tal recording time, and u (0) refers to the wavefield at t = 0. 	 represents 

(A8) 
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A P P E N D I X  A :  D E R I VAT I O N  O F  G R A D I E N

Before the deri v ation, we first give the convention of vector-to-vect{ 

∂ ( Gx ) 
∂x = G 

T , 
∂ ( x T G ) 

∂x = G . 

Where x is a vector, the matrix G is not a function of x , and the s
Generall y, the w av e equations to be solv ed are non-homo geneous,

conditions. Particularly, we consider the first-order wave equation o⎧ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎩ 

S ( p ) u 

( X , t ) = �, 

u 

( X , 0 ) = 0 , 
u 

( ∞ , t ) = 0 , 
u 

( X , t ) | z= 0 = f r . 

In the above formula, p represents the physical parameter, which
the paper. S ( p ) denotes the partial-differential operator related to th
of P -SV type in elastic media. X is a vector that describes the space
solved from the wave equation, � is the source term and f r repres
space-position vector X and boundary conditions in the wave equa
operator S ( p ) is as follows: 

S ( p ) = 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎣ 

ρ∂ t 0 −∂ x 0 −∂ z 
0 ρ∂ t 0 −∂ z −∂ x 

− ( λ + 2 μ) ∂ x −λ∂ z ∂ t 0 0 
−λ∂ x − ( λ + 2 μ) ∂ z 0 ∂ t 0 
−μ∂ z −μ∂ x 0 0 ∂ t 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎦ 

= 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎣ 

ρ 0 0 0 0 
0 ρ 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 1 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎦ 

∂ t + 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎣ 

0 0 −∂ x 0 −∂ z 
0 0 0 −∂ z −∂ x 

− ( λ + 2 μ) ∂ x −λ∂ z 0 0 0 
−λ∂ x − ( λ + 2 μ) ∂ z 0 0 0 
−μ∂ z −μ∂ x 0 0 0 

= A ∂ t + B, 

where A is a coefficient matrix related to the partial deri v ati ve for t
density, λ has the form of λ = ρV P 

2–2 ρV S 
2 , and μ is the shear mod

u = 

( v x , v z , σxx , σzz , σxz ) 
T . 

Where v x and v z represent the particle velocity in the time domain
the stress in the time domain. 

For the FWI or WI, the most frequently used misfit function is d
based on the Jensen–Shannon divergence (JSD) in the paper. Here,
shot settings, the misfit function, gradient and quasi-Hessian operato
misfit function is constructed, the significant thing is to calculate th
deri v ati ves (quasi-Hessian matrix) of the misfit function to proceed
of the parameter p and the source term � , therefore the misfit funct

E 

( p, � 

) = f ( u 

( p, � 

) ) = f ( u, p, � 

) . 

It is clearly stated here that p and � are independent in the abov
term � during the inversion process, only the deri v ation for the gra
parameter p is given in the following part, and the gradient is expre

∂ E 

( p, � 

) 

∂p 
= 

∂ f 

∂u 

∂u 

∂p 
= 

(
∂u 

∂p 

)T 
∂ f 

∂u 

= J T 
∂ f 

∂u 

, 

where J is the Jacobian matrix, also named as the partial-differentia
it is difficult to calculate the gradient by finite difference, but we ca
the Lagrange multiplier method, and the specific form of the Lagra

F 

(
u, p, �, λ∗, μ0 

) = f ( u, p, � 

) + 

∫ t C 
0 〈 λ∗ ( t ) , ϕ 

( u, p ) 〉 	dt + 

〈
μ0

= f ( u, p, � 

) + 

∫ t C 
0 〈 λ∗ ( t ) , S ( p ) u 

( t ) − � 

( t ) 〉 	dt + 

〈
μ0 , u 

( 0 ) 
〉
	
.

Among them, λ∗ and μ0 are the introduce parameter, t C is the to
the space integral domain, whose specific meaning is: 

〈 λ∗ ( t ) , u 

( t ) 〉 = λ∗( 	, t ) T u 

( 	, t ) . 
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ime t covered with the entire space integral domain 	. The form of the 
c

ϕ (A9) 

∫ t C 
 

〈 λ∗ ( t ) , Bu 

( t ) 〉 	d t 
−
= d t + 

∫ t C 
0 〈 λ∗ ( t ) , Bu 

( t ) 〉 	d t 
−
= Au 

( 	, t ) dt+ ∫
(A10) 

 to u equal to 0, which is expressed as follows: 

 0 , 
(A11) 

in the above formula has been omitted. Although the above expression is 
g on. After the simplification, we can get the following e xpression: 

(A12) 

 right-hand term in the second row needs to be reverse-time propagated to 
c lso called as the adjoint wavefield, and the corresponding wave equation is 
a ve equation is not the transposition of the forward wave equation, and the 
a he right-hand term in the second row describes the relationship between 
t adjoint sources and wavefields would be generated due to the different 
d he first-order partial deri v ati ve about the parameter p equal to 0, which is 
d

(A13) 

c parameter p i can be derived by the equivalent constraint above, which is 
e

(A14) 

ersion system. According to the above formula, only an extra forward 
s e misfit function, and this high-efficiency computation method is called 
a nly the direction cosine of the gradient vector is needed for our method, 
t through the following expression: 

(A15) 

 gradient vector of the misfit function is related to the adjoint wavefield, 
w different misfit function settings. Let the first-order partial deri v ati ve of 
f al to 0, we can get the following relational expression: 

(A16) 

la (A7) with respect to u equal to 0, we can get the adjoint wave equation 
t erivative of formula (A7) with respect to the adjoint wavefield λ∗ and μ0 

e eld u . Because of this property, the wavefield u and adjoint wavefield λ∗

a
 matrix of the misfit function. According to the formula (A12) to expand 

t

∈ [ 0 , t C ] . (A17) 
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λ∗( 	, t ) and u ( 	, t ) are the infinite-dimensional vector at the t
onstraint condition ϕ ( u , p ) in the formula (A7) is: 

 

( u, p ) = S ( p ) u 

( t ) − � 

( t ) = ( A ∂ t + B) u 

( t ) − � 

( t ) = 0 . 

Utilizing the integral subsection method, we can get: 
 t C 
0 〈 λ∗ ( t ) , S ( p ) u 

( t ) − � 

( t ) 〉 	d t = 

∫ t C 
0 〈 λ∗ ( t ) , A ∂ t u 

( t ) 〉 	d t + 

∫ 
0∫ t C 

0 〈 λ∗ ( t ) , � 

( t ) 〉 	dt 
 〈 λ∗ ( t C ) , Au 

( t C ) 〉 	 − 〈 λ∗ ( 0 ) , Au 

( 0 ) 〉 	 − ∫ t C 
0 〈 ∂ t λ∗ ( t ) , Au 

( t ) 〉 	∫ t C 
0 〈 λ∗ ( t ) , � 

( t ) 〉 	dt 
 λ∗( 	, t C ) 

T Au 

( 	, t C ) − λ∗( 	, 0 ) T Au 

( 	, 0 ) − ∫ t C 
0 ( ∂ t λ∗ ( 	, t ) ) T 

 t C 
0 λ∗( 	, t ) T Bu 

( 	, t ) d t − ∫ t C 
0 λ∗( 	, t ) T � 

( 	, t ) d t 

Let the first-order partial deri v ati ve of formula (A7) with respect

∂ F 

∂u 

( t ) = 

⎧ ⎨ 

⎩ 

−A 

T λ∗ ( t ) + 

∂ f 
∂u 

( t ) − (
A 

T ∂ t − B 

T 
)
λ∗ ( t ) + μ0 = 0 t =

∂ f 
∂u 

( t ) − (
A 

T ∂ t − B 

T 
)
λ∗ ( t ) = 0 t ∈ 

( 0 , t C ) , 
A 

T λ∗ ( t ) + 

∂ f 
∂u 

( t ) − (
A 

T ∂ t − B 

T 
)
λ∗ ( t ) = 0 t = t C . 

Please note that the symbol 	 for the spatial integration domain 
i ven b y the se gmented function form, it is still a continuous functi⎧ ⎨ 

⎩ 

μ0 = A 

T λ∗ ( t ) , t = 0 , (
A 

T ∂ t − B 

T 
)
λ∗ ( t ) = 

∂ f 
∂u 

( t ) , t ∈ [ 0 , t C ] , 
λ∗ ( t ) = 0 , t = t C . 

Because the introduce parameter λ∗ equals to 0 at the time t C , the
ompute the λ∗. For certain contexts, the introduce parameter λ∗ is a
lso named as the adjoint wave equation. Please note the adjoint wa
dditional ne gativ e sign is added to the spatial partial deri v ati ves. T
he adjoint source and misfit function, meaning that the different 
efinitions of misfit functions. Similarly, for the formula (A7), let t
etermined as: 

∂ F 

∂p 
= J T 

∂ f 

∂u 

+ 

∫ t C 

0 

〈
∂S ( p ) 

∂p 
u 

( t ) , λ∗ ( t ) 

〉
dt = 0 t ∈ [ 0 , t C ] . 

Then, the gradient of the misfit function with respect to a specifi
xpressed as: 

∂ E 

∂p 

∣∣
p= p i = −t c 

〈
∂S ( p ) 

∂p 
u, λ∗

〉 ∣∣
p= p i i = 1 , 2 , . . . , M . 

Where M represents the number of the parameters of the inv
imulation is needed for the calculation of the gradient vector of th
s the adjoint-state method in some contexts. t C is a constant, and o
herefore we can simplify the gradient vector of the misfit function 

∂ E 

∂p 

∣∣
p= p i = −

〈
∂S ( p ) 

∂p 
u, λ∗

〉 ∣∣
p= p i i = 1 , 2 , . . . , M . 

It can be seen from the formula (A15) that the calculation of the
hich means that different gradient vectors would be formed for 

ormula (A7) with respect to the introduce parameter λ∗ and μ0 equ{
∂ F 
∂ λ∗ ( t ) = S ( p ) u 

( t ) − � 

( t ) = 0 t ∈ [0 , t C ] , 
∂ F 
∂ μ0 = u 

( 0 ) = 0 . 

It can be found that, let the first-order partial deri v ati ve of formu
hat constrains the adjoint wavefield λ∗; let the first-order partial d
qual to 0, we can get the wave equation that constrains the wavefi
re called as the dual quantity. 

Here, we use the approximate J T J as an estimation of the Hessian
he formula (A13), we can obtain the expression as follows: 

∂ F 

∂p 
= 

〈
J, 

(
A 

T ∂ t − B 

T 
)
λ∗ ( t ) 

〉 + 

∫ t C 

0 

〈
∂S ( p ) 

∂p 
u 

( t ) , λ∗ ( t ) 

〉
dt = 0 t 
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 expression is obtained: 

(A18) 

d as the approximate J T J , therefore the quasi-Hessian operator H of the 

= 1 , 2 , . . . , M. (A19) 

 independent of the adjoint wavefield. In other words, the quasi-Hessian 
r, which means that the performance improvement of our method benefits 
a diagonally dominant matrix under the high-frequency approximation 
ts of the quasi-Hessian operator through the above formula. For different 
hematical form of the gradient, quasi-Hessian operator and adjoint source 
r S ( p ) is the first-order wave equation of P -SV type for 2-D elastic media, 
r and quasi-Hessian operator (only consisting of the diagonal elements) 

∂ v z 
( n ) 

∂x σxz 
∗( n ) 

)
, 

 x 
( n ) 

x σzz 
∗( n ) 

)
−

 

∗( n ) . 

(A20a) 

 

(
∂ v x 
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d density for a certain spatial-grid, respecti vel y; nt is the number of the 
r to the forward wavefield of the same spatial-grid in the time domain, 
wavefield of the same spatial-grid in the time domain. In short, different 
ting different adjoint wavefields and gradients, and the extra illumination 
 For the misfit function derived by the L 

2 norm in the paper, the detailed 

(A21) 

represents the corresponding predicted signal with normalized operation 
 observed data [the normalized operation is described by the first row of 
d 1-D adjoint source is expressed as: 

. (A22) 

l with normalized operation [the normalized operation is described by the 
mbol < . . . > is the same as the formula (5) above. 

we utilize the basic principle that the seismic signal of each channel is 
time domain, and regard the source estimation as a damped least-square 
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Ignoring the public item λ∗( t ) in the above formula, the following〈 
∂S ( p ) 

∂p u, 
∂S ( p ) 

∂p u 

〉 
= 

〈 
− ∂S ( p ) 

∂p u, − ∂S ( p ) 
∂p u 

〉 
= 

1 
t c 2 

J T 
(

A 

T ∂ t − B 

T 
)

( A ∂ t − B 

) J. 

Formula (A18) realizes a filter to the J T J , which can be regarde
misfit function can be expressed as follows: 

H i j = 

〈
∂S ( p ) 

∂p 
u 

( p ) 
∣∣

p= p i , 
∂S ( p ) 

∂p 
u 

( p ) 
∣∣

p= p j 

〉
i = 1 , 2 , . . . , M ; j 

It can be noted that the calculation of quasi-Hessian operator is
operator in the CWI and our method is exactly the same in the pape
from the misfit function derived from the JSD. The matrix H is 
(Pratt et al. 1998 ); therefore, we only calculate the diagonal elemen
first-order partial-differential operators and misfit functions, the mat
remains invariable. When the first-order partial-differential operato
the detailed expressions of a certain element for the gradient vecto
are as follows: ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 
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Where V S , V P and ρ are the S -wav e v elocity, P -wav e v elocity an

sampling points in the time domain, v x , v z , σ x x , σ z z and σ x z refe
and the variates containing the superscript ∗ represent the adjoint 
misfit functions would define different adjoint sources, then genera
compensation may be formed due to the different misfit functions.
expression for the adjoint source of a certain channel is as follows: 

� L 2 
∗ = 

1 

max ( | u | ) 
(
u 

N − d N 
)
. 

Here, u is the predicted seismic signal for a certain channel, u N 

and d N denote the corresponding normalized seismic signal of the
formula (4)]. For the misfit function defined by the JSD, the detaile

� J SD 
∗ = 

1 

2 max ( | u | ) 

〈 
u 

max ( | u | ) + 1 . 1 
〉 
− u 

max ( | u | ) − 1 . 1 〈 
u 

max ( | u | ) + 1 . 1 
〉 2 ln 

(
2 u 

N 

u 

N + d N 

)

Here, u N and d N denote the predicted and observed seismic signa
second row of formula (4)], respecti vel y; and the meaning of the sy

A P P E N D I X  B :  S O U RC E  E S T I M AT I O N  

Source estimation is an indispensable part for FWI or WI. Here, 
the convolution of the source wavelet and Green’s function in the 
optimization problem, whose form is as follows: ⎧ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎩ 

F 

( c l ; ε ) = 

N−1 ∑ 

l= 0 

M ∑ 

k= 1 
| d lk − c l u lk | 2 + M ̄E ε 2 | c l | 2 , therein : d lk = s l 

Ē = 

1 
M N 

N−1 ∑ 

l= 0 

M ∑ 

k= 1 
| u lk | 2 , 
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w xpansion coefficient at the angular frequency ω l = l �ω of the k th channel 
fi spect to the maximum absolute amplitude in the time domain), u lk is the 
c the same normalization operation is adopted). G lk 

d and G lk 
p represent the 

G nel of the field and predicted data, respecti vel y; c l is the filter coefficient, 
s main, and s l Opt is the optimized source wavelet for the field data at the 
f meter, and it is set as 10.0 for the field data case in the paper. Let the first 
d  and we can get the damped least-square solution for the filter coefficient 
c

c (B2) 

eration, then we can use the coefficient c l to filter the source wavelet s l of 
t t the frequency domain, which is expressed as: 

s (B3) 

 source w av elet in the abov e formula to obtain the estimated source of 
t s is actually a filter operation to the source wavelet of the predicted data; 
t 14 ). 
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here F is the objective function to be optimized, d lk is the Fourier e
eld data in the time domain (the amplitude is normalized with re
orresponding Fourier expansion coefficient of the predicted data (
reen’s function at the angular frequency ω l = l �ω for the k th chan
 l is the source wavelet of the predicted data at the frequency do
requency domain that need to be estimated; ε is the damping para
eri v ati ve of the objective function F with respect to c l being zero,
 l , which is as follows: 

 l = 

M ∑ 

k= 1 
d lk u lk 

∗

M ̄E ε 2 + 

M ∑ 

k= 1 
| u lk | 2 

. 

Here, the superscript ∗ for u lk refers to the complex conjugate op
he predicted data to obtain the optimized source for the field data a

 l 
Opt = c l s l . 

Finall y, we appl y the inverse Fourier transform to the optimized
he field data in the time domain. Such a source estimation proces
herefore, it is called as the source correction filter (Groos et al. 20
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