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ABSTRACT Argus II is the most advanced retina implants approved by the US FDA and almost 350 visually
impaired people are using it. This implant uses 60 microelectrodes implanted in the retina. The goal of this
implant is to improve mobility and quality of life of its users. However, users’ satisfaction is not very high
due to the very low resolution of the phosphene images and features created by this device. This article
proposes a system to improve the artificial vision created by visual implants. The proposed method extracts
information about the people around the visually impaired person by using image processing and machine
vision algorithms. This information includes the number of the people in the scene, whether they are known or
unknown, their gender, estimated ages, facial emotions, and approximate distance from the visually impaired
person. This information is extracted from the frames received by a cameramounted on the glasses of the user
to generate signals that are fed into a visual stimulator. This information is shown to the user by a schematic
vision created by some pre-trained patterns of phosphenes reflecting the information communicated to the
user. The proposed system is validated with a simulated prosthetic vision comprising 150 microelectrodes
that is compatible with the retina and visual cortex implants. A low-cost and energy efficient implementation
of the proposed method executing on a Raspberry Pi 4 B at a frame rate of 4.5 frames/second shows the
feasibility of using it in portable systems.

INDEX TERMS Argus II, artificial vision for visually impaired people, simulated prosthetic vision, scene
understanding, visual prosthesis, visual implants, retina implant, visual cortex implant.

I. INTRODUCTION
According to statistics released by the World Health Orga-
nization (WHO) in August 2014 [1], 285 million people
worldwide suffer from visual impairment, of which
39 million are completely blind.

In recent years, machine vision and artificial intelligence
were used in visual implants and visually impaired mobility
aids to help visually impaired people [2], [3], [5], [6], [7], [8],
[9], [10]. Visual implants are intended to produce an artificial
vision leading to some levels of functional vision restoration.
Blind mobility aid systems can help to rehabilitate the visu-
ally impaired people for walking and avoiding obstacles.

The associate editor coordinating the review of this manuscript and

approving it for publication was Mu-Yen Chen .

Visual prostheses can stimulate different regions on the
visual pathways from the retina to the visual cortex to cre-
ate an artificial vision. Based on where the stimulator is
implanted, these prostheses can be divided into three groups:
1) retinal implants, 2) visual nerve pathway implants and
3) visual cortex stimulators.

Different kinds of visual implant have been proposed, but
very few have passed all the clinical and technical trials
allowing them to be commercialized. Many surveys on visual
prostheses have been published [11], [12], [13], [14], [15],
[16], [17].

ARGUS II proposed by the Second Sight Company is
the only retinal prosthesis approved by the US FDA and it
was reported that several hundred visual impaired people use
it [18]. Second Sight is now merged into Vivani Inc. [19] and
that corporation stopped producing Argus II. This implant

80020
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ VOLUME 11, 2023

https://orcid.org/0000-0003-0509-6219
https://orcid.org/0000-0002-3404-9959
https://orcid.org/0000-0002-3945-4363


H. Mahvash Mohammadi et al.: Enhanced Artificial Vision for Visually Impaired Using Visual Implants

uses 60 microelectrodes implanted in the retina and can
improve the quality of life of visually impaired people by
making them experience light even if they were in the dark
for many years. Visual acuity test accomplished with visually
impaired people using Argus II shows that they can locate
a big white square in a black screen or can recognize the
direction or parallel white and black strips [20].

Orion®is a visual cortex implant for visually impaired
people developed by the Second Sight Company which is
merged into Vivani Inc. It targets a wider range of visually
impaired people for whom the retinal implant does not work.
This system is pending FDA approval for commercialization
and it also uses 60 microelectrodes to be implanted in the
visual cortex.

By contrast, Alpha IMS [21] includes an array of 1500 pho-
todiodes implanted in the subretinal space. This system does
not use a camera and an outside video processing unit to
provide stimulus signals to be transmitted to the eye. Light
sensors in this device are integrated on the subretinal space
and it can restore some level of light perception. This device
has been approved for commercial use in Europe [22].

Due to the limited number of microelectrodes of existing
visual system stimulator, the artificial vision they permit
has very low resolution. Many researchers have worked on
improving the artificial vision created with low resolution
implants by using image processing and machine vision
algorithms.

This paper proposes a schematic vision system in which
some patterns of phosphenes representing various significant
information are defined. A variety of image processing and
computer vision algorithms are applied to extract important
information from the scene and people around the visually
impaired person. This information is meant to be submitted
to that person by various phosphene patterns. The proposed
algorithms include face detection, face recognition, gender
detection, age estimation, and emotion recognition. The main
contribution of this work is to show how this information can
be assembled to enhance the vision that low resolution visual
implants allow to restore.

This paper is organized as follows. In the next section,
an overview of previous works on artificial vision created by
retinal or visual cortex implants is presented. The proposed
method is detailed in the third section. The simulated pros-
thetic vision (SPV) is proposed in the fourth section. The fifth
section reports results of experiments carried out to confirm
the validity of the proposed system. Finally, the sixth section
closes the paper with some discussion and conclusion.

II. PREVIOUS WORKS
Since the number of phosphenes in reported visual prosthesis
is very limited, different research has been done to improve
the artificial vision created by these prostheses.

Brindley and Lewin had already determined that the num-
ber of phosphenes required for an optimal reading of the
lettersmust be 50 and this number for reading the handwriting
must be greater than 600 [23].

Xia et al. [5] proposed a face semantic information trans-
formation model to transform real faces into pixel faces using
a face to pixel networks (F2Pnet). A pixel face database
is also designed and a new training strategy for generative
adversarial network is also proposed to solve the problem of
semantic loss under limited number of pixels.

Steveninck et al. [3] proposed scene simplification meth-
ods in an indoor environment using deep learning-based
surface edge detection and controlling the environmental
complexity. They used a simulated prosthetic vision (SPV)
with 26 × 26 phosphenes to provide sufficient information
for mobility in a simple environment. Some methods exploit
scene understanding and object detection to provide sufficient
information for visually impaired people mobility in a simple
environment [7], [24], [25], [26].

Avraham and Yitzhaky proposed an algorithm based on
integral imaging to isolate objects based on their depth
from the camera. They proposed an SPV system with 15 ×

30 phosphenes. They also proposed different sizes and
shapes of phosphenes obtained with different stimulation
parameters [6].
Nicole et al. [2] proposed a scene simplification strategy

using deep learning method to generate realistic predictions
of SPV to improve scene understanding. They used an SPV
with 32 × 32 phosphenes of different sizes.
Kartha et al. [27] proposed a disparity-based distance fil-

ter for Argus II. The application of the proposed filter on
four experienced Argus II users was investigated. This fil-
ter improved the ability of the users for object localization,
depth discrimination, orientation and size discrimination, and
detection of people as well as their direction of motion.

A simulation of retinal prosthetic vision is proposed in
which temporal aspects of the prosthesis such as persistence
and perceptual fading of phosphenes and the electrode acti-
vation rate are considered [4].

Sanchez-Garcia et al. [24] proposed a schematic repre-
sentation of indoor environments by phosphene image for
object recognition and room identification tasks for indoor
scenes. They extracted structural informative edges of the
environment and silhouettes of segmented objects by using
different convolutional neural networks.

Guo et al. [28]proposed two image processing strategies
based on a salient object detection technique to improve
recognition accuracy. Their method focuses on objects of
interest and suppress the background clutter.

Parikh et al. [29] used feature extraction algorithms to
identify the significant parts of an image and flashing
phosphenes to attract the attention of a visually impaired
person to a particular part of the visual field. Some authors
reported improvements in object avoidance, reductions in
head scanning and fast object localization with the use of
cues [14].

Mohammadi et al. [30] presented an algorithm to identify
the closest objects and to remove the background from a scene
to create a sense of distance for the visually impaired person
using specific phosphenes.
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FIGURE 1. Block diagram of the proposed system.

III. PROPOSED METHOD
In the proposed method, a variety of image processing and
computer vision algorithms are applied to extract important
information from the scene and people around the visually
impaired person. This information is meant to be submitted
to that person by various patterns of phosphenes. While most
of the previous works are focused on objects and environment
around a visually impaired person, in this work we concen-
trate on people around that person.

The algorithms included in the proposed system comprise
face detection, face recognition, gender detection, age esti-
mation, and emotion recognition. For each feature, an appro-
priate algorithm was selected based on its accuracy and time
complexity to enable affordable real-time implementations in
an autonomous portable system. Thus, the main contribution
of this work is not about proposing new algorithms for these
functionalities but rather showing how they can be assembled
to enhance the vision that low resolution visual implants
allow to restore.

A block diagram summarizing the main steps of the pro-
posed system is shown in Fig. 1. This system is assumed
to comprise a camera mounted in the glasses of a visually
impaired person to capture video frames from the scene in
front of that person. In the first step, a face detection algorithm
using Haar features and the Adaboost classification method
extracts a square area around all faces in each frame [31].
In the second step, a face recognition algorithm is used

to identify each face using the Fisherfaces algorithm [32].
Each image is preprocessed and adjusted prior to the face
recognition procedure.

If a detected face is not recognized, a gender detec-
tion method using the Eigenfaces algorithm [33] is applied.
An age estimation algorithm is applied in the fourth step,
where a trained neural network is used to estimate the age
group of each unrecognized faces.

In the fifth step, an expression recognition method using
Local Binary Patterns (LBP) features [34] and Linear Dis-
criminant Analysis (LDA) classification is applied. After this
step, the results are transmitted to the visual implant using
a phosphene map platform. The information extracted in the
previous steps are shown in this phosphene map into different
categories. The rest of this section provides more details on
each phase and report on their respective performances.

A. PHASE 1: FACE DETECTION
The face detection algorithm presented by Viola and
Jones [35], known as the Haar Classifier, is the first face

FIGURE 2. Four preprocessing phases performed on an image.

detection method working based on reinforcement learning.
It has been widely used in digital cameras and image process-
ing software in practical applications. Due to its accuracy and
real-time processing speed, the Haar classifier is used in the
proposed system. In the Viola-Jones method, Haar features
combined with the Adaboost learningmethod creates a strong
and secure classifier that can quickly detect the faces in an
image.

B. PHASE II: FACE RECOGNITION
Face recognition is the process of identifying specific indi-
viduals in an image and matching their faces with a library of
known faces. Face recognition methods are very sensitive to
the image conditions such as lighting, shadows, direction, and
expression of the face. The various steps of preprocessing are
applied to mitigate the challenges of these situations and to
improve the accuracy of the face recognition method. In this
study, the Fisherfaces algorithm is used for face recognition
in three stages of preprocessing, training and recognition.

The preprocessing step includes the following operations:

1. Geometrical transform and clipping: Eye detection
is used to detect the eyes positions and then a rotation
is applied to align the eyes positions in a horizontal
direction. The size of the bounding box of the face is
also scaled to a predefined size and the forehead, chin,
ears and background are also removed.

2. Histogram equalization: histogram equalization is
applied on the left and right sides of the face indepen-
dently to standardize the contrast and brightness of the
input images.

3. Smoothing: A Gaussian filter is applied to reduce the
image noise.
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FIGURE 3. The basic framework of the gender detection system.

4. Elliptical mask: the image background out of an ellip-
tical mask is eliminated.

Fig. 2 shows the four phases of preprocessing performed on
a sample image.

In the training phase, preprocessed images of faces and
their labels are stored in a library, and the training algorithm
is performed using the Fisherfaces algorithm. To improve
accuracy, the training set includes images captured under
various lighting conditions, directions, and face expressions.

In the face recognition phase, detected faces are compared
with the training datasets using the maximum likelihood
method. For any given input, the system will select the label
of the most similar image in the training data set. If the
likelihood of the input image is less than a threshold, the input
image is considered unidentified.

C. PHASE III: GENDER DETECTION
Gender detection is one of the challenging issues in machine
vision whereas a human can easily recognize the gender with
a 95% accuracy [36].

Generally, gender detection methods use face detection,
image preprocessing, feature extraction and classification.
In the proposed system, the eigenface method is used for
gender detection. The basic framework of this method is
shown in Fig. 3.
After face detection and preprocessing, a data size reduc-

tion technique using PCA (Principal Component Analysis)
is applied in order to reduce the computational complexity
of the method. In PCA all training and input images are
mapped into their eigenspace comprised of eigenfaces which
are based on a specific group of images. In the feature extrac-
tion phase, descriptors providing very distinct features of an
image are selected. In the last step, a supervised learning clas-
sifier is used. The classifier uses limited number of eigenfaces
to find the nearest neighbor between the input images and the
training samples to classify them into two classes of man or
woman.

D. PHASE IV: PROPOSED ALGORITHM FOR AGE
ESTIMATION
The age estimation algorithm in the proposed system uses
a Conditional Probability Neural Network (CPNN) [37].

FIGURE 4. Block diagram of the facial expression recognition system.

We used two types of extracted features from the image as the
feature vector. A statistical output assigned to each age label
and age estimation is done using a multilayer feedforward
neural network.

We use a three-layer neural network of CPNN network [37]
to approximate p(x|y), the degree to which the y label of an
input is observed given the input age vector of x.

We propose to use Active Appearance Models (AAMs)
to obtain global features and the brightness of the skin for
local features to present a hybrid model. These two types of
features are independent of the race, lifestyle, and geograph-
ical conditions; therefore, they are more reliable than other
features.

While CPNN [37] uses a feature vector of size 200, the
proposed method applies PCA to reduce the dimension of
combined feature vectors to 160 in which the lengths of
local and global feature vectors are 24 and 136 respectively.
The method also uses a Multilayer Perceptron (MLP) neural
network with 3 layers and a total of 64 neurons in the hid-
den layer, sigmoid activation functions, and linear activation
functions in output layer with a variance of 4. After training
the network for an unseen input sample, a statistical output is
obtained. Using the average estimate of the closest likelihood,
a maximum value would be found for the output that can
be used to estimate the age group. The method estimates the
actual age with the mean absolute error (MAE) of 3.54 years.

E. PHASE V: FACIAL EXPRESSION RECOGNITION
Facial expression recognition systems (FER) recognize the
mood/state of a face, namely, happiness, sadness, fear, dis-
gust, anger, surprise, etc.

Two common strategies for extracting facial features
are geometry-based methods and appearance-base methods.
Valstar et al. [38] showed that, in practice, geometry-based
methods work equally well or better than appearance-based
methods, but they usually require accurate and reliable detec-
tion and tracking of face features that are not applicable in all
cases.

Facial expression recognition consists of five steps,
namely, face detection, image preprocessing, face adjustment
to new coordinates, feature extraction (e.g., LBP), and clas-
sification as shown in Fig. 4.
Feature extraction of local binary patterns (LBP) was pro-

posed for texture analysis and it has been gradually used
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FIGURE 5. Proposed simulated prosthetic vision (SPV).

in other applications such as emotion recognition [39]. The
most important characteristics of LBP are its resistance to
luminance changes and lower computational complexity.
Therefore, the original LBP [40] feature extraction method
and the LDA classification for face expressions were used
in the proposed system. Kumari et al. [41] were conducted a
comparison between different classification and LBP feature
extraction methods.

IV. SIMULATED PROSTHETIC VISION
This paper proposes a simulation of the artificial vision in
which the information synthesized by the system introduced
in Fig. 1 is shown to the visually impaired user using a
low resolution phosphene image. The simulation introduces
an SPV in which some patterns of phosphenes representing
various information are defined. The system introduced in the
previous section is also validated with the proposed SPV to
create a mode of artificial vision for users.

As discussed earlier, the number of phosphenes in
visual implants is limited. Argus II and Orion use
60 microelectrodes. Pixium Vision Company uses 142
microelectrodes in PRIMA retinal implant, and 150 micro-
electrodes in IRIS III and the company is going to use
260 microelectrodes in its next generation retinal implant.
A comparison between different retinal implants and number
of microelectrodes used in each prosthesis is reported by
Sohmyung Ha et al. [13].

The proposed simulator assumes that an implant can stimu-
late 150 phosphenes organized according to a hexagonal 10×

15 mesh offering three levels of brightness. This number of

FIGURE 6. Simulated phosphenes on a hexagonal grid with three active
levels of brightness.

phosphene is larger than those reported in existing artificial
vision stimulators, but as the need for higher resolution is
obvious, this research explores what could be done with next
generation visual implants. If a greater number of micro-
electrodes is applicable, more information can be shown and
new patterns for a higher resolution of phosphenes can be
redefined accordingly.

Different number of grayscales (3, 5, 10 and 12) were
reported in both retinal and cortical prostheses [42]. In the
proposed SPV three levels of phosphene gray scales are used.
Fig. 6 shows the SPV with three active gray levels when all
phosphenes are turned on at a given level. Fig. 5 shows the
SPV in which the outputs of the face recognition, gender
detection, emotion recognition, and age group estimation.
In addition, the estimated distance of the person and the
number of people in the frame are mapped onto separate
groups of phosphenes.

As shown in Fig. 5, a pattern of three phosphenes is used
to represent a detected face. This pattern moves around the
frame with respect to the location of the face in the video
frame.
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TABLE 1. A comparison between the proposed system with the most recent works.

Different levels of brightness on this pattern are used for
showing age groups (children, young, and old people) to
which the detected faces belong. If the system is unable to
estimate the age group, the highest brightness level is used.

To report the gender of the detected face whether it is
male or female the left-most or right-most phosphene in the
first row is turned on respectively. These phosphenes are
used to show the gender of unknown people. If more than
one unknown face is detected in the frame, the gender of
the person closest to the middle of the frame is shown. The
remaining phosphenes in the first row are assigned to known
people. Each phosphene is used for each known person. The
maximum number of identified people that the system can
report is 13.

Five phosphenes in the bottom of the first column in the
SPV are used to express the result of facial emotion recogni-
tion. These phosphenes are used to show one of the following
emotions: neutral, happy, sad, angry, and surprised. If no
expression is detected, none of these phosphenes is turned on.
If more than one face is detected in the frame, the emotion of
the person closest to the middle of the frame is shown.

FIGURE 7. A practical implementation of the mapping.

The five phosphenes at the bottom of the last column are
used to show the estimated distance between the detected
person and the visually impaired person. If the size of the
square frame around the face detected is smaller than a certain
limit, the system considers that the detected person is far
away and the phosphene at the lowest position is turned on.
As a detected person gets closer to the user, one of the above
phosphenes up to the fifth one is turned on. If more than one
face is detected, the estimated distance for the person closest
the center of the frame is shown. Finally, the 13 phosphenes
in the middle of last row determine the number of known or
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unknown people in the frame. An example of typical output
is shown in Fig. 7.

V. EXPERIMENTAL RESULTS AND DISCUSSION
Many improvements for prosthetic vision proposed in recent
years. They proposed different features for visually impaired
people and used different resolutions of SPVs. Table 1 reports
these works and compares the proposed system with them.
This table reports the authors, date, the size of SPV, the
number of graylevel and the feature proposed in each system.
Some of these works did not proposed a new SPV, never-
theless they tested their improvement on VR head-mounted
display. In one real case, the proposed system was tested with
four Argus II users [27]. As shown in this table most of pre-
vious research are based on scene understanding, object and
obstacles detection which improve visually impaired people
mobility. There are very few works on human identification
and recognition.

The proposed system conveys important information about
the people around a visually impaired person and to make that
person more comfortable to communicate with other people.

One important issue in comparing different methods is
the resolution of SPVs. It is clear that phosphene images
with higher resolutions are able to convey more informa-
tion to the user, however, these phosphene images are not
implementable in current technology of visual implants. The
proposed system uses a number of phosphenes relatively
close to the current commercialized prosthesis, which is not
the case with some systems. Thus, the system that we propose
can be considered for some next generation visual implant
systems.

The important information that the proposed system trans-
fers to the user are not found in the current prostheses and
also, they are not provided by any other methods reported in
Table 1. The proposed system tries to transform this infor-
mation to the visually impaired person using schematic and
symbolic patterns.

Another important issue is that the video processing unit of
systems such as Argus II and other prosthetic vision can be
managed to work in different modes of operation. Here we
propose a mode of operation in which the visually impaired
person copes with people at the office or at home and the
mobility of that person in these environments is a lesser
challenge because the user is already familiar with it.

Different functionalities of the proposed system are eval-
uated individually. Since the accuracy of the system is
affected by its training data set, appropriate databases are
required to assess each processing step. The proposed sys-
tem is implemented using C++ and OpenCV libraries.
Reported experimental results were obtained using a moder-
ate performance computer equipped with a second generation
core™i7-2640M processor and 8 GB of main memory. The
proposed visual aid software chain running in this hardware
offers a performance of 6 frames per second which is the
same as the speed of Argus II [4]. A low-cost and energy
efficient implementation of the proposed method was ported

TABLE 2. Accuracy of different gender detection methods.

to a Raspberry Pi 4 B using OpenCV library run with the
frame rate of 4.5 frames/second shows the feasibility of the
hardware implementation of the proposed system.

The experimental results for each phase of the proposed
visual aid software are reported in the following.

A. FACE RECOGNITION ALGORITHM
The ORL database [45] containing 10 photos of 40 different
people is used in the face recognition phase. After training
the face recognition algorithm, a label is assigned to each
identified person in the database. This label is returned as
the output of the algorithm, and if a face is not identified,
a negative label is returned. Fisherfaces algorithm is applied
on the preprocessed images where 80% of the images were
used for training and 20% for testing. The accuracy of this
method is 90%.

B. GENDER DETECTION ALGORITHM
The accuracy of the gender detection algorithm is evaluated
using 200 images from the FaceScrab database. These images
comprise 100 male and 100 female samples that were ran-
domly selected. Training was performedwith a random selec-
tion of 80% of the data set whereas the remaining 20 percent
is used for testing. The results of three different gender recog-
nition algorithms, namely, LBP [34], Fisherfaces [32], and
eigenfaces [33] on the FaceScrab database [39] are shown
in Table 2. According to these results, the accuracy of the
eigenfaces algorithm is far higher than the other algorithms.

C. AGE ESTIMATION ALGORITHM
To evaluate the performance of the proposed age estimation
algorithm, the FG-Net [46] database was used. FG-Net com-
prises 1002 images of 82 people, with 6 to 12 images for
each person at different ages from 0 to 69 years and each
photo is labeled with the chronological age. 802 images in
the database were used for training and 200 for testing. The
average difference between the estimated and actual ages for
each person in the data collection was calculated as the output
error. Table 3 compares the mean absolute error (MAE) of
the proposed method with two other well-known methods as
well as two instances of human estimation tests. As reported
in this table, the proposed algorithm outperforms the others
as it offers the lowest MAE.

Table 4 reports the percentages of different amounts of
differences between the chronical and predicted ages in
the proposed method. As shown in this table, 30% of the
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TABLE 3. MAE comparison of different age estimator algorithms on the
FG-NET database.

TABLE 4. The accuracy of age estimation algorithm based on proximity to
the chronological age.

estimateswere exactly the same as the true chronological ages
and 18.5% fell within a one-year deviation.

D. FACIAL EXPRESSION RECOGNITION ALGORITHM
In the facial emotion recognition, testing and training were
conducted on the Cohn-Kanade database, which is one of
the most comprehensive databases used in facial expression
research [47]. This database includes images of 100 students
aged between 18 and 30 years. For each person, there is
a sequence of black and white images with 480 × 640
resolution.

Five natural facial expressions, namely, natural, happy, sad,
surprised, and angry, were selected for training the emotion
recognition algorithm. A set of 347 samples in five classes
were used; and 20% of the samples were used for testing and
selecting the best algorithm. emotion recognition algorithm.

As mentioned before, different facial expression methods
were tested to select an appropriate method based on compu-
tational complexity, accuracy and code availability. Table 5
shows these results. The original LBP feature extraction
method and the LDA classification method were selected due
to their low computational complexity even if they are not the
most accurate.

E. GENERAL TESTING OF THE SYSTEM
A database of 500 images containing 250 male and female
actors randomly selected from the FaceScrab database to

TABLE 5. The implementation results of accuracy of different facial
expression recognition algorithms.

FIGURE 8. Accuracy graph of each algorithm for 500 sample images that
are not part of the training set.

evaluate the whole system. These images are not used in the
training phase.

The accuracy of the face detection algorithm for images
never seen by the system was 100%. Among the 500 images,
30 were from known people in the training phase; 27 of which
were recognized successfully. On the other hand, among the
other 470 unknown images, 37 were identified incorrectly.

For gender detection, 92.8% of the men’s and 87.2% of the
women’s images were successfully classified.

In the age estimation phase, 500 images of celebrities were
used and 53.6% of them were properly classified in one of
three reported age groups (children, young and old). The error
was mostly observed in the adult age groups due to deliberate
changes in the faces such asmake-up, cosmetic operation, etc.

In the facial expression recognition phase, since the system
was trained with images under controlled lighting conditions,
the accuracy was reduced. The system could correctly recog-
nize emotions in 250 cases from a set of 500 samples.

The overall results for different phases in the proposed
system are reported in Fig. 8.

VI. CONCLUSION
The present study aims at helping developers of smart data
processing systems for visual implants that could be offered
to visually impaired people. Due to the limited number
of microelectrodes in visual stimulators, different machine
vision and image processing algorithms were used to improve
the artificial vision in the proposed system. The proposed
system implements face detection and identification, gender
detection, age estimation, and facial expression.
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The proposed system provides more optional features to
current visual prosthesis. The software of the proposed sys-
tem can be integrated in the video processing unit of current
prosthesis system such as Argus II. It can be programmed to
switch between the previous and new mode of operation.

With advances in computer vision processing and feedback
from visually impaired users, newer versions of the software
can be provided without changes to the hardware. More
information is shown in the phosphene images, and also,more
accurate algorithms will be used in the improved versions.

The proposed system can be used for different kinds of
vision prosthesis including retina and visual cortex implants.
A visually impaired person using the proposed system must
be trained to understand the information shown by each group
of phosphenes.

Clearly, if greater number of electrodes becomes available
in visual implants, the number of phosphenes would increase,
data could be transferred with better resolution and accuracy,
and more sophisticated vision modes could be offered.
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