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RÉSUMÉ

Il y a aujourd’hui une demande pour des systŁmes radiofrØquences ayant une large bande
passante, une faible latence, des bas coßts, une grande �abilitØ et une faible consommation
d’Ønergie. Par exemple, la prochaine gØnØration de systŁmes sans �l mobiles devrait avoir
une capacitØ mille fois plus ØlevØe qu’aujourd’hui pour rØpondre aux exigences de diverses
applications telles que les vØhicules sans pilote et la tØlØmØdecine. Bien que la technolo-
gie dominante actuelle, le traitement de signal numØrique (DSP en anglais), soit compacte,
�exible et prØcise, elle sou�re de problŁmes fondamentaux, notamment une consommation
d’Ønergie ØlevØe, une conversion analogique-numØrique coßteuse, une bande passante limitØe,
un stockage en mØmoire faible et une mauvaise performance aux hautes frØquences. Par con-
sØquent, nous proposons ici d’e�ectuer le traitement du signal micro-ondes analogiquement
et en temps rØel. Cette technique attrayante a ØtØ peu explorØe jusqu’à prØsent, et pourrait
remplacer ou complØmenter le traitement numØrique.

Le chapitre 1 prØsente la motivation du traitement du signal micro-ondes analogique en temps
rØel (R-MSP), deux solutions R-MSP complØmentaires basØes respectivement sur l’ingØnierie
de la dispersion et la modulation du temps, ainsi que les contributions de cette thŁse.

Les chapitres 2 et 3 proposent deux applications basØes sur l’ingØnierie de dispersion pour le
traitement des signaux micro-ondes. Cette technologie est inspirØe de l’optique ultra-rapide,
oø les signaux ØlectromagnØtiques sont traitØs en temps rØel à l’aide de composants optiques
dispersifs. Dans le domaine des micro-ondes, ces composants conçus pour la dispersion ont
reçu le nom de "phaseurs" et, comme leurs homologues optiques, manipulent la phase ou
le retard de groupe des signaux d’entrØe. En concevant les caractŁres de dispersion des
composants, diverses fonctions peuvent Œtre rØalisØes.

Le chapitre 2 prØsente un transformateur de Hilbert hyperfrØquence. Ce transformateur de
Hilbert est basØ sur la combinaison d’un coupleur et d’un rØsonateur en boucle. La fonction
de transfert du transformateur est dØrivØe à l’aide de graphiques de �ux de signaux, et deux
chi�res de mØrite sont introduits pour caractØriser e�cacement le dispositif. De plus, une
explication dØtaillØe de son fonctionnement physique est fournie. Le transformateur micro-
ondes de Hilbert est dØmontrØ expØrimentalement dans trois applications: pour la dØtection
d’un front d’onde, pour la suppression de la crŒte et pour la modulation à bande latØrale
unique.

Le chapitre 3 prØsente une conception de l’ingØnierie de la dispersion basØe sur un dØcom-
poseur de spectre à lentille Rotman planaire (RL-SD) qui o�re une �exibilitØ de rØsolution,
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une position du port d’entrØe arbitraire et une plage de frØquences et une rØsolution rØglable.
La �exibilitØ de rØsolution consiste à autoriser di�Ørentes fonctions d’Øchantillonnage de
frØquence en rØpartissant correctement les emplacements des ports de sortie. La position ar-
bitraire du port d’entrØe est rØalisØe en ajoutant un rØseau d’Øtalonnage compensant l’Øcart de
frØquence induit par la modi�cation du port d’entrØe. Les rØglages de la plage de frØquences
et de la rØsolution sont rØalisØs par la commutation du port d’entrØe.

Le traitement du signal micro-ondes basØ sur une modulation temporelle fait rØfØrence aux
technologies de traitement du signal oø les propriØtØs du signal varient dans le temps, et
ce grâce aux variations temporelles des paramŁtres physiques du systŁme. Par rapport aux
technologies basØes sur l’ingØnierie de dispersion, qui sont invariantes dans le temps et limitØes
par des limites physiques fondamentales, les technologies de modulation du temps brisent ces
limites et permettent une manipulation universelle des spectres temporels et spatiaux des
ondes ØlectromagnØtiques.

Le chapitre 4 prØsente une technologie de camou�age basØe sur une mØtasurface modulØe
dans le temps. Di�Ørente des technologies de camou�age conventionnelles, gØnØralement
invariantes dans le temps (LTI), la technologie proposØe est active et rØpartit l’Ønergie inci-
dente dans le spectre temporel. En outre, cette technologie module la mØtasurface avec une
sØquence pseudo-alØatoire, qui rØpartit le spectre de l’onde incidente en un spectre semblable
à du bruit avec une densitØ spectrale de puissance minimale, et donc des performances de
camou�age maximales.

En�n, le chapitre 5 rØsume les travaux de cette thŁse, souligne les limites actuelles de R-MSP
et suggŁre des sujets potentiels pour de futurs travaux.
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ABSTRACT

Today’s exploding demands for wider bandwidth, lower latency, lower cost and more reliable
and power-e�cient radio systems bring more challenges for signal processing technologies.
For example, the next generation mobile wireless systems in the coming decade is expected to
have thousand times higher capacity than it is right now to meet the requirements of various
applications, for instance, unmanned vehicles and telemedicines. Although current dominant
technology, digital signal processing (DSP), o�ers the bene�ts of device compactness and
processing �exibility and preciseness, it also su�ers fundamental issues, including high power
consumption, high-cost analog-digital conversion, limited operating bandwidth, low memory
storage, and poor performance at high frequencies. Therefore, processing microwave signal in
real time and purely analog domain as an alternative or complementary technique is desired,
which is attractive but less explored till now. Chapter 1 introduces the motivation of real-
time microwave signal processing (R-MSP) and two complementary R-MSP solutions based
on dispersion engineering and time modulation, respectively, along with the contributions of
this thesis.

Dispersion engineering based microwave signal processing is a signal processing technology
inspired from ultra-fast optics, where electromagnetic signals are processed in real-time us-
ing dispersive optical components. In microwave domain, these dispersion-engineered compo-
nents have been given the name "phasers" and, similar to its optical counterpart, manipulates
the phase or the group delay of input signals. By engineering the dispersion characters of the
components, various functions may be realized. In chapters 2 and 3, two applications based
on dispersion engineering for microwave signal processing are proposed.

Chapter 2 presents a microwave Hilbert transformer as a new component for R-MSP. This
Hilbert transformer is based on the combination of a branch-line coupler and a loop resonator.
The transfer function of the transformer is derived using signal �ow graphs, and two �gures
of merits are introduced to e�ectively characterize the device. Moreover, a detailed physical
explanation of its physical operation is provided. The microwave Hilbert transformer is
demonstrated experimentally in three applications: edge detection, peak suppression and
single sideband modulation.

Chapter 3 presents a design of dispersion engineering based a planar Rotman lens spectrum
decomposer (RL-SD) with the features resolution �exibility, input port position arbitrariness
and frequency range and resolution tunability. The resolution �exibility consists in allowing
di�erent frequency sampling functions by properly distributing the output port locations.
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The input port position arbitrariness is realized by adding a calibration array compensating
for the frequency deviation induced by the input port modi�cation. The frequency range and
resolution tunability is achieved by input port switching.

Time modulation based microwave signal processing refers to the signal processing technolo-
gies whose properties are time-varying introduced by the time variation of their physical pa-
rameters. Compared to dispersion engineering based technologies, whose are time-invariant
and limited by its fundamental physical bounds, time modulation technologies naturally
break these bounds and allow universal manipulation of the temporal and spatial spectra of
electromagnetic waves.

Chapter 4 presents a time-modulated metasurface based camou�aging technology. Di�er-
ent conventional camou�aging technologies, which are usually linear time invariant (LTI),
the proposed technology is active and spreads the incident energy into temporal spectrum.
Besides, this technology modulates the metasurface with a pseudo-random sequence, which
spreads the spectrum of the incident wave into a noise-like spectrum with minimal power
spectral density, and hence maximal camou�aging performance.

Finally, Chapter 5 summarizes the work of this thesis, points out current limitation of R-MSP
and suggests potential topics for future works.
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CHAPTER 1 INTRODUCTION

1.1 Background and Motivation

Signal processing refers to the processing technologies that modify, analyze and synthesis
signals such as sounds, images and di�erent types of picked up data. It is widely used
in our current daily life in order to improve the performance of system by enhancing signal
transmission, storage e�ciency and quality and to also resolve interest component in a picked
up signal.

The principles of signal processing originates in 17th century from the classical numerical
analysis techniques. Until 1948, Claude Shannon’ work [17] laid the groundwork for later
development of information theoretical communication systems and the related signal pro-
cessing techniques. Signal processing is matured and began to boom in the 1960s, �rstly
among analog domain and later digital signal processing became widely used with digital
signal processor since the 1980s.

Signal processing is wildly applied in many application �elds in our world. For example, in
audio, signal processing is used to represent sound, such as speech and music. In image,
signal processing is used to process the data obtained from cameras and various imaging
systems. In wireless communication, signal processing is used in waveform generation, signal
modulation and demodulation, equalization,�ltering, et al.

Over the past few decades, the requirement for lower latency, wider band, more scalable
and reliable micorwave systems in wireless communication systems, radars and sensors have
been exploding very fast. More recently, this trend has been predominant to meet modern
life’s requirements [1]. For instance, game players may expect extremely low latency net-
work without lag, which may lead to delay between the action of the game players and the
actual responses within the game. Mobile users may expect to experience much faster and
more reliable internet access when having video meetings and uploading and downloading
documents. All of these requirements pose unprecedented challenges in signal processing, es-
pecially in the widely used digital signal processing (DSP). For example, massive multi-input
and multi-output (MIMO) technology, as an extension of current MIMO technology and a
key enabler for the forthcoming 5G’s extremely fast data rates, needs thousands of antennas
and related hardwork implementations, which leads to fast increase of hardware cost and
signal processing complexity.

Thanks to the development of semiconductor technology, DSP is popularly applied in today’s
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signal processing applications and o�ers many powerful advantages, such as compact-size and
high-resolution and processing �exibility. However, DSP also su�ers several fundamental
issues, for example, high-cost analog-digital conversion, limited operating bandwidth, in-
evitable memory delay, poor performance at high frequencies, and high power consumption,
which may �nally result in poor user experience [1].

To overcome these issues, and hence address the aforementioned challenges, advanced mi-
crowave analog signal processing with many natural bene�ts needs to be reconsidered again.
Therefore, real-time microwave signal processing (R-MSP), which consists in the potential
features of low-cost, wide-band and real-time, are studied in this thesis. Compared to con-
ventional DSP-based signal processing technology, R-MSP may play an important role as an
alternative signal processing technology in future microwave systems.

1.2 Real-Time Microwave Signal Processing (R-MSP)

R-MSP is a microwave technology that manipulating microwave electromagnetic signals in
real-time to overcome the issues that DSP is facing [1]. In this thesis, We will introduce
two di�erent but complementary technologies that are used to process microwave signal in
real-time, respectively.

We �rst introduces dispersion engineering based real-time microwave signal processing, which
is a purely passive technology. By engineering the group delay of the microwave devices, varies
of signal processing functions can be realized. However, these dispersion engineering devices
are usually linear time-invariant (LTI) systems and are limited by the LTI physical bounds,
which may limit their functions in many applications. For example, no new frequencies
can be generated, therefore, many useful signal processing functions, such as mixing, mod-
ulation and precoding, can not be realized. To overcome these issues, time-modulation, a
complemental active technology, is also studied to process microwave signals. Di�erent with
dispersion engineering based technology, which is the limited by the LTI physical bounds, the
time modulated technology naturally breaks these bounds and shows many more promising
features than purely passive technologies.

1.2.1 Dispersion Engineering

Dispersion engineering based microwave signal processing is a signal processing technology in-
spired from ultra-fast optics, where electromagnetic signals are processed in real-time using
dispersive optical components. In microwave domain, these dispersion-engineered compo-
nents are called "phasers", and manipulates the group delay of the components similar to its
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optical counterpart [1].

Figure 1.1 Illustration of two phaser e�ect. (a) Signal chirping. (b) Frequency discrimination
(C. Caloz, et. al [1], Microwave Magazine, '2013 IEEE)

As the core component of dispersion engineering based R-MSP, a phaser is typically engi-
neered to have a frequency-independent magnitude transfer function over a desired band-
width, i.e. jH(!)j = 1, and a speci�ed frequency-dependent group delay transfer function,
i.e. �(!) = �@�=@! [1, 18].

Two typical examples of phaser function, signal chirping and frequency discrimination, are
described in Fig. 1.1. In Fig. 1.1(a), a modulated gaussian pulse with a centering frequency
!0 and a bandwidth �! is sent into a phaser with the transfer function H(!) , which
exhibits a positive linear group delay slope. As a result, di�erent spectrum in the gaussian
pulse experiences di�erent group delays, which leads to function that the lower-frequency
components are less delayed compared to the higher-frequency components and reshapes the
modulated pulse into a pulse with increasing chirping spectrum distribution.
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In Fig. 1.1(b), the input pulse is modulated by a signal with two frequencies, !1 and and !2,
and is sent into a phaser with a step-case group delay at !1 and !2, respectively. According
to its dispersive feature, the lower frequency experiences smaller delay than the the higher
frequency. Thus, the two frequencies are separated in time.

Phasers have been recently realized in many di�erent forms, as shown in Fig. 1.2. For
example, in [2, 19�22], C-sections and D-sections are applied to design phasers. In [3, 23]
cross-coupled resonators are studied. In [4, 24], nonuniform delay lines are engineered.
Some other technologies such as metamaterial transmission-line structures [5] and loss-gain
pairs [25] are also investigated .

Figure 1.2 Phaser technologies. (a) Cascaded C-section structure [2]. (b) Re�ection-type
cascaded coupled resonator structure [3]. (c) nonuniform delay line [4]. (d) Metal-insulator-
metal (MIM) composite right/left-handed (CRLH) metamaterial structure [5]. (C. Caloz, et,
al [1], Microwave Magazine, '2013 IEEE)

Thanks to these technologies, phasers have been applied in many applications, as shown
in Fig. 1.3, including compressive receiving [5], real-time spectrum analysis [6, 26], real-time
spectrum sni�ng [8], Hilbert transforming [27], SNR enhanced impulse radio transceiving [9],
dispersion code multiple access (DCMA) [28], signal encryption [29], and beam scanning in
antenna arrays [7].
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Figure 1.3 Dispersion engineering based R-MSP applications. (a) compressive receiving [5].
(b) Real-time spectrum analysis [6]. (c) Beam scanning array[ [7]]. (d) Spectrum sni�ng [8].
(e)SNR enhanced impulse radio transceiving [9]. (C. Caloz, et, al [1], Microwave Magazine,
'2013 IEEE)
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(a)

(b)

Figure 1.4 Illustration of a time modulated system using the example of a 3-D periodic array.
(a) Stationary or static structure,(b) Moving or time-modulated (or space-time modulated)
structure. (C. Caloz, et al [10], Trans. Antenn. & Propag., '2019 IEEE)

1.2.2 Time Modulation

Time modulation based microwave signal processing refers to the signal processing tech-
nologies whose properties are time-varying due to the temporal modulation of some of their
physical parameters.

Compared to dispersion engineering based technologies, which are time-invariant and limited
by their fundamental physical bounds, time modulation technologies naturally break these
bounds and allow universal manipulation of the temporal and spatial spectra of electromag-
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netic waves and achieve new functionalities [10,30].

Figure 1.4 shows an example of the comparison between static and time-modulated sys-
tems. Figure 1.4(a) represents a stationary system, which scatters di�raction orders from
its periodic lattice. Adding a temporal modulation to the spatial variation on the system,
and obtaining a hybrid spacetime variation, produces some unique e�ects, for example, the
di�raction orders may be suppressed and new temporal and spatial frequencies are gener-
ated [10].

Time modulation has recently been applied in a few applications, shown in Fig. 1.5, such as
simpli�ed architecture communication [12,31�33], direction-of-arrival (DOA) estimation [34],
nonreciprocity [14,35,36], and analog signal processing [37].

��B�� ��C�� ��D��

��E�� ��F��

Figure 1.5 Time Modulation based R-MSP applications. (a)Inverse prism [11]. (b)Simpli�ed
wireless communicaton [12]. (c) Electromagnetic Camou�aging [13]. (d) Nonreciprocity [14].
(e) Frequency translation [15].
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1.3 Thesis Major Contributions

This thesis contributes to both of this two aspects of real-time microwave signal processing:
dispersion engineering and time modulation. In dispersion engineering technology, two appli-
cations, including microwave Hilbert transformer and Rotman lens based spectrum decom-
poser, are proposed. In time modulation technology, several applications for electromagnetic
camou�aging and wireless communication system are studied.

1.3.1 Dispersion Engineering Based Applications for Microwave Hilbert Trans-
former and Spectrum Decomposition

Microwave Hilbert Transformer

E�ciently performing mathematical operations is central to any type of processing. The
Hilbert transformation is a particularly fundamental operation in both physics and engineer-
ing. However, the Hilbert transformers reported to date have been exclusively designed in
the optical regime using optical �ber structures, which are typically bulky, complex and ex-
pensive are not transposable to lower frequencies. Besides they have been mostly described
in purely mathematical terms with little insight into the device physics [38].

Chapter 2 presents a branch-line couplers and resonant loops based R-MAP microwave
Hilbert transformer, corresponding to the publications [27, 38], and explains the physical
operation of this transformer, using both time-domain and steady-state perspectives.

Rotman Lens based Spectrum Decomposition

Spectral Decomposition (SD) is a fundamental optical process according to which white light
is spatially split into its constituent frequencies. It is used in various applications, including
colorimetry, real-time spectrum analysis, laser wavelength tuning, �ltering, wavelength divi-
sion multiplexing. Most of the conventional SD devices are based on prisms and di�raction
gratings, which are three-dimensional components that are bulky, expensive and incompatible
with integrated circuit technology. The availability of two-dimensional, or planar, implemen-
tations would resolve these issues and hence dramatically widen the range of applications of
SD [39].

Chapter 3 presents an enhanced design of the planar Rotman lens spectrum decomposer (RL-
SD) in terms of resolution �exibility, input port position arbitrariness and frequency range
and resolution tunability, corresponding to publications [39, 40], The resolution �exibility
enhancement consists in allowing di�erent frequency sampling functions (decreasing, uniform,
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increasing) by properly distributing the output port locations along the frequency-position
law of the RL-SD. The input port position arbitrariness is realized by adding a calibration
array compensating for the frequency deviation induced by the input modi�cation. The
frequency range and resolution tunability is achieved by electronic port switching.

1.3.2 Time Modulation Applications for Electromagnetic Camou�aging

Electromagnetic Camou�aging

Electromagnetic camou�aging refers to concealment technologies whereby objects are made
undetectable, which is generally realized by altering the spectrum or power density of the
waves scattered by the object to conceal [13]. Such alteration are generally realized in pas-
sive technologies, such as including bio-inspired paintings with dazzling or counter-shading
patterns [41], absorbing material coatings [42�44], stealth shaping [45].

Chapter 4 presents a time-modulated spread-spectrum metasurface active camou�aging tech-
nology, corresponding to publications [13, 46�48]. Compared to conventional camou�aging
technologies, which are Linear Time Invariant (LTI) and based on energy absorption or an-
gular spreading, the proposed technology spreads the incident energy in terms of temporal
spectrum. Besides, this technology modulates the metasurface with a pseudo-random se-
quence, which spreads the spectrum of the incident wave into a noise-like spectrum with
minimal power spectral density, and hence maximal camou�aging performance; this is much
more e�cient than the utilization of completely periodic modulation sequence, which dis-
tributes the energy over a small number of harmonics. Finally, the proposed technology
provides the extra features of selective camou�aging and interference immunity.
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CHAPTER 2 MICROWAVE HILBERT TRANSFORMER

R-MSP is a microwave-terahertz-optical technology that consists in manipulating electro-
magnetic signals in real-time using dispersion-engineered components called phasers [1]. This
technology has recently been introduced as a potential high-speed and low-latency alternative
to dominantly digital technologies, given its unique features of real-time operation, low-power
consumption and low-cost production [1, 49, 50].

E�ciently performing mathematical operations is central to any type of processing. Whereas
mathematical operations are completely natural in digital signal processing, they are much
less obvious in R-MSP, where they are still essential to help making this technology more �ex-
ible and e�cient. Fortunately, several real-time analog mathematical operations have already
been successfully demonstrated, including di�erentiation [51], integration [52], expansion and
compression [5], time reversal [53], Fourier transformation [4] and Hilbert transformation [54].

The Hilbert transformation is a particularly fundamental operation in both physics and en-
gineering. It has already been implemented in a few R-MSP applications, such as single
side-band (SSB) modulation [52, 55], band-pass and band-stop �ltering [54] and edge/peak
detection [52]. Hilbert transformers have been implemented in di�erent technologies, includ-
ing impulse-response-sampling �lters [56, 57], long-period �ber Bragg gratings [58], optical
ring-resonator all-pass �lters [52,59,60]. However, the Hilbert transformers reported to date
have been exclusively designed in the optical regime using optical �ber structures, which are
typically bulky, complex and expensive are not transposable to lower frequencies. Besides
they have been mostly described in purely mathematical terms with little insight into the
device physics.

This chapter presents a real-time microwave Hilbert transformer, based on branch-line cou-
plers and resonant loops, and explains the physical operation of this transformer, using both
time-domain and steady-state perspectives. Part of the material in this chapter is excerpt
from [27,38].

2.1 Recall on the Hilbert Transformation

The Hilbert transformation, H[�], is the linear operation depicted in Fig. 2.1. It transforms
an input signal x(t) into the output signal y(t) by convolving it with the impulse response

h(t) =
1
�t
; (2.1)
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plotted in Fig. 2.2(a), as [61]

y(t) = H[x(t)] = h(t) � x(t) =
1
�
P :V :

Z +1

�1

x(�)
t� �

d�; (2.2)

where P :V : denotes the Cauchy principal value, accommodating for the fact that h(t) is not
integrable at t = 0.

x(t)

X (! )

h(t)

H (! )

y(t) = x(t) � h(t) = H [x(t)]

Y(! ) = X (! )H (! ) = FfH [x(t)]g

(a)

(b)

Figure 2.1 Hilbert transformation. (a) Time domain. (b) Frequency domain.

The Fourier transform of (2.2) reads

Y (!) = H(!)X(!) = FfH[x(t)]g; (2.3)

where H(!) is the transfer function

H(!) =

8
>>>><

>>>>:

i = e+ i�
2 ; if ! < 0;

0; if ! = 0;

�i = e�
i�
2 ; if ! > 0;

(2.4)

whose magnitude and phase are plotted in Figs. 2.2(b) and 2.2(c), respectively.

The all-pass magnitude and step-rotation phase of H(!) in (2.4) are mathematically useful
but practically noncausal if t is understood as time. In a physical R-MSP realization, the
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Figure 2.2 Constitutive functions of the mathematical (left) and physical R-MSP (right)
Hilbert transform operating around the center frequency of !0. (a),(d) Impulse response.
(b),(e) Amplitude of the transfer function. (c),(f) Phase of the transfer function.

closest possible magnitude response is the band-pass response shown in Fig. 2.2(e), which
features a gradual phase response required by causality and a non-zero phase slope due to
physical delay, as shown in Fig. 2.2(f) and corresponding to the impulse function plotted in
Fig. 2.2(d). If the signal to process is completely included in the pass-band [Fig. 2.2(e)] of
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transformer, then the magnitude limitation is practically not problematic. The consequence
of the phase deviation is more subtle, but also not fundamentally problematic in practice.
The (nonzero) asymptotic slopes around !0 correspond to simple nondispersive delays, which
play no processing role other than shifting the entire processed pulse in time. On the other
hand, the progressive phase transition is not prohibitive if the signals of interest do not carry
energy in that region.

The physical Hilbert transform [Figs. 2.2(e) and (f)] tends to the mathematical Hilbert trans-
form [Figs. 2.2(b) and (c)] if its amplitude bandwidth tends to in�nity, or �! !1, and its
�-transition bandwidth tends to zero, or �!t ! 0. Since the group delay is the frequency-
derivative of the phase, or �(!) = �@ 6 H(!)=@!, the group delay peaks at !0 and its mag-
nitude, �� , is the proportional to the inverse of the �-transition bandwidth, �� / (1=�!t),
one common de�ne the time-bandwidth product as [62]

TBP = �!�� / �!=�!t: (2.5)

The TBP is a measure of the closeness of the physical transform to its ideal counterpart. If
one wishes to realize an transform as close-as-possible to the ideal one, it represent a �gure-
of-merit of the transform. In practice, one may not necessarily need to realize a close-to-ideal
transform and the actual �gure-of-merit will need to be de�ned on case-by-case basis.

Note that applying the Hilbert transform twice restores the initial function except for a
negative sign. Indeed,

HfH[x(t)]g = h(t) � [h(t) � x(t)]

= [h(t) � h(t)] � x(t)

= ��(t) � x(t) = �x(t):

(2.6)

So, once a signal has been processed by a Hilbert transformer, it can be recovered if needed.

2.2 Coupler-Resonator based Hilbert Transformer Analysis

How can one realize a physical component with a transfer function of the type shown in
Figs. 2.2(e) and 2.2(f)? Such a component should pass all the signal power in the operation
frequency band, according to Fig. 2.2(e), and exhibit a sharp phase rotation, and hence a
group delay [�(!) = j@�(!)=@!j] peak, at the center frequency !0, according to Fig. 2.2(f).
The �rst requirement suggests a waveguide and the second a resonant delay element coupled
to it. This leads to the structure shown in Fig. 2.3(a), which is composed of a straight
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waveguide connecting the input (1O) to the output (2O) and coupling to a transmission-line
loop resonator (3O-4O-3O) with coupled section 3O-4O.

1

1 2

2

3

34

4

input output
forward coupler

transmission line

(a)

(b)

T

T

T

D

D

CC

C

Figure 2.3 Typical implementation of a R-MSP Hilbert transformer. (a) Physical schematics.
(b) Signal �ow chart.

The structure of Fig. 2.3(a) may be modeled by the signal �ow chart drawn in Fig. 2.3(b),
where T and C, denote the transmission and coupling coe�cients of the coupler, respectively,
D denotes the transmission coe�cient of the transmission-line loop, and where the coupler
isolation is assumed to be in�nite. Using standard �ow-chart rules [63] yields then the transfer
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function
S21 = T +

C2D
1� TD

; (2.7)

where T , C and D are complex quantities. Assuming that the coupler is passive, power
conservation demands

jT j2 + jCj2 = 1: (2.8)

Combining this magnitude relation with the phase relation

6 C = 6 T �
�
2
; (2.9)

anticipating the later use of a branch-line coupler [Fig. 2.7(b)], leads to complex relation

C2 = T 2 � ej2�; (2.10)

where � = 6 T . Moreover, assuming that the transmission-line loop (minus the part common
with the coupler section) is lossless and characterized by the time delay of the �0, we have

D = e�j!�0 : (2.11)

Substituting (2.10) and (2.11) into (2.7) �nally yields the following expression for the
transfer function of the Hilbert transformer as a function of the complex quantity T 1:

S21(!;T ) =
T � e�j(!0�0�2�)

1� Te�j!�0
; (2.12)

from which the system phase and group delay may be computed as

�(!;T ) = 6 fS21(!;T )g (2.13a)

and
�(!;T ) = �

@�(!;T )
@!

; (2.13b)

respectively.

If the coupled part of the loop is �=2-long, or � = �, as will be the case with the �nal (cascaded
double) branch-line coupler (Fig. 4.9), the shortest possible length of the uncoupled part of

1Later studies will investigate the response of the Hilbert transformer in terms of the coupling, which would
suggest to express S21 as a function of C rather than T . However, it turns out that the latter expression is
much more complicated than the former, while o�ering no speci�c bene�t. For this reason, we have decided
to give here S21 as a function of T , where T =

p
1� jCj2ej( 6 C+�=2) according to (2.8) (jT j =

p
1� jCj2)

and (2.9) (6 T = 6 C + �=2).



16

the transmission-line loop is 3�=2, or �0 = 3�=!0, corresponding to a 2� resonant loop.
Figures 2.4(a) and 2.4(b) plot the phase and group delay obtained by (2.13a) and (2.13b) for
this scenario with center frequency f0 = !0=(2�) = 10 GHz. These results will be commented
in Sec. 2.3 and physically explained in Sec. 2.5.

2.3 Transformer Characterization

As announced in Fig. 2.2(f) and veri�ed in Fig. 2.4(a), the phase response of a R-MSP Hilbert
transformer signi�cantly departs from that of the ideal mathematical Hilbert transformer,
plotted in Fig. 2.2(c): speci�cally, 1) the asymptotic slopes for ! � !0 and ! � !0 are
nonzero, and 2) the transition bandwidth between the asymptotic slopes is nonzero.

In order to quantitatively characterize physical Hilbert transformers in terms of these two
aspects, we de�ne here related quantities, with the help of Fig. 2.5.

We de�ne the rotated phase as the phase di�erence between the tangents to the phase curves
at 80% and 120% of !0 (40% centered bandwidth), namely

��(jCj) = �(0:8!0)� �(1:2!0) + 0:4!0
d�(!)
d!

�����
0:8!0

; (2.14)

which depends on the coupling level, jCj, according to Fig. 2.4.

Moreover, we de�ne the transition bandwidth, which is also a function of jCj, as the symmetric
band delimited by the frequencies !L and !R whose slopes depart by a factor � from the
asymptotic slopes at 80% and 120% of !0, namely

�!(jCj) = !R � !L = 2(!0 � !L) = 2(!R � !0); (2.15a)

where !L and !R are de�ned via

d�(!)
d!

�����
!L

�
d�(!)
d!

�����
0:8!0

d�(!)
d!

�����
0:8!0

=

d�(!)
d!

�����
!R

�
d�(!)
d!

�����
1:2!0

d�(!)
d!

�����
1:2!0

= �: (2.15b)

Note that the de�nitions (2.14) and (2.15) are not valid at the limit cases C = 0 and jCj = 1,
as may be understood by inspecting Fig. 2.4(a).

Figure 2.6 plots the rotated phase and transition bandwidth versus coupling level. It shows
that the rotated phase (��) is inversely proportional to the coupling level (jCj) while the
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Figure 2.4 Frequency response of the R-MSP Hilbert transformer in Fig. 5.2 for di�erent
coupling coe�cient magnitudes, jCj, and f0 = !0=(2�) = 10 GHz and �0 = 3�=!0 = 0:15 ns.
(a) Phase [Eq. (2.13a)]. (b) Group delay [Eq. (2.13b)].
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Figure 2.5 Characterization of the R-MSP Hilbert transformer in Fig. 5.2, corresponding to
Fig. 2.2(f): rotated phase, ��, and transition bandwidth, �!t.

transition bandwidth (�!t), being inversely proportional to the rotated phase, is propor-
tional to the coupling level. This may be mathematically explained in terms of the group
delay, plotted in Fig. 2.4(b): since the phase is the integral of the group delay [Eq. (2.13b)],
the transition bandwidth (resp. rotated phase) is necessarily proportional (resp. inversely
proportional) to the group delay bandwidth, and hence inversely proportional (resp. pro-
portional) with the coupling level. The physical explanation of the observed group delay
response will be provided in Sec. 2.5.

2.4 Microwave Implementation

Figure 2.6 shows that the 180� rotated phase needed for the R-MSP Hilbert transformer
[Fig. 2.2(f)] would require a coupling coe�cient of jCj = 0:87. Such a high coupling level is
di�cult to attain in microwave couplers. Moreover, also according to Fig. 2.6, it would lead
to a relatively large � perhaps undesirably large - transition bandwidth.

To avoid these two issues, we propose to cascade two identical couplers of lower coupling
(and hence also of smaller transition bandwidth) to realize the required total 180� rotated
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Figure 2.6 Rotated phase [Eq. (2.14)] and transition bandwidth [Eq. (2.15) with � = 0:35]
versus coupling magnitude jCj, for the same parameters as in Fig. 2.4.

phase. Speci�cally, we choose a single-coupler rotated phase of 270�, corresponding to a total
rotated phase of 2� 270� = 540�180�. This, according to Fig. 2.6 corresponds to a coupling
coe�cient of jCj = 0:71, associated with a transition bandwidth that is narrower than that
associated with jCj = 0:87.

The largest coupling bandwidths at microwaves are provided by coupled-line couplers. How-
ever, these couplers are restricted to low coupling levels, typically substantially smaller than
3-dB. Therefore, we decide to use here a branch-line coupler [63], whose coupling level of
jCj = 1=

p
2 = 0:707 � 0:71 is the most commonly used in practice.

Figure 2.7 shows the corresponding layout composition for a single unit, with the input-
output connections, the branch-line coupler itself, the loop resonator and the assembly of the
last two given in Figs. 5.2(a), 5.2(b), 5.2(c) and 5.2(d), respectively.

As explained above, the single-unit assembly in Fig. 2.7(d) will be designed to provide a 270�

rotated phase, and two such units will be cascaded to achieve the required 2�270� = 540�180�

rotated phase. However, the relative bandwidth of a branch-line coupler is typically in the
order of 15% [63] while the transition bandwidth for the selected coupling level (jCj = 0:71)
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Figure 2.7 Assembly of a unit of the proposed microwave R-MSP Hilbert transformer. (a) In-
put and output ports. (b) Branch-line coupler. (c) Loop resonator. (d) Assembly. The
transmission-line sections within the red boxes in (b) and (c) are merged together in (d).

is of around 20%, according Fig. 2.6. Therefore, we replace the single-section branch-line
coupler by a double-section branch-line coupler [63]. Figure 2.8 shows the layout of the
overall proposed R-MSP microwave Hilbert transform with its two cascaded units including
each a double-section branch-line coupler.

If one wishes to enhance the TBP of the Hilbert transformer, one may, as seen in (2.5),
either increase the operating bandwidth (�!) or decrease the �-transition bandwidth (�!t).
The former mainly depends on the bandwidth of the coupler, and a multi-section alternative
of the coupler would therefore increase it. The latter can be reduced by cascading more
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than two sections of the structure in Fig. 2.7(d) with smaller coupling coe�cient. Both
transformations naturally lead to larger physical size and larger loss.
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Figure 2.8 Layout of the proposed R-MSP microwave Hilbert transformer, composed of two
cascaded units of 270� rotated phase including each a double-section branch-line coupler.

2.5 Physical Explanation

Section 2.2 derived the transfer function and plotted the phase and group delay responses of
the R-MSP Hilbert transformer, while Sec. 2.3 characterized the corresponding rotated phase
and transition bandwidth responses in term of the coupling level, pointing out how the device
response is related to the group delay versus coupling response. This section will provide
the physical explanation of this group delay response � and speci�cally the decrease of the
group delay peak �(!0) = �0 versus coupling level jCj, plotted in Fig. 2.9 � for microwave
implementations of the type proposed in Sec. 2.3, using both a steady-state regime and a
transient regime perspectives.

2.5.1 Steady-State Regime

Table 2.1 compares the steady-state harmonic regime operation of the R-MSP Hilbert trans-
former at the four di�erent coupling levels indicated in Fig. 2.9. Let us consider these four
cases one by one.
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�f�0=2 versus coupling level jCj.

C = 0

This is a very particular case, where the resonant loop brutally becomes invisible (or in�nitely
far), so that the transformer structure degenerates into a simple straight transmission line.
As a result, and according to (2.7), S21(C = 0) = T , and hence the group delay is �0 =
(�=2)=(�f0) = 1=(2f0) = 0:05 ns (constant). The bandwidth is naturally in�nite, assuming
an ideal transmission line.

jCj = 0:1

As soon as C 6= 0, the system recovers its coupled resonator, and therefore behaves completely
di�erently. Figure 2.9 shows that limjCj!0 �0 = 1. Why is this the case? If jCj is nonzero
but very small, a small amount of energy per harmonic cycle (1% for jCj = 0:1) couples into
the resonant loop, but an even smaller amount of energy (1% of the remainder for jCj = 0:1)
couples out at each turn, so that most of the coupled energy loops in the resonator for a very
long time, hence yielding a very high group delay (1558�0 = 79:4 ns for jCj = 0:1). Moreover,
the bandwidth is very narrow because the resonator is seen by the straight transmission line as
a lossy load with loss proportional to coupling, leading to an e�ective quality factor inversely
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Table 2.1 Steady-state explanation for the group delay response of the R-MSP Hilbert trans-
former.

Case 1: jCj = 0 Case 2: jCj = 0:1

wave
�ow

group
delay

� 0
0.05 ns

�

!

1588� 0
79.4 ns

�

!

Case 3: jCj = 0:9 Case 4: jCj = 1

wave
�ow

group
delay 11:6� 0

0.58 ns

�

!
5� 0

0.25 ns

�

!

proportional to the coupling level, i.e. Q / 1=�! / 1=jCj.

jCj = 0:9

At large coupling levels, most of the energy (81% for jCj = 0:9) of each harmonic cycle is
coupled into the resonant loop, but a lot of energy is still coupled out of it (66% after the
�rst turn for jCj = 0:9), so that most of the energy is mostly evacuated after a small number
of turns in the loop, yielding a much smaller group delay (11:6�0 = 0:58 ns for jCj = 0:9).
At the same time, the quality factor of the system, Q / 1=jCj, is now much smaller, and
therefore the group delay bandwidth is strongly increased.
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jCj = 1

In contrast to C = 0 with jCj ! 0, the case jCj = 1 is in continuity with jCj ! 1. As jCj ! 1,
the e�ect of the straight line gradually diminishes and exactly disappears atjCj = 1, where
the harmonic cycle energy performs exactly one turn in the loop, corresponding to a constant
delay of 5�0 = 0:25 ns, again with in�nite bandwidth.

2.5.2 Transient Regime

The steady-state harmonic regime is most informative, as it corresponds to the operation
regime of the R-MSP Hilbert transformer. However, it is somewhat di�cult to apprehend
the notion of group delay for a continuous wave, since such a wave has neither beginning
nor end. Therefore, we o�er here an alternative perspective, the transient harmonic regime
perpspective, where a continuous wave of frequency !0 is injected into the system at time
t = 0.

Figure 2.10 shows the full-wave simulated evolution of this wave into a simpli�ed (single
section with mono-section branch-line couplers) version � for easier visualization � of the
microwave Hilbert transformer in Fig. 2.8 for two di�erent coupling levels. In both cases, one
sees that the energy �rst gradually penetrates into the structure, loads the resonant loop, and
�nally reaches the steady-state regime. However, it is observed � particularly by inspecting
the output branch of the structure � that the steady-state regime is reached later in the
low-coupling transformer and earlier in the high-coupling transformer. Moreover, the time
taken by the harmonic wave to reach the steady state is found to be close to the simulated
group delay, taken here as the maximal delay (�0). This time corresponds indeed to the
transmission time of a harmonic-wave �packet� within the observation time, and is hence an
an excellent proxy for the group delay.

2.6 Experiment Demonstration

Figure 2.11(a) shows a fabricated X-band R-MSP Hilbert transformer prototype with the
design and dimensions given in Fig. 2.8. It is fabricated on a Rogers 6002 substrate with
thickness 0.508 mm and dielectric constant 2.94, and microstrip line sections of impedances
35.4 
, 50 
 and 120.7 
 corresponding to the widths 2.11 mm, 1.25 mm, and 0.20 mm,
respectively (�e� =8.19 mm at 10 GHz). The corresponding magnitude and phase responses
are plotted in Figs. 2.11(b) and 2.11(c), respectively. The simulated and measured results
are in fair agreement with each other. The passband extends from 7.8 GHz to 12.2 GHz,
except for a notch at the center frequency, 10 GHz. This notch is due to the losses of the
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Figure 2.10 Transient full-wave explanation performed with the CST Studio Suite for the
group delay in a R-MSP Hilbert transformer. (a) Small coupling coe�cient, jCj = 0:3,
corresponding to large group delay of �sim. = 0:83 ns. (b) Large coupling coe�cient, jCj = 0:7,
corresponding to small group delay of �sim. = 1:30 ns.
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material and microstrip line radiation, which are naturally maximal at the frequency, where
energy is stored in the structure for the longest time (group delay peak), i.e. the resonance
frequency. However, if no energy is injected in its frequency range, this notch does not pose
any practical problem. Table 2.2 compares the proposed Hilbert transformer implementation
with previous designs.

Table 2.2 Comparison of Hilbert transformer implementation between previous and our design

Ref. operating domain TBP cost size
[61] digital unlimited medium small

[54�60] optical large high large
our work microwave small low small

2.7 Applications

In order to illustrate the usefulness of the proposed microwave R-MSP Hilbert transformer,
we present here three applications of it. In each case, the results have been obtained by
applying the scattering matrix of the experimental prototype of Fig. 2.11 to the test signals.

2.7.1 Edge Detection

The Hilbert-transformer is essentially an edge detector, and can thus be used for instance
to increase contrast in image processing or enhance the signal-to-noise ratio in di�erential-
modulation communication schemes.

The detection operation can be mathematically demonstrated by convolving the input rect-
angular pulse

x(t) = �(t) =

8
><

>:

1; if jtj � 1;

0; if jtj > 1
(2.16)

with the impulse function h(t) in (2.1), according to the de�nition (2.2), which yields

y(t) =
1
�
P :V :

Z +1

�1
�(�)

1
t� �

d� =
1
�
P :V :

Z 1

�1

1
t� �

d�

=
1
�
P :V :

Z t�1

t+1

1
u
d(�u) (substitution u = t� �)

=�
1
�

ln juj
�����

t�1

t+1
=

1
�

ln
����
t+ 1
t� 1

���� = H[�(t)]:

(2.17)

Figure 2.12 plots both (2.16) and (2.17), and clearly shows the announced edge detection
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e�ect, associated with the poles of (2.17) at t = �1.
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Figure 2.12 Hilbert transform of a square pulse [Eqs. (2.16) and (2.17)].

Figure 2.13 o�ers an intuitive explanation for the edge detection just mathematically demon-
strated. The pulse function x(t) = �(t) may be constructed as a continuous superposi-
tion of Dirac functions across the duration of the pulse, as suggested in Fig. 2.13(a), since
�(t) = �(t) � �(t) =

R 1
�1 �(t � t0)dt0. But one knows from (2.2) that y(t) = h(t) [Eq. (2.1)]

for x(t) = �(t). Therefore, by superposition (linearity), the response y(t) is the (continuous)
sum of the functions h(t � t0) with t0 2 [�1; 1]. Since h(t � t0) is odd, the signal within the
range vanishes due to mutually canceling opposite branches of h, and only the edge branches
remain, as shown in Fig. 2.13(b), consistently with Fig. 2.12.

Figure 2.14(b) shows the response of the R-MSP Hilbert transformer in Fig. 2.11 to the
modulated periodic rectangular pulse train in Fig. 2.14(a). Since, in contrast to the case
of Fig. 2.13, the pulse is modulated, the detected edges have no speci�c polarity, but the
experiment perfectly shows the edge detection operation of the Hilbert transformer.
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Figure 2.13 Intuitively explanation of the square pulse edge detection in Fig. 2.12. (a) Input
signal rectangular pulse x(t) = �(t) expressed as a (continuous) superposition of Dirac
functions. (b) Formation of the Hilbert transform of (a) using the fact that y(t) = h(t)
[Eq. (2.1)] for x(t) = �(t).

2.7.2 Peak Clipping

The Hilbert-transformer is also a peak clipper, and can thus be used as a peak-to-average ratio
reducer in radar and switched power ampli�ers, where the peak information can be recovered
by a second Hilbert transformation, according to (2.6). The clipping e�ect naturally exists
in Fig. 2.12, where the center of the rectangular pulse is mapped onto zero, but the e�ect is
not very signi�cant there due to the �atness of the pulse.

To better appreciate it, let us consider the triangular input signal

x(t) = tri(t) =

8
>>>><

>>>>:

t+ 1; if � 1 � t < 0;

�t+ 1; if 0 � t � 1;

0; otherwise:

(2.18)
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Figure 2.14 Edge detection veri�cation for the R-MSP Hilbert transformer in Fig. 2.11.
(a) Input rectangular pulse train modulated at f0 = 10 GHz. (b) Output signal with edge
detection.
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Figure 2.15 Hilbert transform of a triangular pulse [Eqs. (2.18) and (2.19)].
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Figure 2.16 Intuitively explanation of the triangular pulse peak suppression in Fig. 2.15.
(a) Input signal triangular pulse x(t) = tri(t) expressed as a (continuous) superposition of
triangularly weighted Dirac functions. (b) Formation of the Hilbert transform of (a) using
the fact that y(t) = h(t) [Eq. (2.1)] for x(t) = �(t).
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Computing the mathematical Hilbert transform of this function yields
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(2.19)

which maps x(0) into y(0), and thus indeed suppresses the peak value, as shown in Fig. 2.15.
Figure 2.16 intuitively explains the peak suppression produced by the Hilbert transformer,
following the same logics as for edge detection.

Figure 2.17(b) shows the response of the R-MSP Hilbert transformer in Fig. 2.11 to the
modulated periodic triangular pulse train in Fig. 2.17(a). Again, the response exhibits no
speci�c polarity due to its modulated nature, but the experiment perfectly shows the peak
suppression operation of the Hilbert transformer. Finally, Fig. 2.17(c) shows the response of
the waveform of Fig. 2.17(b) after a second R-MSP Hilbert transformer has been cascaded
to the structure in Fig. 2.11. Despite small notches, due to imperfect 3-� phase separation,
and amplitude reduction due to the magnitude dip at the center frequency (Fig. 2.11), it is
getting reasonably close to the initial triangular signal of Fig. 2.17(a), as expected.

2.7.3 Single-Sideband (SSB) Modulation

The Hilbert transformer may be combined with a delay line to provide a single side-band
(SSB) modulator, as shown in Fig. 2.18. In this application, the transformer center frequency
is set at the middle of the two initial sidebands. It reverses the sign of one of the two sidebands
and combines the result with a delayed copy of the input signal, as shown in the �gure, which
results in the suppression of the undesired sideband. The e�ect is identical to that of a low-
pass (lower SSB) or high-pass (upper SSB) �lter, but this implementation allows much easier
SSB switching by simply tuning the length of the transmission line using a U-shaped detour
loaded by a PIN diode.
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Figure 2.17 Peak suppression veri�cation for the R-MSP Hilbert transformer in Fig. 2.11.
(a) Input triangular pulse train modulated at f0 = 10 GHz. (b) Output signal with peak
suppression. (c) peak recovered output signal after a second Hilbert transformer.
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Figure 2.18 Schematic of a SSB modulation based on a R-MSP Hilbert transformer.

The response of the Hilbert transformer based SSB modulator is experimentally demonstrated
in Fig. 2.19. The parallel combination of the Hilbert transformer and of the delay line in
Fig. 2.18 results in a a high-pass response. This response includes a few dips in the Hilbert-
transformer transition band, whereas one may a priori exact a smooth transition. These dips
may be understood by examining the phase transition in Fig. 2.11: this speci�c design does
not feature a � phase di�erence but an equivalent 3� one, which leads to double alternance
between destructive and constructive interference between the Hilbert transformer and delay
line paths. The sideband switching operation is trivial and is hence not presented here.

2.8 Conclusion

A microwave Hilbert transformer, based on the combination of a branch-line coupler and a
loop resonator, has been introduced, characterized, physically explained, and applied to edge
detection, peak suppression and single side-band modulation. The device represents a new
component for Real-time Microwave Analog Processing, and is hence expected to help the
development of this technology in the forthcoming years.
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CHAPTER 3 ROTMAN LENS BASED SPECTRUM DECOMPOSITION

Spectral Decomposition (SD) is a fundamental optical process according to which white light
is spatially split into its constituent frequencies. It is widely found in natural phenomena, such
as in rainbows, which are caused by the interplay of re�ection, refraction and dispersion of
light in water droplets [64], or in soap bubbles and gas spills, which are caused by interferences
due thin �lm thickness gradients [65]. It is also produced by human-made devices, such as
prisms and di�raction gratings [66,67], and may be achieved in any part of the electromagnetic
spectrum. SD devices are used in various applications, including colorimetry [68], real-time
spectrum analysis [69], laser wavelength tuning [70,71], �ltering [72,73], wavelength division
multiplexing [74,75], and antenna array beam forming [76].

Most of the conventional SD devices are based on prisms and di�raction gratings, which are
three-dimensional components that are bulky, expensive and incompatible with integrated
circuit technology. The availability of two-dimensional, or planar, implementations would
resolve these issues and hence dramatically widen the range of applications of SD. Several
e�orts have been dedicated to realize planar SD devices, particulary using lumped-element
structures [77,78] and leaky-wave antennas [69,79]. The most practical attempt has probably
been the SD reported by Zhang and Fusco [16], which transforms the beam forming operation
of a Rotman lens (RL) into an SD operation using a re�ecting transmission line array, where
the re�ecting transmission line array plays the same role as the optical �bers at the center of
a conventional array waveguide grating (AWG) [80], i.e. assigning di�erent phase gradients
to the di�erent frequencies composing the spectrum of the signal to analyze.

In [16], the emphasis was on generating orthogonal spectrally decomposed waveforms. It uses
the same port distribution as in the conventional Rotman lens beam former, which leads to
a non-uniform spectrum resolution, and does not provide any information on how to achieve
an other type of results. In this chapter, we enhance the SD capability of the RL-SD in terms
of resolution �exibility, input port position arbitrariness and frequency-range tunability, by
manipulating the output port locations, inserting a calibration array and introducing port
switching, respectively. With all such enhancements, the RL-SD becomes a promising device
for integrated systems involving real-time spectrum analysis. Part of this chapter is excerpted
from the author’s works [13,46�48].
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3.1 Proposed Enhanced RL-SD

3.1.1 Recall of Rotman Lens (RL)

RLs are planar lenses that are generally used as beamforming feeding networks in antenna
arrays. Given their combination of wide bandwidth, following from their true time delay na-
ture [81], and low-cost beam switching capability, compared to expensive continuous-scanning
systems, they suit applications such as ultra-wide band communication systems, collision
avoidance radars, and remote-piloted vehicles [82�87]. Figure 3.1 shows the geometry and
parameters of an RL. It is essentially a parallel-plate waveguide structure, with a substrate
of permittivity �r, delimited by two geometrical contours: a left (L) contour, supporting the
beamformer input ports (not shown explicitly in this �gure), and a right (R) contour, branch-
ing out to an array of transmission lines feeding the antenna array elements. The angle �
locates the position of the input ports, and w(ya) denotes the transmission line length at
the output ya, with w0 = w(ya = 0). Excitation of the port located at an angle � leads
the antenna array to radiate at the angle  , and switching between di�erent ports provides
beam scanning. The lens is designed by considering plane wave excitation from the right
of the RL structure, for convenient application of geometrical optics. In this situation, F1,
F2 and F3 are three perfect focal points along the left contour, with respective focal lengths
f1, f2 and f3 = f2, and focal angles 0, �0 and ��0, where �0 corresponds to  0. Perfect
focalization is achieved at F1, F2 and F3 if the optical path from the incident wave (from the
right, corresponding to inverted blue arrows in Fig. 3.1) phase front to each of these points
is the same for all the points P (xR; yR) connected to the antenna array on the right contour,
particularly to the optical path from the center (y = 0) antenna element, i.e.

F1 : w(ya)
p
�e + PF1

p
�r = w0

p
�e + f1

p
�r; (3.1a)

F2 : ya sin 0 + w(ya)
p
�e + PF2

p
�r = w0

p
�e + f2

p
�r; (3.1b)

F3 : �ya sin 0 + w(ya)
p
�e + PF3

p
�r = w0

p
�e + f3

p
�r; (3.1c)

where �e is the e�ective permittivity of the transmission lines. This represents a system of
three equations in three unknowns, xR, yR and w, for the right contour [xR(ya); yR(ya)] and
transmission line lengths [w(ya)]. For the left contour, there is much design freedom. The
simplest option is an arc of a circle, but other shapes, such as elliptical [83,88], hyperbolic [89]
and non-canonical numerically-designed curves [90] may also be used to minimize phase
aberrations and maximizing the scanning range. We opted for a circular arc here. Let us
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Figure 3.1 Geometry and parameters of the Rotman lens (RL).

�nally de�ne, for later use, the parameter

 =
sin 0

sin�0
�

sin 
sin�

; (3.2)

that relates the input port position angle (�) and the beam steering angle ( ) [82]. In (3.2),
the approximation and equality account for the fact that the beamforming operation is gener-
ally approximate, while being perfect only at the pairs (0; 0) and (��0;� 0), corresponding
to the aforementioned perfect focal points F1, F2 and F3, respectively. The validity of the ap-
proximation in (3.2) is determined by several factors, including �0,  0, f1 and f2. In general,
the accuracy of the approximation decreases as �0 increases. The parameters of the Rotman
lens should be sequentially controlled to ensure satisfactory approximation accuracy.

3.1.2 Basic RL-SD Description

The Zhang-Fusco RL-SD [16] is depicted in Fig. 3.2. In this device, the antenna array in
Fig. 3.1 has been replaced by an open-ended re�ecting transmission line array (R-TLA), and
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the output ports with decomposed frequencies are on the left contour of the RL, as the input
port, which is kept �xed for a speci�c spectral analysis.{ re ecting transmission

line array (R-TLA)

!

!
! " (# )

RL

Figure 3.2 Rotman lens spectrum decomposition (RL-SD) reported in [16]. The connecting
line segments between the lens and the RLTA represent here, and in all forthcoming �gures,
ideal connections with zero electrical length.

Assuming that the length di�erence between adjacent transmission lines is �‘, as shown
in Fig. 3.2, the corresponding phase di�erence after re�ection from the R-TLA is

��(!) = 2�e(!)�‘; (3.3)

where the factor 2 accounts for the re�ection round trip and �e(!) is the e�ective wavenumber
of the transmission lines,

�e(!) = k0
p
�e =

!
c
p
�e: (3.4)

Calling the frequency and wavelength of the output central port (green arrow in Fig. 3.2) !0

and �0, respectively, and assuming that

�‘ = N
�0

2
= N

�c
p�e!0

; N = 1; 2; 3; ::: (3.5)

leads, upon substitution of (3.4) and (3.5) into (3.3), to the frequency-dependent phase shift
response

��(!) = 2�e(!)�‘ = 2�N
!
!0
: (3.6)

The overall operation of the RL-SD may now be understood as follows. The signal to be
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spectrally analyzed (represented by the black arrow in Fig. 3.2) is injected at the central
port of the device. The corresponding wave propagates towards the right across the lens and
hence splits to reach all the points of the right contour of the lens. At this stage, each split
wave includes the entire spectrum of the input signal. Next, these waves are re�ected by
the R-TLA, which spectrally decomposes them according to the phase shift function (3.6).
From (3.6), the frequency ! = !0 of the input signal corresponds to the phase gradient
��(!0) = 2�N , and the corresponding re�ected waves will therefore constructively interfere
at the central focal point, F1, so that the part of the signal spectrum with ! = !0 emerges at
that port (green arrow). The parts of the signal spectrum with ! > !0 and ! < !0 essentially
correspond to phase gradients 0 < ��(!) < � and �� < ��(!) < 0, respectively, hence
leading to spectral decomposition to the upper and lower ports of the device, respectively, as
illustrated in Fig. 3.2.

3.1.3 Resolution and Input Port Diversi�cation

In 3.1.2, we have not speci�ed the locations of the output ports on the left contour of the
RL. In [16], these ports were placed equidistantly in terms of the angle � in Fig. 3.2, i.e. such
that �k+1 � �k = constant. Such a choice leads to non-uniform spectral resolution, as will
be shown shortly, and fails to exploit the inherent �exibility of the RL. Moreover, in [16],
the input port is collocated with one of the output ports, which inconveniently requires the
utilization of a circulator to separate the input wave from the output wave at the same point.
This paper resolves these two issues, and hence enhances the performance of the RL-SD.

Enhancing the resolution of the RL-SD will essentially consist in properly designing its fre-
quency resolution function, %(!). Figure 3.3 shows the type of spectrum analysis performed
by both the RL-SD of Fig. 3.2 and proposed enhanced versions of it to an arbitrary signal
with spectrum 	in(!). Given the discrete nature of the ports, the spectral analysis will be a
discrete version or, more precisely, a quantized version of 	in(!), and the resolution function
is then 1

%(!) =
1

�!(!)
; (3.7)

where �!(!) represents the frequency varying distance between adjacent sampling points.
This section only describes the general idea, to highlight the contribution of the paper, while
the exact analysis will be provided in Sec. 3.2.

Figure 3.3(a) shows the response of an RL-SD with uniform angular port distribution (�� =
1The resolution %(!) cannot be in�nite, it is also limited by the physical structure of the RL-SD, once the

RL-SD is determined, the largest value of %(!) will be �xed.
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Figure 3.3 Spectrum analysis performed by di�erent RL-SDs. (a) Conventional RL-SD
(Fig. 3.2) with uniform port distribution (�� = const.), leading to decreasing resolution
(% = 1=�!) with increasing frequency (@%=@! < 0). (b) RL-SD with nonuniform port
distribution designed for uniform resolution (@%=@! = 0 or �! = const.). (c) RL-SD with
nonuniform port distribution designed for reversed resolution compared to (b), i.e. increasing
resolution with increasing frequency (@%=@! > 0). (d) Resolution (%) versus frequency (!)
for the RL-SDs (a), (b) and (c).

const.), as implicitly assumed in Fig. 3.2, a resolution that decreases with increasing fre-
quency, or @%=@! < 0, as shown in Fig. 3.3(d) [16]. In the particular case of the signal
	in(!) in Fig. 3.3, this leads to over-sampling and under-sampling the lower and higher
parts, respectively, of the signal spectrum.

Since the signal to analyze is generally unknown, no a priori assumption can be made on its
spectrum, and therefore designing the device for uniform resolution would generally be the
best strategy. As a uniform port distribution leads to nonuniform resolution [Fig. 3.3(a)],
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we can deduce that the ports must be properly nonuniformly distributed to provide uniform
resolution, corresponding to @%=@! = 0, as shown in Figs. 3.3(b) and 3.3(d).

In the case where there would be some a priori knowledge on the general shape of signal
spectrum, as for instance if one would know that there is higher variations at the higher part
of the spectrum as in Fig. 3.3, then one could deliberately distort the resolution function so
that @%=@! > 0, as shown in Figs. 3.3(c) and 3.3(d), where the resolution function leads to
the best frequency sampling for the given input signal.

Thus, uniformizing or manipulating the resolution function, %(!), of the RL-SD, is highly
desirable. We will show in Sec. 3.2 how exactly this can be achieved by adjusting the position
of the output ports, as represented in Fig. 3.4, since ! = f(�).

Another desirable enhancement of the RL-SD would be to provide �exibility in the location
of the input port, for the following two reasons. First, when the desired resolution function
leads to a design with an output port at the same location as the input port, as for instance
in Fig. 3.2, a circulator or directional coupler is required to separate the input signal and
output decomposed signal. Second, the resolution-enhanced design may have no output ports
and no room for an input port at the center of the structure. Such an enhancement can be
realized by the insertion of a calibration transmission line array (C-TLA) between the lens
and the R-TLA, as shown in Fig. 3.4 with ! = f(�;�in) and as will be detailed in Sec. 3.2.2.{

re ecting

transmission
line
array

(R-TLA)

calibration
transmission

line
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Figure 3.4 Proposed concept of �exible-resolution and arbitrary-input RL-SD.
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3.2 Synthesis

3.2.1 Frequency-Position Relationship

The relationship existing between the spectral component ! and the position � on the left
contour of the RL may be found by equating the function ��(!) corresponding to the R-TLA
in Fig. 3.2, which is given by (3.6) and may be generalized to

��(!) = 2�N
� !
!0

�
� 2�N; (3.8)

and the function ��(!) corresponding to the RL beamforming in Fig. 3.1, which is given,
according to antenna array theory, by

��(!) =
!
c
d sin =

!
c
d sin�; (3.9)

where (3.2) has been used in the last equality. Equating (3.8) and (3.9), and solving the
resulting equation for ! yields the sought after relationship:

!(�) =
2�N!0c

2�Nc� !0d sin�
: (3.10)

Assuming that the RL-SD output port angle � is limited to [��0; �0], the maximal frequency
and minimal frequency are found by replacing � in (3.10) with �0 and��0, respectively, which
yields

!max =
2�N!0c

2�Nc� !0d sin�0
; (3.11a)

!min =
2�N!0c

2�Nc+ !0d sin�0
; (3.11b)

respectively.

The function !(�) in (3.10) is plotted in Fig. 3.5 for di�erent values of N . It clearly appears
that ! is a monotonically increasing function of � within the range [��0; �0]. The �gure
also reveals that N provides a parameter to trade o� bandwidth and resolution, since the �
variable will eventually be restricted to the discrete output ports. In Fig. 3.5, the operating
bandwidth decreases from 25.0 GHz to 5.8 GHz as N increase from 1 to 4, while the resolution
is enhanced by the same factor (on average in case of nonuniform port distribution).
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Figure 3.5 Decomposition of frequency versus position on the left contour of the RL-SD
in Fig. 3.2, determined by the angle � (Fig. 3.1), for di�erent values of N [Eq. (3.5)], with
2�!0 = 40 GHz and d = �0=2.

3.2.2 Calibration Transmission Lines for Arbitrary Input Position

Changing the position of the input port in the RL-SD of Fig. 3.2, as illustrated in Fig. 3.6(a),
would naturally modify the optical path lengths across the structure and hence alter its
response. According to (3.2), �in = 0 (Fig. 3.2) corresponds to  = 0. Therefore, since the
sine function in (3.2) is monotonous in its range of interest about 0, �in 6= 0 corresponds to
 =  0 6= 0. Such nonzero angle, would correspond in the beamformer to the phase shift
function ��in = !

c d sin�in. This is a phase term that must now be added to (3.8) in order
to account for the e�ect of the displacement of the input port. Thus, Eq. (3.8) generalizes to

��(!) = 2�N
� !
!0

�
� 2�N �

!
c
d sin�in: (3.12)

Equating (3.12) to (3.9), and solving the resulting equation for ! yields the following gener-
alization of (3.10):

!(�) =
2�N!0c

2�Nc� !0d(sin� + sin�in)
: (3.13)
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Figure 3.6 Frequency deviation [Eq. (3.13)] caused by displacement of the input port from
the middle (�in = 0, thick curve) of the RL-SD structure. (a) Input port location �in and de-
composition function f(�; �in). (b) Frequency versus position for �in = 0o;�10o;�20o;�30o.
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Figure 3.7 Incorporation of calibration transmission line array (C-TLA) for suppressing the
deviation e�ect in Fig. 3.6, i.e. merging all curves �in 6= 0 to the curve �in = 0 in that �gure.

The frequency deviation computed by this relation is plotted in Fig. 3.6(b). The graph also
shows that the decomposition frequency range is shifted, towards higher and lower frequencies
for positive and negative values of �in, respectively. In order to avoid this shift, we insert
a calibration transmission line array (C-TLA) between the lens and the R-TLA, as shown
in Fig. 3.7, to exactly compensate for the negative ��in in (3.12). For this condition to be
satis�ed, the C-TLA must add the phase shift +!

c d sin�in, and its lengths di�erence, �‘c,
must therefore satisfy the relation

2�e(!0)�‘c =
!
c
d sin�in; (3.14)

which yields

�‘c =
d
2

s

1
�e

sin�in: (3.15)

After such calibration, the relevant formula for the frequency-position law is again back
to (3.10).

3.2.3 Frequency-Position Sampling for Flexible Resolution

Equation (3.10) con�rms and quanti�es the dependence between the output port position
and the frequency, that was qualitatively described in Sec. 3.1.3. Figure 3.8 shows how this
relation, which is independent of the input port location after calibration, can be manipulated
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Figure 3.8 Resolution diversi�cation of the RL-SD via modulation of the position distribution
�m, m = 1; 2; 3; :::;M for the following parameters: 2�!0 = 40 GHz, d = �0=2 and N = 2.
(a) Uniform port distribution (�� = const:) leading to nonuniform spectrum resolution
(% 6= const:) [Fig. 3.3(a)]. (b) Nonuniform port distribution (�� 6= const.) leading to uniform
spectrum resolution (% = const:) [Fig. 3.3(b)]. (c) Nonuniform port distribution (�� 6=
const:) leading to reversed spectrum resolution of uniform port distribution [Fig. 3.3(c)].
(d) Resolution (%) versus frequency (!) for the RL-SDs in (a) (b) and (c). (Note that the
curves in (a), (b) and (c) are exactly the same, only the (!; �) sampling and position of input
port (�in) di�ers between them.)
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to provide the spectrum analysis diversi�cation illustrated in Fig. 3.3.

Figure 3.8(a) shows the case of uniform angular port distribution (�� = const.), leading to
decreasing resolution with increasing frequency (@%=@! < 0) and corresponding to Fig. 3.3(a).
Figure 3.8(b) shows the case the nonuniform angular port distribution (�� 6= const) that
leads to uniform resolution (@%=@! = 0), corresponding to Fig. 3.3(b). Figure 3.8(c) shows
a case of nonuniform angular port distribution leading to reversed resolution compared to
Fig. 3.8(a), (@%=@! > 0) and corresponding to Fig. 3.3(c). The resolution versus frequency
curves for the three cases are compared in Fig. 3.8(d), corresponding to the qualitative result
of Fig. 3.3(d).

3.2.4 Range and Resolution Tuning by Input Switching

Once the RL-SD has been built for the desired frequency range and resolution, according
to the methodology outlined in the previous sections, we may be interested, for applications
requiring adaptivity, to tune these parameters. Such a tunability functionality may be added
by introducing port switching.

This may be seen following a procedure that is similar to that used in Sec. 3.2.2 for calibration
transmission lines. According to (3.2), sin( in) =  sin(�in). Therefore, switching from the
input located at �in to the port located at �in+��in, leads to sin( in+� ) =  sin(�in+��in).
These two cases correspond to the beamformer phase shift functions ��a = !

c d sin�in and
��b = !

c d sin (�in + ��in), respectively, which leads to the phase di�erence ��b ���a =
!
c d[sin (�in + ��in)� sin�in], and hence to the new phase function

��(!) = 2�N
� !
!0

�
� 2�N �

!
c
d[sin (�in + ��in)� sin�in]: (3.16)

Equating this relation to (3.9) yields the tuning law

!(�) =
2�N!0c

2�Nc� !0d[sin� + sin (�in + ��in)� sin�in]
: (3.17)

Figure 3.9(a) plots this !(�) relation, after calibration, under input port switching tuning
from �in = 5�. The curve ��in = 0� in this �gure corresponds to the (unique) curve in
Fig. 3.8, while the curves ��in = �10� represent shifted curves resulting from switching from
�in = 5� to �in+��in = 15� and �in+��in = �5�. As may be seen, port switching results in
frequency range tuning ([fmin; fmax]). Figure 3.9(b) shows the port switching tuning achieved
for di�erent sampling strategies, and indicates that port switching also leads to resolution
([%(�)]) variation. Note that the frequency range and resolution tunings are not independent
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from each other: the resolution variation follows the reverse trend as the range.
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3.3 Design Procedure

The overall design procedure of the �exible-resolution, arbitrary-input and tunable RL-SD
is as follow:

1. Specify the operating frequency range [fmin; fmax].

2. Choose the focal lengths f1 and f2 based on trade-o� between device size and number
of ports (and hence resolution). This selection involves a tradeo� between the shape
of the contours, and hence the available space for the ports, the loss and the phase
error of the Rotman lens. For instance, larger f1 obviously leads to a larger lens and
hence larger path loss. Another point is that increasing the ratio f1=f2 changes the
lens shape, opening the left contour and closing the right contour, which a�ects the
location of the ports.

3. Select a set of parameters !0, N , d, �0  to accommodate the [fmin; fmax] according
to (3.11). One should be very careful when selecting �0 and , as excessive �0 and 
may lead to excessive phase error.

4. Determine the RL geometry in terms of its transmission line lengths, left contour and
right contour, respectively.

5. Determine a number of ports based on the room available, the isolation requirement
and the position of the ports on the left contour using (3.10). The resolution of the
RL-SD for a designed frequency range is determined by the ports position on the left
contour, while the isolation of the decomposed spectrum is mainly determined by the
number of ports on the right contour. For a �xed shape of the contour, the more
transmission lines there are on the right contour, the higher the spectrum isolation is.

6. Calculate the transmission line width for 50 
 characteristic impedance and connect
all the output points to the output ports with these lines using a taper for broadband
impedance matching.

7. Calculate transmission line length di�erences �‘ of the R-TLA according to (3.5) and
�‘c of the C-TLA according to (3.15).

8. Interconnect the C-TLA, R-TLA and RL.
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3.4 Results

In order to demonstrate the concepts developed in the previous sections, we present here the
design, simulation, fabrication and measurement of two RL-SD prototypes, corresponding
to the frequency-position sampling strategies to Fig. 3.8(a) and Fig. 3.8(b), namely a pro-
totype with uniform port distribution and nonuniform spectrum resolution and a prototype
with nonuniform port distribution and uniform spectrum resolution. Figure 3.10 shows
the photographs of the two prototypes, with Fig. 3.10(a) and Fig. 3.10(b) corresponding
to Fig. 3.8(a) and Fig. 3.8(b), respectively. The two designs have the following parame-
ters in common. They are fabricated on a 0.254 mm (10 mil) thick Rogers 6002 dielectric
substrate with dielectric constant 2.94 and loss tangent 0.0012, for the frequency range [35,
46.7] GHz and f0 = 40 GHz. They include 8 output ports and 15 RL transmission lines
with corresponding C-TLA and R-TLA designed for the speci�ed spectrum resolution and
isolation requirements. The two designs also share the same RL symmetry, with f1 = 28:4
mm, f2 = 25:6 mm, �0 =  0 = 35� and d = �0=2, where f1 and f2 are chosen so as to ensure
su�cient space to accommodate the ports on both left and right contour of the Rotman
lens, �0 =  0 is designed to minimize the phase error of the Rotman lens, and a relative
large �0 = 35� is selected to place all the ports of the left contour within the angle range
[��0; �0]. The R-TLA transmission line length di�erence in the two designs is �‘ = 4:8 mm
with N = 2. All the transmission line widths in both designs are 0.66 mm wide.

The �rst prototype [Fig. 3.10(a)] has uniformly distributed output ports with port 4 as the
input port at �in = 5� and C-TLA lines length di�erence �‘c = 0:066 mm according to (3.15).
The second prototype [Fig. 3.10(b)] has nonuniformly distributed ports for uniform resolution
with port 5 as the input port with �in = 0� and C-TLA lines length di�erence �‘c = 0.

The RL-SDs are simulated with the help of full-wave simulation solver ANSYS Electron-
ics 2015. Figures 3.11 plots the simulated and measured scattering parameters for the de-
signs. The main beams are centered at the expected frequency with an isolation in the order
of 10 dB to the parasitic side-lobes, corresponding to leakage to other ports, due to port cou-
pling. The measured results feature about 2 dB more loss than the simulation results, due
to larger material loss [91] and impedance mismatched. The measured results also exhibit
lower isolation, below �8:3 dB and �7:6 dB for all the beams in the �rst and second designs,
respectively. In order to verify the reasons leading to the 2 dB loss mismatch, a simulating
tolerance analysis is performed for the uniform resolution design by sweeping 3 main param-
eters (tangent loss of the substrate, e�ective conductivity of copper and port impedances)
that may in�uence the discrepancy between measurements and simulation, respectively.
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Figure 3.10 RL-SD prototypes. (a) Uniform port distribution with o�-axis input [Fig. 3.8 (a)].
(b) Uniform spectrum resolution [Fig. 3.8 (b)].
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Figure 3.11 Comparison of full-wave simulated and measured scattering parameters. (a) Uni-
form port distribution with o�-axis input [Fig. 3.8(a)]. (b) Uniform spectrum resolu-
tion [Fig. 3.8(b)]. Each color corresponds to the spectrum reaching an output port and
should not be confused with the port colors in Fig. 3.10 that represent only the maximal
spectral energy.
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Figure 3.12 Current distribution. (a) Current distribution in RL-SD with uniform port distri-
bution, nonuniform spectrum resolution and �in = 5o [Fig. 3.8(a)]. (b) Current distribution
in RL-SD with nonuniform port distribution, uniform spectrum resolution and �in = 0o
[Fig. 3.8(b)].

Finally, Fig. 3.12(a) and (b) show the simulated current distributions in the RL part of the
RL-SD of the two prototypes. They clearly show that the currents �ow to the expected
output ports, corresponding to the designs in Fig. 3.8(a) and Fig. 3.8(b). The speci�ed and
simulated (from S-parameters) mid-band (3-dB) frequencies are compared in Table 3.1. This
comparison shows that the simulated results are in good agreement with the speci�cations.
The small discrepancy that is attributed to the approximation in Eq. (3.2) and simulation
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Table 3.1 Comparison between speci�ed and simulated (from S-parameters) mid-band (3-dB)
frequencies (GHz).

RL-SD with uniform port distribution [Fig. 3.10(a) and 3.11(a)]
Spec. 35 36.2 37.6 39.1 40.9 42.8 44.7 46.7
Sim. 35.1 36.2 37.4 39.2 41.1 42.7 44.6 46.9

RL-SD with uniform spectrum resolution [Fig. 3.10(a) and 3.11(a)]
Spec. 35 36.7 38.3 40.0 41.7 43.4 45 46.7
Sim. 35 36.6 38.1 40.1 41.8 43.5 45.1 46.6

tolerance.

Moreover, to verify the tunability of the RL-SD, we plot in Fig. 3.13 the simulated S-
parameters involved upon input switching in the uniform-resolution prototype of Fig. 3.10(b).
The results shows that uniform resolution is almost maintained, while the overall frequency
range has been shifted according to the chosen input port.

3.5 Application for Real-time Spectrum Sni�ng

Future wireless communication systems will need drastic enhancements to accommodate
anticipated end-user speed and reliability requirements. Recon�guration strategies, globally
referred to as cognitive radio [92], may become a pivotal approach to address this challenge
in forthcoming 5G systems, especially in applications with extremely high throughput, such
as UHD and 3D video [93].

Cognitive radio consists in two main operations: �rst sensing � or �sni�ng� � the ambient
spectrum so as to identify white (free) bands in it, and next recon�gure the radio system to
exploit these white bands for optimal spectral e�ciency at all times.

The spectrum sni�ng operation has been traditionally performed in a digital manner, us-
ing energy detection, matched-�lter detection, cyclostationary-feature detection or spatio-
temporal spectrum occupation detection [94�97]. However, as the operating frequency gets
higher and the operating bandwidth becomes wider, as is typically the case in the millimeter-
wave regime, spectrum sni�ng should be realized in an ultra-fast fashion. In such situations,
digital approaches may be just too slow, or excessively expensive and power hungry, and an
alternative technology is hence required.

Recently, an energy-detection Real-Time Spectrum Sni�er (RTSS) based on a mixer and a
coupled-line phaser with stair-case group delay response has been reported in [98]. However,
this sni�er is limited by the following features: requirement for an auxiliary pulse generator



56

30 32 34 36 38 40 42 44 46 48

36 38 40 42 44 46 48 50 52
-25

-20

-15

-10

-5

0

-25

-20

-15

-10

-5

0

frequency (GHz)

frequency (GHz)

S
-p

ar
am

et
er

s(
dB

)
S

-p
ar

am
et

er
s(

dB
)

(a)

(b)

S83 S73 S63 S53 S43 S33 S23 S13

S46 S36 S26 S16S86 S76 S66 S56

Figure 3.13 Simulated S-parameters involved upon input switching in the uniform frequency
resolution design of Fig. 3.10(b). (a) Input at port 3 [overall frequency up-shift, Fig. 3.9(a)].
(b) Input at port 5 [overall frequency down-shift, Fig. 3.9(a)].
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and of a local oscillator source for mixing, high design complexity and lack of tunability,
restricted bandwidth, and small number of channels.

In this section, we present an alternative energy-detection RTSS, based on an Rotman Lens
Spectrum Decomposer (RLSD) [16, 99] . This device resolves all the aforementioned issues
of the RTSS in [98], and is hence very promising for future communication systems: 1) it is
based on a simple passive structure, the RLSD, requiring neither mixers nor sources, and it
is hence inexpensive; 2) it is easy to design and may be tuned in real-time using PIN diodes
and switches; 3) it exhibits a very broad bandwidth, due to its true-time delay nature; 4) it
may accommodate a great number of channels.

The principle of the proposed real-time spectrum sni�er (RTSS) is presented in Fig. 3.14.
The broadband-spectrum (multi-channel) ambient signal to sni� is picked up by an omnidi-
rectional antenna, ampli�ed and passed through a real-time spectrum decomposer (RTSD).
The RTSD operates like a prism, i.e. separates out in space, towards di�erent output ports,
(and in real-time) the di�erent frequencies composing the input signal are corresponding
to di�erent communication channels. The so-separated output signals are then detected by
power detectors, from which the binary information on the activity (bit 1) or inactivity (bit
0) of all the channels is instantaneously provided in the base-band domain.

.

.
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Figure 3.14 Principle of the proposed real-time spectrum sni�er (RTSS).



58

Figure 3.15(a) shows the prototype while Fig. 3.15(b) plots the corresponding measured
spectrum versus output port number, which agrees very well with the theoretical prediction
at least down to �15 dB.
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uniform resolution. (a) Fabricated prototype. (b) Measured spectrum distribution versus
lens port number.
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Figure 3.16(a) plots the spectra of the signals to detect2 at the input of the RTSS (Fig. 3.14),
corresponding to the 4 active channels f2 = 36:7, f3 = 38:3, f5 = 41:7 and f8 = 46:7 GHz.
Figure 3.16(b) plots the spectra of the signals at all the output ports of the fabricated
prototype (Fig. 3.15) just before the detectors. It may be observed that each port exhibits
an energy peak at the frequency of the corresponding channel if active, as expected, but also
includes some energy from other active channels. This is a result of port-to-port leakage due
to lens imperfection. For example port 2 (red color), essentially emanating from channel 2 (or
f2) , has an energy peak around f2, but it also includes some energy at f2, f5 and f8, which
correspond to leakage from the active channels 2, 5 and 8. This leakage e�ect translates
into �detection noise� in the overall RTSS. Finally, Fig. 3.16(c) plots the energy detected at
all the ports, with successful channel detection ensured with a threshold ideally placed near
�9 dB below the level of the strongest signal.

3.6 Conclusion

Given these additional features, adding upon the planar, low-cost, integrable and frequency-
scalable features, the RL-SD may �nd wide applications across the entire electromagnetic
spectrum from microwaves through THz to optics using appropriate3 waveguide structures
and technologies.

2In a real spectrum sni�ng scenario, these signals are all mixed together and are hence indistinguishable
from each other.

3The design in Fig. 3.10 cannot be straightforwardly transposed to optics. However, it may be adapted
to this regime using di�used waveguide technology.
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Figure 3.16 Experimental results for the RTSS (Fig. 3.14) with the lens RTSD prototype in
Fig. ??. (a) Spectrum of the multi-channel input signal, with active channels f2 = 36:7 GHz,
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CHAPTER 4 TIME-MODULATED METASURFACE FOR
ELECTROMAGNETIC CAMOUFLAGING

Electromagnetic camou�aging refers to concealment technologies whereby objects are made
undetectable [100, 101]. It is widely present in nature, for instance in butter�ies with wings
mimicking leaves, jelly�shes with quasi-transparent bodies, and chameleons that adapt their
colors and patterns to the environment [100]. It is also produced by humans, for instance in
hunting or military suits and in radar-stealth aircraft and warships [101].

Camou�aging is generally realized by altering the spectrum or power density of the waves
scattered by the object to conceal. Such alteration may be accomplished in di�erent manners,
including bio-inspired paintings with dazzling or counter-shading patterns [41], absorbing
material coatings [42�44], stealth shaping [45], and spectral power redistribution [102,103].

In past decade, metasurfaces, the two-dimensional counterparts of voluminal metamaterials,
have spurred major interest in both the scienti�c and engineering communities owing to their
attractive features of small form pro�le, low loss, easy fabrication and unprecedented �exi-
bility in controlling the amplitude, phase and polarization of electromagnetic waves [104]. A
great diversity of metasurface applications have been reported to date, including for instance
polarization transformation [105], wavefront manipulation [106�109], holography [110, 111],
nonreciprocity [112,113], optical force carving [114,115], and analog computing [116].

Given their multiple bene�ts, metasurfaces have naturally been considered for electromag-
netic camou�aging, based on absorption [117�120], scattering redirection [121, 122], and
cloaking [123�125]. However, these technologies are typically limited by issues such as nar-
row bandwidth, large aperture [122], camou�aging size limitation [126], and camou�aging
indi�erentiation.

These issues are largely related to the time-invariant nature of the corresponding systems
and the related fundamental physical bounds. Revoking the time invariance contraint in
time-modulated metasurfaces opens up the possibility to break these bounds and achieve
new functionalities. A few related applications have already been reported, such as sim-
pli�ed architecture communication [12, 31�33], direction-of-arrival (DoA) estimation [34],
nonreciprocity [14,35,36], and analog signal processing [37], to mention a few.

In this chapter, we present a time-modulated spread-spectrum metasurface active camou-
�aging technology, which was introduced in [127]. Compared to conventional camou�aging
technologies, which are Linear Time Invariant (LTI) and based on energy absorption or an-
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gular spreading, the proposed technology spreads the incident energy in terms of temporal
spectrum. Besides, this technology modulates the metasurface with a pseudo-random se-
quence, which spreads the spectrum of the incident wave into a noise-like spectrum with
minimal power spectral density, and hence maximal camou�aging performance; this is much
more e�cient than the utilization of completely periodic modulation sequence, which dis-
tributes the energy over a small number of harmonics. Finally, the proposed technology
provides the extra features of selective camou�aging and interference immunity. Part of this
chapter is excerpted from the author’s works [13,46�48].

4.1 General Concept

The proposed concept of spread-spectrum time-modulated metasurface camou�aging is illus-
trated in Fig. 5.2. The object to be detected in free space is covered by a metasurface that
is modulated by a temporal sequence m(t), where t is time, and that exhibits therefore the
re�ection coe�cient ~R(t; !), where ! is the angular frequency corresponding to the dispersive
resonant nature of the scattering particles forming the metasurface. When a harmonic wave
~ inc(!) impinges on this structure, its spectrum gets spread out by the time variation into
a noise-like signal, ~ scat(!), with extremely low power spectral density, so that the scattered
wave is undetectable to any radar detector without the modulation knowledge.

In addition to its basic camou�aging operation, the spread-spectrum time-modulated meta-
surface concept o�ers the smart functionality of selectivity, whereby the object can made
detectable by friends (legal detectors) while being camou�aged to foes (illegal detectors).
The functionality is provided by leveraging the demodulation scheme of spread-spectrum
used in wireless communications, with the spread-spectrum key corresponding to the time-
varying re�ection coe�cient ~R(t; !). Moreover, the spectrum spreading principle makes the
illegal detection highly robust to interference.

4.2 Theory

4.2.1 Spectrum Spreading

The time-modulated metasurface spectrum spreading principle may be understood with the
help of Fig. 4.2, assuming a time-harmonic incident wave of angular frequency !0. If the
metasurface reduces to a static perfect electric conductor, as shown in Fig. 4.2(a), the incident
wave is scattered back at !0 after experiencing phase reversal on the re�ector. Similarly, if
the metasurface is a static perfect magnetic conductor, as shown in Fig. 4.2(b), the incident
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Figure 4.1 Proposed spread-spectrum time-modulated metasurface camou�aging.

wave is scattered back at !0, but without experiencing any phase alteration on the re�ector.
If the metasurface is now modulated so as to repeatedly switch between a PEC re�ector and
a PMC re�ector, as shown in Fig. 4.2(c), it becomes dynamic, or time-varying, with re�ection
coe�cient R = R(t) varying between �1 and +1 at minimum time intervals Tb, where ‘b’
stands for ‘bit’. The scattered waveform is still a time-harmonic wave of frequency !0, but
with phase reversal discontinuities that correspond to the switching between the PEC and
PMC states.

Considering an incident wave with waveform

 inc(t) = A(t)ej!0t; (4.1)

where A(t) is the envelope, and assuming that the metasurface has the constant re�ection
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Figure 4.2 Principle of spectrum spreading by the time-modulated metasurface in Fig. 5.2,
assuming a time-harmonic interrogating wave of angular frequency !0. (a) Static PEC re�ec-
tor, with re�ection coe�cient R = �1. (b) Static PMC re�ector, with re�ection coe�cient
R = 1. (c) Time-varying metasurface re�ector formed by repeatedly switching the re�ection
coe�cient between the states (a) and (b), so as to make it dynamic, R = R(t).

coe�cient R(t; !0) across the bandwidth of  inc(t). The waveform of the scattered wave may
be written as

 scat(t) = ~R(t; !0) inc(t)

= ~R(t; !0)[A(t)ej!0t]

= [ ~R(t; !0)ej!0t]A(t);

(4.2)



65

whose spectrum is

~ scat(!) = ~~R(!; !0) � ~ inc(!)

= ~~R(!; !0) � ~A(! � !0)

= ~~R(! � !0; !0) � ~A(!);

(4.3)

where ~~R(!; !0) is the Fourier transform of ~R(t; !0) and ~A(!) is the Fourier transform of A(t).
The second equality in (4.3) shows that the spectrum of the scattered wave is the convolution
of the spectra of the metasurface re�ection coe�cient and of the incident wave. Note that
although A(t) may a priori represent an arbitrary modulation scheme, some very broadband
modulation schemes, such as pulse modulation, would require metasurface bandwidths that
may be challenging to realize practically with currently available technology. This thesis
focuses on narrow-band A(t). In the particular case where the bandwidth of A(t) reduces
to 0, i.e., A(t) = 1, Eq. (4.3) reduces to ~~R(! � !0; !0), which is the Fourier transform of
metasurface re�ection coe�cient, shifted to the frequency of the incident wave. Therefore,
the spectrum of the incident wave is spread out into the spectrum of the modulation, with
center frequency !0 and power spectral density corresponding to ~R(t; !0), the spreading
corresponding to the introduction of the aforementioned phase discontinuities. Camou�aging
according to speci�cation will then be realized by properly designing ~R(t; !0) in terms of the
parameters of the modulating sequence m(t). Note that for (4.2) to be valid, Tb must be
much larger than the period of the incident harmonic wave, as will be explained in Sec. 4.2.4.

4.2.2 Selectivity

A friend radar, knowing the spread-spectrum key of the metasurface, ~R(t; !0), may de-
modulate the spread signal  scat(t) by the simple post-processing division assuming proper
synchronization between the key and scattered signals

 demod(t) =  scat(t)
1

~R(t; !0)
= A(t)ej!0t =  inc(t); (4.4)

where the second equality follows from (4.2). Thus the friend radar detects the object that is
camou�aged to foe radars, which do not possess the metasurface spread-spectrum key. The
proposed metasurface camou�aging technology is thus selective in the sense that it may be
restricted to undesired interrogators.
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4.2.3 Interference Immunity

The demodulation used for selectivity automatically brings about the extra useful feature of
immunity to interference. In the presence of an interfering signal,  int(t), the signal detected
by the foe radar is

 foe(t) =  scat(t) +  int(t)

= ~R(t; !0) inc(t) +  int(t);
(4.5)

and the interference further alters the signal received by the foe radar.

In contrast, the signal detected by the friend radar, after its demodulation section, is

 friend(t) =  foe(t)
1

~R(t; !0)

=
�

~R(t; !0) inc(t) +  int(t)
� 1

~R(t; !0)

=  inc(t) +
 int(t)
~R(t; !0)

=  inc(t) +  int(t) ~Y (t; !0);

(4.6a)

with
~Y (t; !0) =

1
~R(t; !0)

; (4.6b)

where the e�ect of camou�aging is removed, as shown in Sec. 4.2.2, and the interfering wave
is multiplied by the inverse of the re�ection coe�cient. Assuming that ~R(t; !0) oscillates
between �1 and +1, as mentioned in Sec. 4.2.1, so does ~Y (t; !0), and the two functions are
exactly the same, i.e., ~Y (t; !0) = ~R(t; !0). As a result, the spectrum of the signal detected
by the friend radar reads

~ friend(!) = ~ inc(!) + ~~Y (!; !0) � ~ int(!)

= ~ inc(!) + ~~R(!; !0) � ~ int(!):
(4.7)

This results shows that if the bandwidth of the interfering signal is smaller than that of
the modulation, as is most common in practice, then that signal is spread out and gets
�camou�aged� to the friend, and thence practically harmless to it.

In practice, as will be seen in the experimental part, the magnitude of the re�ection coe�-
cient is slightly less than 1 due to dissipative loss, i.e., j ~R(t; !0)j is slightly smaller than 1,
and therefore, j ~Y (t; !0)j is slightly larger than 1, which tends to increase the e�ect of the
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interference. So, there is an antagonism between the reduction of the interference e�ect from
the demodulation process and the increase of the interference e�ect due to the issue just
mentioned. A good design, with j ~R(t; !0)j close to 1 will ensure that the former e�ect largely
dominates the latter.

4.2.4 Validity Condition of the Re�ection Coe�cient Description

Particular attention must be paid to the precise meaning of the function ~R(t; !0). This ex-
pression seems a priori absurd since it is meant to represent a time-varying transfer function,
whereas the concept of transfer function is fundamentally restricted to linear time-invariant
systems [128]. However, the expression ~R(t; !0) does make perfect sense under the condi-
tion that the metasurface modulation occurs on a time scale, Tb [Fig. 4.2(c)], that is much
larger than the dispersion or memory time scale, Td, which is naturally itself larger than the
interrogating signal period, T0 = !0=(2�), i.e.,

Tb � Td > T0: (4.8)

Under this condition, which assumes harmonic excitation (T0) and discrete re�ection switch-
ing (Tb), the system may indeed be considered purely dispersive (without time variance) on
the time scale t < Tb, and purely time-variant (without dispersion) on the time scale t > Tb,
as implicitly considered in Sec. 4.2.1 by considering !0 as a constant parameter. Let us
explain this in some detail.

Its re�ection coe�cient may then be written in terms of the purely linear time-invariant
dispersive transfer function ~R(!), where the mention of time variance has been accordingly
suppressed, and we have

~ scat(!) = ~R(!) ~ inc(!); (4.9)

corresponding in the time domain to1

 scat(t) = r(t) �  inc(t) =
Z t

�1
r(t� �) inc(�) d�; (4.10)

where the upper integration limit t ensures causality. Substituting t � � ! � 0, and subse-
quently replacing the dummy variable � 0 by � , yields

 scat(t) =
Z 1

0
r(�) inc(t� �) d�: (4.11)

1Note that the function r(t) has the unit of inverse time (1/s), as required by the di�erential d� in the
convolution integral. This is in contrast to ~R(!), which is, according to (4.9), unitless.
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Here, the lower integration limit corresponds to the onset of the system, while the upper
integration limit corresponds to the duration of the impulse response function r(t), and
hence to the transient time of the system. In practice, the function r(t) may be truncated
at a time Td where its average value has decayed to a negligible fraction of the maximum of
r(t), and the upper integration limit transforms then as 1! Td.

This scenario is illustrated in Fig. 4.3, which shows that after the impulse response function,
obtained by inverse Fourier transforming the re�ection coe�cient of the metasurface, has
decayed to a su�ciently low level, about at time Td, the output signal  scat(t) retrieves the
waveform of the input harmonic signal  inc(t) = ej!0t. Thus, after the transient time Td, the
system may be reasonably approximated as a time-invariant one, and the dispersion can be
generally ignored at time scales larger than the modulation, Tb � Td. If this steady-state
condition is not satis�ed, then the concept of transfer function does not make any sense and
~R(t; !0) cannot be used to describe the system2. In contrast, if the metasurface were switched
at a time scale smaller than Td, i.e., Tb < Td, then the wave would see a change of re�ection
coe�cient before reaching its steady state, and the system would really need to be described
as a simultaneously time-variant and dispersive one. In practice, the condition in (4.4) can
be safely satis�ed.

4.3 Modulation Sequence

In this section, we investigate the choice of an optimal time-modulation for the proposed
metasurface camou�aging system (Fig. 5.2). An ideal choice would be an in�nite-bandwidth
white noise, since such a modulation, assuming �nite energy, would lead to a uniform zero
spectral density, and hence to perfect camou�aging. However, practically, the bandwidth of
the modulation is limited by the speed of the switching elements, which will be PIN diodes
in our experiment (Sec. 4.5). Moreover, the selectivity functionality (Sec. 4.2.2) and the
interference immunity property (Sec. 4.2.3) of the system require some level of coherence,
related to the condition (4.8).

We shall therefore use the pseudo-random noise periodic modulation scheme shown in Fig. 4.4
for m(t). Figure 4.4(a) plots this function. It consists of rectangular pulse pseudo-randomly
oscillating between the values +1 and �1 at the bit rate or switching frequency of fb = 1=Tb,
and with a bit period of N bits, or time period of Tm = NTb, corresponding to the function
repetition frequency fm = 1=Tm. Figure 4.4(b) shows resulting scattered waveform, which is

2One should beware of confusing ~R(t) and r(t): r(t) is the impulse response of the time-invariant meta-
surface while ~R(t) represents the time-varying re�ection coe�cient of the meatsurface under the condition of
(4.8).
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Figure 4.3 Transient regime and steady-state regime corresponding to the time-invariant
dispersive nature of the metasurface within the time Tb under the excitation  inc(t) = ej!0t.

a harmonic wave with �-phase discontinuities corresponding to the switching times between
the states �1.

The pseudo-random function, as the camou�aging key, should change from time to time
to minimize the chances of foe radars to �nd it. Therefore, it does not have a uniquely
determined spectrum, ~M(!). However, the function m(t) can be generally represented by its
autocorrelation function [129]

sp(t) =
Z +1

�1
m(�)m(t+ �) d�

= �
1
N

+
N + 1
N

+1X

n=�1
�
�t� nNTb

Tb

�
;

(4.12a)

which is also of period Tm = NTb, and where �(�) is the triangular function

�(t) =

8
><

>:

1� jtj if t � 1;

0 if t > 1;
(4.12b)

which essentially results from the correlation integral of the rectangular pulses composing
m(t) (Fig. 4.4).
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Figure 4.4 Practical modulation for the proposed system. (a) Modulation function, m(t),
consisting of a periodically repeated pseudo-random noise sequence of N bits with bit du-
ration Tb, and hence period Tm = NTb (one period shown). (b) Corresponding scattered
waveform.

The Fourier transform of (4.12) is the power spectral density function ofm(t), which reads [129]
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~sp(f) =
1
N2 �(f) +

N + 1
N2

+1X

n=�1
n6=0

sinc2
� n
N

�
�
�
f �

n
N
fb
�
; (4.13a)

and

sinc(f) =

8
>><

>>:

0 if f = 1;
sin(�f)
�f

otherwise:
(4.13b)

The power spectral density function (4.13) ~sp(f) is plotted in Fig. 4.5. This function is
discrete, due to the periodic nature of sp(t), with period 1=Tm = fm = fb=N = 1=(NTb). It
has the envelope N+1

N2 sinc2(f=fb), with maximum value N+1
N2 , main-lobe bandwidth 2fb, and

DC value 1=N2.

N � 1
N 2

f b �
1
Tb

f
� f b f m

f m �
1

Tm
�

1
NTb

�
f b

N

~sppf q

0

1
N 2

(c)

Figure 4.5 Power spectral density function ~sp(f), given by Eq. (4.13), for the modulation
function m(t) in Fig. 4.4(a).

This behavior may be explained as follows:

� The nonzero 1=N2 value at f = 0 (DC component) is due to the fact that N , as the
length of a pseudo-random noise sequence, is an odd number [129], so that there is
always an imbalance between the number of �1 bits and the number of +1 bits, an
e�ect that progressively vanishes by dilution as N !1;

� As N increases, assuming �xed switching frequency, the frequency interval between the
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function samples (1=Tm = fm = fb=N) reduces at the rate of 1=N , and therefore the
spectral sample density � proportional to the number of samples within the �rst lobe
of the sinc squared envelope � increases at the same rate (N). If the input power is
�xed, as may be assumed for given radar interrogator in the application of interest,
then the power level of each sample must then be reduced by the same factor (N).
This is indeed what is seen in Fig. 4.5, considering that limN!1(N + 1)=N2 = 1=N .
So, increasing the length of the pseudo-random noise sequence results in decreasing the
level of the power spectrum density function.

� Finally, decreasing the bit length (Tb), or equivalently increasing the bit rate (fb), for a
�xed sequence length (N), increases the fastest variation of m(t) and hence spreads out
its spectrum � in particular the spectral width of the sinc squared main lobe � while
decreasing the sample density, which depends only on the modulation period (Tm) at
the same rate (fb).

4.4 Simulation Results

For simplicity, we are assuming that the incident wave is a non-modulated harmonic wave,
i.e., A(t) = 1 and  inc(t) = ej!0t in (4.1). Considering an incident harmonic wave of frequency
f0 = 10 GHz (Fig. 4.4), the power spectral density of the wave scattered by the modulated
metasurface may be obtained from Eq. (4.3) as

~sscat(!) = j ~ scat(!)j2 = j ~~R(! � !0; !0)j2 = ~sp(! � !0); (4.14)

where ~sp(!) is given by (4.13) with f = !=(2�).

Figure 4.6 plots the power spectral density of the scattered wave for di�erent values of the
parameters N and fb to illustrate the results of Sec. 4.3. Figure 4.6(a) shows how the level
of the spectral power density decreases as N increases, without change of bandwidth for
�xed fb. Figure 4.6(b) shows how the bandwidth (main lobe) of the power spectral density
increases as fb increases, without change of the maximum3 for �xed N .

Figure 4.7 plots the power spectral density of imperfect modulation for the parameter pair
(N; fb) = (127; 5 MHz) (blue curves in Fig. 4.6). Figure 4.7(a) plots the power spectral
density of unbalanced amplitude modulation, where the negative value of R(t), Rn, is �xed
to �1 while the positive value of R(t; !0), Rp, reduces from the ideal value 1 to imperfect
value 0. It shows that as Rp reduces, the power spectral density of centering harmonic

3Strictly, ~sscat(f0) = 1=N2 = 6:2 � 10�5 � 0 (or �42:1 dB, not visible in the �gure), and the maximum
refers here to the envelope maximum, which is very close to the level of the frequency samples nearest to f0.
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Figure 4.6 Parametric study of the power spectral density of a harmonic wave scattered by
the metasurface, given by Eq. (4.14). (a) Spectrum level decrease with the increase of the
modulation sequence length, N . (b) Spectrum spreading with the increase of the modulation
frequency, fb.
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wave increases while the power spectral density of the spread-spectrum reduces. Similarly,
Fig. 4.7(b) plots the power spectral density of unbalanced phase modulation, where the
negative value of R(t), Rn, is �xed to �1 while the positive value of R(t; !0), Rp, changes
from the ideal value 16 0� to unbalanced phase value 1 6 90�. It shows that as the phase of Rp

from 0 to 90�, the power spectral density of centering harmonic wave also increases while the
power spectral density of the spread-spectrum also reduces.

Figure 4.8 compares the power spectral densities received by the foe radar and by the friend
radar for the parameter pair (N; fb) = (127; 5 MHz) (blue curves in Fig. 4.6). Figure 4.8(a)
predicts the camou�aging selectivity of the metasurface system: the foe radar receives an un-
detectable spectrum spread signal, whereas the friend radar perfectly detects the object cov-
ered by the metasurface. Figure 4.8(b) predicts the interference immunity of the metasurface
system: the foe radar detects only the interference signal, a harmonic wave at 10:001 GHz,
which appropriately delivers false information about the object, whereas the friend radar
does not see the interference signal while still perfectly detecting the object.

4.5 Experiment Results

A time-modulated metasurface is designed, fabricated and measured to demonstrate the pro-
posed spread-spectrum camou�aging system. Figure 4.9 shows the layout of the metasurface
prototype. The metasurface is designed on a Rogers 6002 substrate with permittivity of
2.94 and thickness 0.76 mm. Figure 4.9(a) shows the overall metasurface. The bottom side
of it is a ground plane and the top side is an 8 � 8 array of scatterers interconnected by
bias lines that are meet to a single modulation point at one side of the structure. The unit
cell consists of a rectangular patch, with the bias line connection at both sides of it and a
PIN diode switch (MACOM MADP-00090714020) interconnecting the patch and the ground
plane through a shorted metalized via. Figure 4.9(b) provides the parameter values of the
unit cell for operation at 10 GHz.

Figure 4.10 shows the simulated electrical �eld distribution around the unit-cell patch for the
PIN diodes switched to the ON and OFF states. When the diodes are OFF, the patches are
isolated from the ground and resonate, which provides quasi-PMC re�ection, while when the
diodes are ON, the patches are shorted to the ground, which provides a quasi-PEC re�ection.

Figure 4.11 plots the simulated re�ection coe�cients for the 2 modulation states of the
metasurface. The amplitude of this coe�cient is close to 1 for both states, while the phase
di�erence between the two states is around � at the operation frequency (10 GHz), as desired.
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Figure 4.7 Power spectral density of a harmonic incident wave scattered by the imperfect
modulated metasurface, given by Eq. (4.14). (a) Imperfect amplitude modulation. (b) Im-
perfect phase modulation.
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77

switch diode
biasing line

via

ground

modulation
(a)

(b)

w

w

wp

l p

lb

w
s

wb

ls

d

L

L R

C

ON

OFF

Figure 4.9 Layout of the metasurface prototype. (a) Overall view. (b) Unit cell. The
parameter values are w = 15 mm, wp = 7:6 mm (resonant length), lp = 5:6 mm, lb = 4:7 mm,
ws = 0:5 mm, wb = 0:2 mm, ls = 1:8 mm, d = 0:4 mm, L = 30 pH, R = 7 
 and C = 28 fF.

The o� state features a slightly larger loss than on state, due to its resonant nature, which
is apparent in Fig. 4.10. The slight loss in the on state is mostly due to the resistive loss in
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Figure 4.10 Simulated (FDTD � CST Microwave Studio) electrical �eld distribution around
the patch of the unit cell in Fig. 4.9 for the PIN diodes switched to the ON and OFF states.

the diodes.

The imbalance between the on- and o�-state re�ective amplitudes (Fig. 4.11) may a�ect the
camou�aging performance. Indeed, this imperfection typically alters the balance between the
+1 (on-state) and �1 bits (o�-state) in the modulation function [Fig. 4.4(a)]. This introduces
a DC component in the scattered wave (here positive due to the higher reduction of the �1
compared to the +1 bits), and hence at the center frequency of the metasurface, which could
ultimately reveal to the foe the presence of the object. The level of imbalance may be reduced
by adding a resistor in series with PIN diode or by using a substrate of lower loss. However,
the level of unbalance seen in Fig. 4.10 was found to be acceptable for the current proof of
concept, as will be seen shortly. Inverse Fourier transforming S11(!) for each of the two states
yields Td(PEC) � 0 and Td(PMC) � 0:17 ns, these time are much smaller than the response
time of the PIN diodes, �d � 2 ns. Therefore, in practice, it is the response of the diodes
that represents the lower bound for the modulation time, i.e., Tb � �d > Td(PMC) > Td(PEC).

Figure 4.12 shows the fabricated 10-GHz prototype while Fig. 4.13 shows the experimental
set-up used to demonstrate the metasurface system. The metasurface is placed on a piece
of 70 � 70 cm2 absorbing material on the �oor. It is modulated by a pseudo-random noise
sequence of lengthN = 127 and rate fb = 5 MHz provided by an arbitrary signal generator. A
pair of planar Vivaldi antennas with 4.3 dB gain, 36.8� 3-dB beamwidth and separation 28 cm,



79

9.8 9.85 9.9 9.95 10 10.05 10.1 10.15 10.2
0

0.2

0.4

0.6

0.8

1

-150

-100

-50

0

50

100

150

200

250

|RONp! q|
|ROFFp! q|
= RONp! q

= ROFFp! q

�

|R
p!

q|
=

R
p!

q

f (GHz)

Figure 4.11 Simulated re�ection coe�cient of the metasurface prototoype in Fig. 4.9 for the
PIN diodes switched to the ON and OFF states, corresponding to the current distributions
in Fig. 4.10.

placed 110 cm above the metasurface in the far-�eld, simulates an arbitrary interrogating
radar. The 10 GHz harmonic wave is generated by a signal generator and sent towards the
metasurface by the transmitting antenna. The wave scattered by the metasurface is then
collected by the receiving antenna, passed through a bandpass �lter that suppresses the out-
of-band noise, and measured by a vector signal analyzer with a bandwidth resolution 5 kHz.

Figure 4.14 plots the power spectral densities of the signals detected by the foe and friend
radars. Figure 4.14(a) demonstrates the camou�aging selectivity of the system. When the
metasurface is not modulated, the receiver perfectly detects the 10 GHz harmonic wave sent
by the transmitter and scattered by the metasurface (green curve), with a signal-to-noise
ratio (SNR) of 52.7 dB. When the metasurface is modulated, the scattered wave is spread
out into a relatively broad band signal of 10 MHz bandwidth and with level reduced by
18.2 dB by the spectrum spreading operation.

The level of �18:2 dB (ratio of 0.015) is contaminated by external e�ects associated with
the measurement setup, which are unrelated to the metasurface system itself. These ef-
fects include spurious coupling between the transmitting and receiving antennas and from
scattering from the surrounding objects in the room. The strongest of these e�ects is the
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Figure 4.12 Fabricated metasurface prototype, corresponding to Fig. 4.9.

antenna coupling, whereby a substantial amount of the transmitted signal directly leaks
into the receiving antenna without being re�ected by the metasurface. This coupling level
may be evaluated by subtracting the transfer functions measured with the metasurface and
with the metasurface replaced by absorbing material; we found S21(abs)(!0) � S21(!0) =
(�67:3) � (�47:6) = �19:7 dB (ratio of 0.011). Therefore, the re�ection level that is really
produced by the metasurface system at !0 is obtained by subtracting the mutual coupling
e�ect, i.e., 0:015� 0:011 = 0:004, or �24 dB (ratio of 0.004), which is lower than the power
spectral density around !0. The remaining energy at �24 dB may be due to the imbalances
in the amplitude and phase functions (Fig. 4.14(a)). So, the metasurface camou�aging e�ect
is even much stronger than it appears in Fig. 4.14(a) after the external e�ect of antenna
coupling has been removed.

Synchronization for demodulation is performed by correlating the key signal and the picked-
up signal, with the time corresponding to maximal value providing the synchronization tim-
ing. Upon demodulation according to (4.4), the friend radar recovers the transmitted har-
monic signal, with an SNR of 33.6 dB, and hence detects the object, which demonstrates the
selectivity property of the system.

Figure 4.14(b) shows the interference response of the system after demodulation to an inter-
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Figure 4.13 Experimental set-up.

fering signal of fi = 10:001 GHz according to (4.7). The inferering signal is added digitally on
computer in post-processing to simulate a practical one. It shows that whereas the foe radar
is still unable to detect the object and additionally strongly detects the interfering signal,
the friend radar does not detect this interfering signal at all while still detecting the object,
with an SNR of around 19.2 dB.
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4.6 Conclusion

A time-modulated metasurface-based camou�aging technology using time-alternating PEC-
PMC unit cell elements and pseudo-random modulation has been proposed, analyzed, sim-
ulated and experimentally demonstrated in this chapter. Compared to other reported cam-
ou�aging technologies, it shows its unique features of noise-like spread-spectrum, selective
camou�aging and interference immunity capability. Given these promising features, as well
as its potential e�ciency, this technology may �nd wide applications in both defense and
civilian applications.
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CHAPTER 5 CONCLUSION AND FUTURE WORK

5.1 Conclusion

This thesis presents real-time microwave signal processing (R-MSP) techniques and applica-
tions. Two complementary solutions including dispersion engineering and time modulation
are studied for di�erent purpose. The chapters corresponding to selected articles represent
novel R-MSP concepts, strategies and systems.

Chapter 2 presents a branch-line couplers and resonant loops based R-MSP microwave Hilbert
transformer, and explains the physical operation of this transformer, using both time-domain
and steady-state perspectives [38].

Chapter 3 presents an enhanced design of the planar Rotman lens spectrum decomposer (RL-
SD) in terms of resolution �exibility, input port position arbitrariness and frequency range
and resolution tunability. The resolution �exibility enhancement consists in allowing di�erent
frequency sampling functions by properly distributing the output port locations along the
frequency-position law of the RL-SD. The input port position arbitrariness is realized by
adding a calibration array compensating for the frequency deviation induced by the input
modi�cation. The frequency range and resolution tunability is achieved by electronic port
switching [39].

Chapter 4 presents a time-modulated spread-spectrum metasurface active camou�aging tech-
nology. Compared to conventional camou�aging technologies, which are LTI, the proposed
technology spreads the incident energy in terms of temporal spectrum. Besides, this technol-
ogy modulates the metasurface with a pseudo-random sequence, which spreads the spectrum
of the incident wave into a noise-like spectrum with minimal power spectral density, and
hence maximal camou�aging performance; this is much more e�cient than the utilization
of completely periodic modulation sequence, which distributes the energy over a small num-
ber of harmonics. Finally, the proposed technology provides the extra features of selective
camou�aging and interference immunity [13].

5.2 Future Work

5.2.1 Challenges

R-MSP, as a remarkable signal processing technology, has shown many potentials for future
signal processing in various areas, as already shown in previous chapters. However, a lot of
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work, such as components performance improvement, new concepts and applications, still
needs to to further explored.

Dispersion engineering based microwave signal processing provides a new solution to process
microwave signal in real-time, features the advantages of low-cost,low-latency, high-e�ciency
and wide-bandwidth over its conventional counterpart DSP-based digital signal processing.
Nevertheless, several challenges are still need to further studied, which includes [1]

1) Closed-form synthesis methods for complex phasers.

2) Realization of phaser with all possible characteristics for required applications.

3) Design and fabrication of phasers in high millimeter-wave frequencies.

Spacetime-modulation can simultaneously manipulate the temporal and spatial spectra of
electromagnetic waves, and realize operations that break the fundamental bounds imposed
on conventional LTI systems [10, 30]. However, it will need to meet a large number of
challenges to turn out a transformative technology. Some of these challenges are listed as
follows [47]:

1) Although all the spacetime-modulated metasurfaces described in this thesis have only
two states (PEC and PMC), more general amplitude and phase states are required for more
sophisticated applications. The engineering of metasurfaces o�ering such response diversity
is of great complexity.

2) Most of the designs of spacetime-modulated metasurfaces require lumped elements, such
as diodes and varactors. These elements typically include parasitic resistances which leads
to non-negligible loss, whose mitigation is not trivial.

3) Time-modulated metasurfaces induce temporal frequency transitions, i.e. the generation
of new temporal frequencies, as nonlinear systems. In some applications, such as that of
camou�aging, such temporal frequency generation is naturally desired. However, it may
be undesired in other applications, such as for instance refraction and multiplexing. The
termination of undesired frequencies is an area that still needs to be explored.

5.2.2 Wireless Communication systems

One of potential directions is spacetime modulated metasurface based wireless communi-
cation systems. Today’s wireless communication systems demands high throughput and
low latency to satisfy current users’ daily life requirements. These make the wireless com-
munication systems become more and more complicated to achieve the demands. MIMO
system, as an emerging wireless communication system to provide high antenna gain, �ex-
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ible beam steering and spatial exploration capability, has been widely applied in current
wireless communication systems. However, as MIMO system requires more and more anten-
nas, for instance, massive MIMO system, it requires more RF front-end circuits and hance
more power-consumption, which greatly increases the cost of the design. Here I propose two
potential spacetime applications for wireless communication systems.

Direction of Arrival (DoA) Estimation [130]

The concept of the proposed DoA-estimation spacetime-modulated metasurface system is
depicted in Fig. 5.1. This system is formed by the combination of a spacetime-modulated
2D-patch periodic metasurface with period p, a receiving antenna front-end and a modulat-
ing/demodulating FPGA processor. The N rows of patches are simultaneously modulated
by N orthogonal codes generated by an FPGA, which corresponds to spacetime modulated
system. The codes used to modulate the metasurface are simultaneously sent to the de-
modulator which multiples them with the signal received by the antenna to determine the
DOA.

Spatial Multiplexing [131]

Figure 5.2 shows the principle of the proposed spacetime modulated metasurface. Here, two
signals, s1(t) and s2(t), having di�erent baseband waveforms but sharing the same bandwidth
and carrier frequency (f0) are combined together, and radiated through the same antenna.
This wave impinges then on the metasurface, which is spacetime-modulated by an external
processing unit. The metasurface consists of a 2D array of grounded patches having each
a ground connection equipped with a switching diode, so that the structure operates as a
mirror with two re�ection phase states, which are here design to di�er by �. These phase
states are controlled by the processing unit, which modulates each of the N columns of the
metasurface with a di�erent periodic binary time sequence with period T from an orthogonal
set, fmn(t)g, with n = 1; 2; : : : ; N , and

R
T mi(t)mj(t)dt = �ij where �ij is the Kronecker delta

function.

In order to be routed to the di�erent directions �1 and �2 the signals s1(t) and s2(t) are pre-
coded, before being radiated, as shown in Fig. 5.2. Speci�cally, s1(t) and s2(t) are respectively
multiplied by c1 = [c11; c12; : : : ; c1N ] and c2 = [c21; c22; : : : ; c2;N ], which are the phase-gradient
vectors de�ned as c1n = 2�f0nd sin �1=c and c2n = 2�f0nd sin �2=c corresponding to the
directions �1 and �2, where c is the speed of light in free space and d is the spacing between
the patches.
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Figure 5.1 Proposed concept of direction of arrival (DOA) estimation based on a spacetime-
modulated modulated.

Assuming proper synchronization, the signal re�ected by the nth column only contains two
terms c1ns1(t) + c2ns2(t), due to coding orthogonality. Therefore, the two signals s1(t) and
s2(t) are re�ected to the speci�ed directions �1 and �2 upon re�ection combination from all
the patch columns of the metasurface, according antenna array theory.
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