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On the exploration of the melting behavior of metallic compounds and
solid solutions via multiple classical molecular dynamics approaches:

application to Al-based systems

Camille Rincent, Ricardo Castillo, Aı̈men E. Gheribi, Jean-Philippe Harvey
aCRCT - Polytechnique Montreal, Box 6079, Station Downtown, Montreal, QC, Canada

Abstract

Classical molecular dynamics simulations of metallic systems have been extensively applied in recent
years for the exploration of the energetic behavior of mesoscale structures and for the generation of
thermodynamic and physical properties. The evaluation of the conditions leading to the melting of
pure metals and alloys is particularly challenging as it involves at one point the simultaneous presence
of both a solid and a liquid phase. Defects such as vacancies, dislocation, grain boundaries and pores
typically promote the melting of a solid by locally increasing its free energy which favors the destruction
of long-range ordering at the origin of this phase transition. In real materials, many of these defects
are microscopic and cannot yet be modelled via conventional atomistic simulations. Still, molecular
dynamics-based methodologies are commonly used to estimate the melting temperature of solids.
These methods involve the use of mesoscale supercells with various nanoscale defects. Moreover,
the deterministic nature of classical MD simulations requires the adequate selection of the initial
configuration to be melted. e numerical experiments.

In this context, the main objective of this paper is to quantify the precision of the existing classical
molecular dynamics computational methods used to evaluate the melting point of pure compounds
as well as the solidus/liquidus lines of Al-based binary metallic systems. We also aim to improve the
methodology of different approaches such as the void method, the interface method as well as the
grain method to obtain a precise evaluation of the melting behavior of pure metals and alloys. We
carefully analyzed the importance of the local chemical ordering on the melting behavior. The ins
and outs of different numerical methods in predicting the melting temperature via MD are discussed
through several examples related to pure metallic elements, congruently and non-congruently melting
compounds as well as binary solid solutions. It is shown that the defect distribution of the initial
supercell configuration plays an important role upon the description of the melting mechanism of
solids leading to a poor predictive capability of melting temperature if not properly controlled. A
new methodology based on defect distribution within the initial configuration is proposed to overcome
these limitations.
Keywords: Large-scale Molecular Dynamics simulations, Melting dynamics, Phase transition,
Liquidus, Solidus, 2NN-MEAM force field

1. Introduction

The field of alloy engineering has grown vastly in the last few years, delving into a deeper under-
standing of the thermo-physical behavior of specific metallic materials such as high entropy alloys [1,
2]. These new materials find applications at high temperature [3, 4, 5] such as in corrosive gaseous
environments like combustion chambers [6]. The methodology consisting in integrating multi-scale
models (based on both quantum and classical energetic description of condensed phases) to evaluate
and predict the thermo-physical and mechanical properties of a material [7] is known as Integrated
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Figure 1: Graphical Abstract.

Computational Materials Engineering (ICME) [8, 9]. At the nano/atomic scale, this engineering prin-
ciple is applied through atomistic simulations such as molecular dynamics (MD) and Monte Carlo
(MC) methods [10, 11]. Atomistic simulations have demonstrated robustness for alloy design, e.g.,
tailoring nanomaterials’ crystallography by controlling the cooling rate [12]. On one side, conventional
MC simulations performed in the NPT, NVT and NVE ensembles cannot directly access dynamic
properties as they rely on time-independent iterations (i.e. atom displacement and permutation as
well as supercell volumetric changes) based on energy differences and Boltzmann distributions. On
the other side, MD simulations are designed to access these dynamic properties but suffer from a poor
exploration of the phase space caused by the short simulation times as well as the presence of energy
barriers (especially in the solid state) [13]. Some hybrid MD-MC methods have been developed to
circumvent these limitations and provide access to dynamic properties from a more complete phase
space exploration [14]. In both types of atomistic simulations, either classical interatomic potentials or
quantum-based ab initio calculations can be used to describe the energetics of the condensed systems
at a given time/iteration.

Simulation tools are both effective and helpful to discover new alloys as it considerably lowers the
investment cost of exploring the experimental properties of alloys. Experiments are time-consuming
and require an initial investment in equipment [15] which often slows down and greatly limits material
development. As such, simulations also help to compensate for the lack of experimental data, especially
for multicomponent single-phase systems [16, 17]. Aluminum is a common alloying element to these
alloys [18, 19]. Atomistic simulations to study its alloying effect on the thermo-physical properties
of metallic materials have been mostly explored up to now for binary [20, 21, 22, 23] and ternary
systems [24, 25, 26]. When exploring the current literature on higher-order and highly-alloyed systems
(such as high entropy alloys), the amount of valuable data is scarce. One precise approach to alleviate
the lack of data for metallic systems are quantum-based molecular dynamics simulations (also called
Ab-Initio Molecular Dynamics or AIMD) typically carried in the framework of Density Functional
Theory (DFT). The Ab-Initio nature of this approach provides an accurate prediction of the electronic
structure and the resulting internal energy of metallic condensed phases but quickly becomes too
computationally costly when applied to the energetic description of large-scale systems (i.e. thousands
or more atoms) [27, 28]. They are also limited to very short simulated times (i.e. nano-second scale),
leading to inaccurate estimations of dynamic properties (such as the viscosity, thermal conductivity,
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and self-diffusivity) [29]. Moreover, effects of impurities or alloying elements in dilute amounts on the
equilibrium properties are not accessible due to the small system size. Classical molecular dynamics
are a more efficient atomistic simulation scheme for such conditions, as it can simulate large-scale
systems, yielding results for a wide range of chemical composition of the simulated supercell (including
dilute regions) at the expense of a less precise description of the chemical interactions in the system
[30, 31, 32].

Collections of both experimental and numerical thermodynamic properties on such metallic sys-
tems are used to build CALPHAD (CALculation of PHAse Diagrams) databases. These are the core of
modern computational thermochemistry, which is the only effective theory at the moment to accurately
predict multi-phasic phase assemblage equilibria. DFT data are nowadays integrated in the CALPHAD
modeling of solid phases [33]. Unfortunately, the systematic generation of sets of self-consistent ther-
modynamic data via DFT simulations to construct complete and accurate thermodynamic databases
is still not achievable at this time. Novel simulation methods in classical molecular dynamics (MD)
are being explored in order to attain a better understanding of ternary and high-order systems and to
overcome these limitations. If one wants to generate accurate thermodynamic properties, classical MD
requires a precise, self-consistent and complete database of interatomic potentials [34]. Their applica-
bility and transferability to large scale multicomponent systems which are required to describe alloys
[35, 36, 37] need to be verified/tested with both experimental data and DFT calculations. Despite
this being a critical objective, we must first perfect the simulation methodology to combine a classi-
cal approach, reliable interatomic potentials and methodologies, while respecting constraints such as
reasonable simulation times and a big enough system size to consider the impact of chemistry.

One popular approach to tune an interatomic potential is to approximate the force field expe-
rienced by the atoms of a given condensed phase structure calculated from DFT simulations us-
ing semi-empirical formalisms. In our work the modified embedded atom model within the second
nearest-neighbor approximation (2NN-MEAM) formalism (which explicitly accounts for the effect of
the embedding effect of the electronic cloud surrounding the atomic nuclei) is used [38]. This is an
easy to parameterize interatomic potential with a limited number of fitting parameters. It has been
well documented by Lee and Baskes who have repeatedly shown its robustness and applicability to
metallic systems [38, 39, 34, 40, 41, 42].

Classical MD is a powerful tool that provides access to sets of self-consistent thermodynamic (en-
thalpy of formation of solids, enthalpy of mixing of liquids) and dynamic properties (such as viscosity,
thermal conductivity) of unary and binary metallic systems [43, 44]. These classical MD studies typ-
ically use the melting behavior of the system (i.e. the melting temperature of pure metals or the
liquidus/solidus temperature in the case of multicomponent solid phases) as a benchmark phase tran-
sition to validate the precision and transferability of the interatomic potentials [45, 37]. This first-order
transition is directly connected to the strength of the chemical interactions in both the solid and the
liquid [46]. For macroscopic solid phases, point (vacancies), line (dislocations), planar (grain bound-
aries) and volumetric (pores) defects which increase the total energy of the bulk material are numerous.
Such defects make the melting process much easier and lower the melting point when compared to a
perfect mono-crystal, since melting starts from grain boundaries [47, 48]. In such bulk materials, defect
concentrations can be potentially quite high; as an example, the fraction of vacancies close to melting
for pure tungsten is about 1.6% [49], and around 0.09% in pure aluminium [50]. At the meso-scale
which is currently accessible with modern computational resources (i.e. millions of atoms in classical
MD), the potential grain size and scale of the other metallurgical features which can be modelled
is much smaller than for real materials. Therefore each defect introduced in the system has a more
pronounced effect on the energetics of the solid structure. One important challenge is to adjust and
tune the number and type of defects introduced in an originally perfect lattice to adequately modulate
its energetic stability. Additionally, in the framework of material design, the accurate prediction of
phase change behavior of new materials is a key characteristic to be able to accurately define, which
can be studied in MD [51].

Currently in the literature these melting point evaluations are performed using a variety of direct
techniques such as the void or defect method [52, 53, 54], the interface method [54] and the grain
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method [55, 47, 48]. The defect method works by creating perfect lattices and introducing defects to
mechanically destabilize the solid structure [56, 57, 58]. The interface method is based on the creation of
a solid/liquid interface. This interface progresses toward either the solid or the liquid region depending
on the imposed equilibrium conditions. This technique overcomes the overheating artefact observed
for the melting of defect-free solid structures [59, 60]. As it will be presented in this work, the interface
method which is more complex to implement yields roughly the same results as the void method when
a careful distribution of defects into the supercell is performed, which has also been confirmed in the
past through other projects [61]. This showcases not only the importance and value into rethinking
the way classical molecular dynamics simulation should be built from their initial structure, but also
the strength inherent to the void method thanks to its ability to consider the chemistry of simulated
solid. A summary of multiple melting MD methods and their implementation details are presented
in table 1. Overall, simulation practices are different from one reference to anotheer. Besides, the
simulation details are typically overlooked, which compromises the reproductibility of reported data
in the literature. Therefore, a comprehensive study of the simulation setup is required to standardize
the MD’s melting strategies.

This work evaluates three conventional MD methods (i.e. voids technique, interface procedure,
and grain approach) to predict the melting temperature of elements, stoichiometric compounds, and
disorder phases. The void method has been extended to multiple spatial distributions in order to
assess the effect of the vacancies’ chemical environment. Particular attention is given to the nature
of each solid and its relationship with the mechanical stability before the melting process. For the
congruently melting scenario, the Al3Zr intermetallic is explored in its stable form (D023) and with two
metastable configurations (L12 and disordered FCC phase). For the case of a peritectic intermetallic’s
melting, the ω-Al4Cr [71] compound is examined. The importance of the site distribution (using the
vacancy method) to activate the melting process is represented through the modeling of the AlLi (B32)
phase, which is an ordered solution with a wide solubility range according to classical thermodynamics.
Finally, the trustworthiness of all proposed methods to predict the melting behavior, including solidus
and liquidus lines of the Al-Zn system is discussed. Ultimately, a series of practical recommendations
for classical MD modeling is provided in the conclusions section.

2. Classical Molecular Dynamics simulation methodology

A series of classical MD simulations were performed to explore the efficiency of the vacancy/void
method [52] , the interface method [59] and the grain method for the determination of the melting
temperature of a range of solid metallic phases, i.e. pure metals, congruently melting intermetallics,
peritic intermetallics, as well as ordered and disordered solid solutions. The interface method is
typically more complicated to implement than the void method which is commonly used to evaluate
the melting temperature of a supercell [53, 54]. Other methods exist but were not used in the present
work. As an example, the temperature hysteresis method, proposed by Luo et al. [72] consists in
imposing a cyclic heating ramp followed by a cooling ramp on a given supercell while reaching both
overheating and undercooling conditions. This methodology allows a more precise evaluation of the
melting temperature of pure metals. However, as reported by Zou et al. [54] this method is not reliable
for the evaluation of the melting behavior of binary systems and was not considered here. The direct
evaluation of the individual Gibbs energy of the solid and liquid phases as a function of temperature
(via the thermodynamic integration method for example) is the most direct technique to obtain the
melting temperature of a given solid structure [54], but for multicomponent systems, which require
an accurate description of configurational entropy contributions, this method is difficult to implement
[54]. Finally, Jess et al. (2000) reported a proper estimation of aluminum’s melting point using the
Gibbs-Duhem integration method [73]. Unfortunately, this approach requires the reparametrization of
the interatomic potentials. In this work, methodologies for the melting point are instead studied using
force fields trained with elastic and thermodynamic properties (ie., the training set does not include
the melting point). [74, 75].
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Table 1: Literature review on various MD approaches to evaluate the melting temperature, along with their implemen-
tation details.

Method to melt Method to
quantify melt-
ing

Details on simulation setup, study of convergence and evalua-
tion of errors

Interface
method [62]

No mention No detail given on simulation setup for melting point evalua-
tion, no mention on convergence nor evaluation of errors.

Void method
[63], no men-
tion on heating
rate

Internal energy
vs Temperature
curve and Lin-
demann index

System sizes and structure provided, no specifics on voids other
than their amount, no mention on convergence or error but
melting plateau shown.

Void method
[64], Heat-
ing ramp
2.5E+2K/ns

No mention System sizes and structure provided, no specifics on voids other
than their amount and them being randomly distributed, no
mention on convergence nor evaluation of errors.

Perfect cell
[65], Heat-
ing ramp
2.5E+7K/ns

Internal energy
vs Temperature
curve

Details on the ramp used but no specifics on cell creation, no
mention on convergence nor evaluation of errors.

Interface
method [66]

NPH run Some detail on simulation setup, no detail on simulated cell,
system size or geometry, no mention on convergence, provides
error bar without context for its origin.

Perfect cell
[67], Heating
ramp 1K/ns

Internal energy
vs Temperature
curve

Reference structure and size of cell provided, no information
on final geometry, no mention on convergence nor evaluation
of errors.

Interface
method [68]

NPH conver-
gence

System sizes given without specifying used structure, mentions
using convergence but doesn’t display results, shows 95% con-
fidence on some results.

Void method
[61], NPH
run instead of
heating ramp

NPH run Reference structure and size of cell provided, details on void
size and geometry given, no mention on convergence, error
mentionned but no values shown.

Perfect cell
[69], Equilibra-
tion at a given
temperature

Loss of long
range order in
RDF curve

Reference structure and size of cell provided, no information
on final geometry, no mention on convergence nor evaluation
of errors.

Interface
method [70]

NPH run Some detail on simulation setup, no detail on simulated cell,
system size or geometry, no mention on convergence, error men-
tionned, no values shown.

5



For the vacancy method, we explored the effect of the initial ordering/distribution of defects/vacancies
on the thermal stability of the solid lattice. The effect of this defect distribution introduced in the
initial configuration of a multicomponent system is of high importance as energy barriers coupled to
relatively short simulation times prevent the exploration of the complete phase space accessible to
the system for some imposed temperature and pressure conditions. Additionally, we controlled the
local chemical ordering surrounding a vacancy in multicomponent systems to study its impact on the
energetic stability of the solid structure. The following list of structures were studied in our work via
the void method: 1) pure metals (unary systems): FCC-aluminum 2) binary intermetallic compounds:
Al3Zr (L12, D023 ordered structures and FCC disordered phase), the ω-phase Al4Cr [71], B32-AlLi
and 3) disordered binary solid solutions: Al-Zn FCC-disordered (90 at.% Al). The results of the void
method were systematically compared to those obtained using the interface method in pure systems.
The latter was also applied to the exploration of the entire Al-Zn phase diagram to determine if clas-
sical MD simulations can directly evaluate the solidus/liquidus of binary phase diagrams. Finally,
we completed our series of MD simulations by constructing nano-grains supercells for the Al-10Zn
system to quantify the effect of the grain size on the evaluation of their melting temperature. The
strength of the metallic interactions in all our MD simulations was classically described via the mod-
ified embedded atom model with the second nearest neighbor approximation (2NN-MEAM) [38, 42].
Interatomic potential parameters for pure elements (Al, Zn, Cr, Zr and Li) and for the binary Al-Cr
and Al-Zr (derived from the Zr-HCP-allotope) systems were obtained from the literature [38, 41, 40,
76, 37, 77, 37], while the binary interactions for Al-Zn, Al-Li and Al-Zr (with Zr-BCC reference) were
built in-house (section 9. Appendix), the potential parameters using the 2NN-MEAM formalism can
be found in tables 3 and 4. Potential validation proofs are shown in the Electronic Supplementary
Information (ESI). The potential parameters describing the force field according the 2NN-MEAM
formalism were built by aiming to reproduce the calculated lattice parameters, bulk modulus, cohesive
energy and elastic constants, without any consideration towards the melting temperature. To create
this potential, the bulk modulus, the cohesive energy and the average equilibrium interatomic distance
of the reference structure at 0K are set to the value obtained by DFT simulations. Then, both mini-
mum and maximum cutoff parameters (Cmin and Cmax) are adjusted via a force matching method to
simultaneously minimize the difference between the calculated elastic constants and lattice parameters
by DFT and with the 2NN-MEAM potential at 0K.

2.1. Classical MD simulation details
All our classical MD simulations were performed with the LAMMPS package [78]. Each supercell

representing one of the crystal structures listed in table 2 was created using atomic position files
provided by the Material Project [79]. Firstly, these supercells were relaxed and equilibrated at null
pressure and 300K for 0.11ns using a timestep of 1 femtosecond. A heating ramp was then started
by performing incremental isothermal/isobaric runs of 0.11ns until reaching a maximal temperature
(which was adjusted based on the experimental melting point of each studied system). The first portion
of the isothermal/isobaric MD run (i.e. 0.01ns) was required to equilibrate the supercell while the rest
of the simulation time (i.e. 0.1ns) was used to evaluate the averaged thermodynamic properties of
the supercell. A phase space exploration of 0.1ns was found to be long enough to reach ergodicity.
Temperature increments were varied from 50K to 5K as the temperature approached the melting
point of the structure. Error bars for each thermodynamic property were evaluated from the average
and standard deviation of the MD data obtained during the 0.10ns sampling period. A Nosé-Hoover
thermostat/barostat [80, 81] was used in all our simulations; periodic boundary conditions (PBC) were
systematically applied. The effect of the cooling rate on the solidification was explored in a previous
study [37].

Fig. 2 shows an example of such a heating ramp for the evaluation of the melting temperature of
an FCC aluminum supercell. It can be noticed that the enthalpy curve varies linearly as a function of
temperature up to the melting point where a sharp enthalpy increase occurs as a result of this first order
transition. Complementary MD simulations presented in fig. 3 were conducted using constant heating
rates instead of our proposed heating strategy. These MD simulations did not show any significant
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Table 2: Crystal structures and sizes of the supercells used in the classical molecular dynamic simulations melting
experiments.

System Al Al3ZrL12 Al3ZrRandom Al3ZrD023 Al4Cr AlZn AlLi
Crystal Structure FCC L12 FCC D023 ω − phase[71] Random FCC B32

Size a ∗ b ∗ c 10 ∗ 10 ∗ 10 10 ∗ 10 ∗ 10 10 ∗ 10 ∗ 10 10 ∗ 10 ∗ 3 6 ∗ 4 ∗ 6 10 ∗ 10 ∗ 10 7 ∗ 7 ∗ 7
Number of atoms 4000 4000 4000 4800 5104 4000 5488

Materials Project ID [79] 134 569775 569775 365 Not applicable 134 1067

Figure 2: Variable heating ramp in MD to simulate the melting of a pure FCC aluminium supercell of 4000 atoms
without vacancies. Inset panel shows the evolution of heating rate as a function of time. Jump in enthalpy is associated
with first-order phase transition.

deviation in the evaluation of the melting temperature while requiring significantly higher simulation
time, being more computationally costly. Similarly, we tried replica exchange MD using the temper/npt
function, which also showed no increase in accuracy at a significant increase of computational cost.
This method works by swapping the temperature of parallel runs of the same simulation to avoid an
undesired phase change to occur, and to happen at the moment the different parallel runs would aim
to change phases. This method was used in the past to help break the superheating/undercooling
effect [82].

The size of each supercell was adjusted based on a series of MD simulations presented in Figure
4. We see that the predicted melting temperature of a FCC aluminum supercell reaches a constant
value above a supercell size of 2000 atoms. Supercells containing at least 2000 atoms but generally
about 4000 atoms were used in all our simulations to ensure an accurate evaluation of the melting
temperature while limiting the computational cost of each numerical experiment (which was already
quite high due to the total time required to apply the heating ramp as seen in Figure 4). The exact
number of atoms for each supercell (which is a function of the primitive cell of the studied crystal
structure) is reported in table 2.

7



Figure 3: Comparison of methodology to induce melting in a pure aluminum lattice without any vacancies. Compu-
tational costs of each method were of; 80 CPU-hours for the variable heating ramp, 260 CPU-hours for the constant
heating ramp, and 1020 CPU-hours for the replica-exchange MD method.
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Figure 4: Impact of the simulation size on the melting temperature prediction (blue) and its associated simulation
time (orange). 11 runs were performed for each system size on pure FCC aluminium cubic supercell with and without
vacancies, i.e. 0, 0.5, 1, 1.5, 2, 3, 5, 6.5, 8, and 10 % of vacancies. Runs were averaged, and error bars stand for the
standard deviation. Vacancy samples are included to display the resulting variability in results when accounting for their
presence.
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2.2. Melting criteria
Different criteria were employed to evaluate the melting temperature of a supercell. These are,

in order of importance, 1) the enthalpy curve method, 2) the Lindemann index method and 3) the
radial distribution function analysis. In the enthalpy curve method, we simply tracked the occurence
of an enthalpy jump as a function of temperature. For comparison purposes, the Lindemann index
(qi) was also calculated to evaluate the melting temperature of the studied systems, it is defined via
the following equation [83]:

qi = 1
N − 1

∑
j 6=i

√〈
r2
ij

〉
− 〈rij〉2

〈rij〉
(1)

Where rij is the distance between atoms i and j, N is the total number of atoms in the simulated cell,
and the brackets 〈〉 indicate time averaging at a given temperature. This adimensional index computes
the individual atomic mobility through an indirect measurement of the mean-square displacement
(MSD). A transition from a solid to a liquid state induces a sharp increase of this index as the long
range symmetry of the solid is destroyed, allowing much more mobility to the atoms in the liquid state.

Figure 5 shows the application of method #1 and #2 to the evaluation of the melting temper-
ature of an FCC aluminum supercell. It confirms that both the enthalpy jump and the Lindemann
index jump occur at the same temperature. It is to be noted that the Lindemann index evaluation
is computationally expensive when compared to the direct enthalpy method. Because of the lower
computational overhead, the enthalpy method was used in most cases and was confirmed with the
Lindemann index when necessary (i.e. due to unique structures or melting dynamics impacting the
enthalpy curve).

2.3. Detailed description of the MD melting/solidus evaluation methods
2.3.1. Vacancy/void method

It is known that a defect-free lattice mechanically melts at a much higher temperature than its
experimental value in classical MD simulations. One basic approach to estimate the true melting
temperature (Tb) is to simply convert the perfect-lattice melting temperature (Tt) via the thermo-
statistical relationship proposed by Belonoshko et al [86], which is defined as follows:

Tb = Tt
ln(2)

3 + 1
(2)

A more thorough approach is to introduce defects in the simulated supercell. The conventional
void/vacancy method is well documented [52, 53, 54]. It is the most used MD methodology to rapidly
assess the melting temperature of solid structures. Previous works indicated that the void size dis-
tribution was not a critical parameter when simulating the melting of argon solid structures [52]. A
plateau of the melting temperature as a function of vacancy concentration was also proposed [52].
The implementation of this method is simple in comparison to other methods presented in this paper.
Many strategies can be used to introduce vacancies in an initially perfect solid supercell. It is to be
noted that few studies in the literature carefully study the effect of the initial configuration on the
results of such classical MD simulations, although it is of fundamental importance and at the heart of
high quality simulations [13]. The simplest approach is to randomly remove a specific number of atoms
to generate an initial configuration to be melted. The generation of such random initial configurations
should be repeated several times in order to evaluate more precisely the melting temperature of a
structure with a given concentration of vacancies. It is important to note that these new methods have
the goal of reducing the activation energy to melting in a dynamic process, and can require a high
vacancy concentration. The danger of this method is reducing so many atoms that their removal and
following restructure will cause a variation of the lattice’s cohesive energy. In our work, atoms were
removed from solid supercells in order to have an atomic concentration of vacancies ranging from 0%
to 10%. In many metals and alloys, such a high concentration of vacancies is never experimentally
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Figure 5: Comparison of the enthalpy method and the Lindemann index method for the evaluation of the melting
temperature of a FCC aluminum supercell upon heating and cooling. Colors in the supercell structures are a filter
showing local order, which was computed using the Polyhedral Template Matching (PTM) analysis [84] implemented
in Ovito [85]. Green is used to identify aluminum atoms with an FCC local ordering. The change of color from green
(FCC) to blue (BCC), red (HCP) and yellow (ICO) is an indication of local melting.

reached. Therefore more vacancy configurations were generated for concentrations below 3%. More-
over, we found that higher concentrations of vacancies didn’t have a noticeable impact on the resulting
melting temperature (which started to plateau and then numerically fail by collapsing into itself above
this concentration). As it will be presented in this work, the melting mechanism of solid supercells
in classical MD strongly depends on the local structure of vacancies within the crystal structure. In
order to better understand and quantify this effect, we considered the creation of four different types
of vacancy structures, i.e. random vacancies, perfectly-ordered vacancies, splitting-void vacancies and
single-void vacancies. In the last two approaches, vacancies are clustered to generate a single large void
within the supercell. Fig. 6 displays an example for each type of vacancy structural arrangement for a
vacancy concentration of about 10% (atomic). A brief description of each approach is presented below:

Random vacancies method
An example of such a random vacancy distribution is presented in the upper left panel of figure 6. All
the trend-lines obtained from this method will show error-bars because of the random nature of the
approach. The LAMMPS’s delete atoms function using distinct seeds to randomly choose the sites
of the lattice to remove atoms was used. Each vacancy concentration simulation was run 11 times
to quantify the uncertainty associated with the simulations of of randomly distributed vacancies. For
high-order systems, the total computational cost to evaluate the error of each simulation was too high

11



Figure 6: Visualisation of vacancy distribution for pure FCC-Al 10x10x10 lattices, red particles total 10% of their
respective simulation’s total number of atoms and are deleted when simulation starts, generating vacancies.

to systematically quantify their uncertainty.

Perfectly distributed vacancies method
In this approach, specific atomic sites are periodically targeted until the vacancy concentration is
reached. This results in a perfectly ordered vacancy lattice as presented in the upper-right panel of
figure 6. The goals of this method were to avoid the presence of di-vacancy defects and to precisely
control the local atomic environment in the supercell.

Splitting-void vacancies method
This method consists in creating an infinite void of a specific thickness in the initially perfect supercell.
This is done by removing entire layers of atoms in order to reach both sides of at least one boundary
layer as presented in the lower left panel of figure 6. This way, the void is infinitely spread through this
boundary layer. Such a configuration leads to the creation of two surfaces with atoms having a fraction
of their original nearest neighbors while the local ordering of the bulk atoms remain unchanged. This
creates first and second nearest neighbors vacancies for the atoms near the surface of this void.

Single-void vacancies method
The single-void method is very similar to the previous splitting-void approach. The main difference is
that the prism-shaped void is created within the bulk supercell far from its boundary layers as shown in
the lower right panel of figure 6. This void will always be in the same shape as the domain, since most
domains are cubic, the single-void is also in a cubic shape. This way, the single void which creates
six distinct surfaces within the supercell replicates itself periodically via the imposition of periodic
boundary conditions in all directions.
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The direct consequence of the application of these different methods to introduce vacancies/void
is an increase of the internal energy of the simulated lattice when compared to the perfect lattice.
The sum of simulations launched using these vacancy application techniques cost approximately 60
core-years.

2.3.2. Interface method
In the interface method, a liquid supercell is put in contact with a solid supercell that propagates

in the solid or liquid part of the merged supercell as a function of the imposed temperature. As
reported in the literature for many systems [53, 54], the melting front can rapidly propagate without
requiring atomic diffusion because of the rapid destruction of the long range order symmetry via a sum
of local atomic rearrangement. In this work, the simulation setup works by creating a solid rectangular
prism simulation box. Then the entire simulation box is heated to the target temperature. At this
stage, half of the simulation box is heated far above the melting temperature via NPT simulations.
In this region of the simulation box, the supercell is allowed to equilibrate/relax its volume via lattice
contraction/expansion in the direction perpendicular to the interface only. Once melted, this region
is brought back to the same temperature. The entire simulation box is finally equilibrated over a long
simulation time of 1.0 ns [60]. This process is performed at multiple temperatures in order to evaluate
the melting temperature of the system. This setup of the simulated interface is the main difficulty of
this approach. The splitting of the simulation box into two distinct regions causes a discontinuity in the
periodic boundary conditions. A finely tuned approach is required to avoid numerical instabilities that
would prevent the construction of an interface in equilibrium. Running the sum of these simulations
cost approximately 40 core-years.

2.3.3. Grain method
The concept of this method is to mimic typical microstructures of metals and alloys which often

feature equi-axed grains, such simulations have been previously used to try to give new applications
to nanoalloys [87]. In this case, grain boundaries are the planar defects that promote the mechanical
instability at the origin of melting. Examples of such nano-grains structures are presented in Fig.
7 for FCC Al-10Zn structures. Zn atoms were randomly distributed throughout the lattice with no
consideration on their location relative to the created grain boundaries. These nano-grains supercells
were created using a Voronoi tesselation method implemented in the QuantumATK R-2020.09-SP1
software [88]. This grain method is computationally intensive due to the very high number of atoms
which is required when increasing the size of the grains (the highest system size reached 13 millions
atoms in our simulations). As it will be shown in section 3.2.4, the increase of the grain size leads
to a higher melting temperature of the system until a plateau temperature is reached which is in
agreement with the previous experimental findings of Noori et al. [48] for pure FCC aluminum. Series
of isothermal/isobaric MD simulations for 1ns were performed to identify the melting temperature of
each solid structure. It was important to start each isothermal/isobaric MD simulation with the same
initial grain structure as grain coalescence occurred in many cases, which led to the formation of a
perfect lattice before its melting. Launching those simulations cost cumulatively approximately 80
core-years.

3. Results and discussions

3.1. Numerical melting of pure metals
3.1.1. Al-FCC

The first metal that was numerically melted with the methodology presented in section 2.1 is alu-
minum in its face-centered cubic structure. Its accepted experimental melting temperature is 660.5oC
(933.65K) [89]. Fig.8 shows the evolution of the melting temperature of simulated Al structures as
a function of the vacancy concentration for different melting methods. As a comparison basis, the
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Figure 7: Creation of simulated cubic Al-10 at% Zn lattice with microstructural defects used to simulate results shown
in fig. 14. Color in pictured lattices show local arrangement at lattice creation, green shows FCC, the grain arrangement
of the lattice, the coloured areas in between FCC grains being grain boundaries. The bigger the dimension of the system
the less grain boundaries are an important fraction of the lattice, with diminishing returns.

melting temperatures obtained from 1) a critical CALPHAD assessment, 2) the thermodynamic equa-
tion formulated by Belonoshko et al. (i.e. application of eq.2) and 3) the interface method are shown
as horizontal lines. The virtually perfect agreement between the interface method and the assessed
melting temperature is an indication of the quality of the parameterization strategy of the Al inter-
atomic potential of Lee et al. [38]. The melting temperature of the perfect lattice without vacancies
(i.e. 1135K) is presented as a star on this figure. The first striking feature is the wide variation of
the melting temperature curve for the random distribution method. The evaluated melting tempera-
ture decreases up to a concentration of about 3% of vacancies, after which the melting temperature
increases again to values close to the perfect lattice melting. A similar behavior is obtained for the
perfectly ordered vacancies method. This trend is explained by the dissipation and agglomeration
of vacancies originally introduced in the supercell at 0K via a local rearrangement of atoms which
energetically stabilizes the supercell. This local atomic rearrangement is energetically favored above a
certain vacancy concentration which increases the mobility of atoms within the supercell. The vacancy
clustering effect induces an almost-linear increase of the molar volume as a function of the vacancy
concentration as seen in figure 8. These volumes were taken from the results of randomly distributed
vacancies simulations. Results show that the vacancy concentration (alternatively the single-void size)
only impacts the energetics of the solid state.

14



0 1 2 3 4 5 6 7 8 9 10

% Vacancies

900

950

1000

1050

1100

1150

1200

M
e
lt
in

g
 T

e
m

p
e

ra
tu

re
 (

K
)

10.7

10.8

10.9

11

11.1

11.2

11.3

11.4

M
o
la

r 
V

o
lu

m
e
 a

t 
1
0

5
0

K
 (

c
m

3
/m

o
l)

Critical Assessment (CALPHAD)

Random

Perfectly Ordered

Splitting-void

Single-void

Thermodynamic Equation

Interface Method

No Vacancy

Experiment

Molar Volume at 1050K

Figure 8: Melting behavior of pure Al-FCC as a function of the vacancy concentration (atom %) for different vacancy
methodologies using an intially perfect supercell of 4000 atoms. The y-axis on the right shows the evolution of the molar
volume of the supercell at 1050K as a function of the vacancy concentration for the random voids method. Experimental
result taken from [90].

3.2. Numerical melting of binary metallic solids
This section presents the application of different MD melting approaches to several types of binary

solid structures such as congruently melting and peritectically melting stoichiometric compounds, as
well as partially ordered and disordered solid solutions. Moreover, we attempted to predict/evaluate
the liquidus and solidus lines for an entire binary phase diagram (Al-Zn) via the interface method.
Finally, we explored the grain method for the representation of the melting of an Al90-Zn10 FCC-
disordered solid solution. In the case of binary compounds, it is important to mention that the
introduction of vacancies shifts the chemical composition of the system unless specific rules are applied
to stoichiometrically remove atoms in the supercell. For intermetallics accepting large quantities of
defects (such as the AlLi-B32 phase), vacancies may also occupy preferential sites or may be randomly
distributed in the structure. Therefore, we provided the resulting chemical composition of the supercell
when required. We also explored the introduction of vacancies on specific lattice of these crystal
structures.

3.2.1. Congruent melting intermetallics: Al3Zr-D023/L12/Disordered-FCC
The melting behaviour of the Al3Zr compound in the D023 (thermodynamically stable) and L12

(metastable) structures as well as in its FCC disordered state has never been systematically studied in
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Figure 9: Melting temperature evaluation of Al3Zr compounds (with the L12, D023 and FCC disordered structures)
using the vacancy method for supercells containing between 4000-4800 atoms (see table 2). Experimental result taken
from [91].

classical molecular dynamics. The available atomistic studies which explored the energetic behavior of
this compound in the context of alloy solidification [92], heterogeneous nucleation [93, 94] and property
evaluation [95, 96] were mostly performed through first principle calculations or MC simulations. When
precipitation of the Al3Zr compound occurs, it has been found that studying its behavior is challeng-
ing due to its heterogeneous nucleation at low supersaturation while high supersaturation cannot be
achieved due to its nature, the stable D023 structure is the only Al3Zr structure that precipitates if it is
given enough annealing time [94] while the L12 structure requires a lower treatment temperature and
holding time [97]. The evolution of the first-nearest neighbor fractions for each structure (before and
after the introduction of vacancies) used in our simulations is reported in table ??. Fig. 9 compares
the melting temperature using the vacancy method of Al3Zr in the L12 (panels A,B and C), D023
(panels E and F) and FCC-disordered structures(panel D) starting with perfectly ordered supercells as
described in table 2. Experimental results have shown that in both the D023 and L12 phases, defects
are uncommon and most commonly planar defects [97]. A striking feature of these melting curves
is that the introduction of random vacancies within the lattice of the ordered Al3Zr-L12 structure
drastically lowers its melting temperature. The predicted melting temperature of the perfect lattice
(0% vacancy) is in fact already close to the melting temperature obtained from computational thermo-
dynamic calculations performed with the FTlite database of the Factsage software (i.e. about 1720K).
These are clear indications that this solid structure is significantly destabilised by vacancies which is
in agreement with the stoiochiometric nature of this line compound [98]. Two supplementary series
of MD simulations were performed to analyze how the introduction of vacancies on specific lattice
sites modulates the melting temperature of this structure. At low vacancy concentration (i.e. below
3%), the preferential removal of Al (panel B) and Zr (panel C) leads to similar melting temperature
depletion. Above this concentration, the removal of Zr atoms within the supercell has a more pro-
nounced effect on the melting temperature than for the removal of Al atoms. The evolution of the
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melting temperature of the Al3Zr FCC-disordered solid solution (panel D) is not too impacted by the
introduction of vacancies even up to concentration as high as 10%.

The Al-Al bonds are much weaker than the Al-Zr and Zr-Zr bonds (which are the strongest inter-
actions in this compound). The removal of Zr atoms (which are involved in the more energetic Al-Zr
and Zr-Zr bonds) will naturally decrease the energetic stability of Al3Zr compounds more than the
removal of Al atoms (which are involved in the less energetic interactions). This figure also shows
the distribution of 1NN interatomic distances which was obtained from a sampling of all the Al3Zr
structures (listed in table 2), from their perfectly ordered structures up to their solid state prior to
melting (no special weighting functions used to favor some configurations). The average first nearest
neighbor distance lies between the equilibrium interdistance of Al-Al and Al-Zr bond, skewing towards
Al-Zr. This is explained by the high Al-Zr pair fraction for all the crystal structures of this compound
Zr-Zr 1NN bonds are only present in the FCC disordered structure or in ordered supercells with high
fraction of vacancies. This low pair fraction reduces the energetic impact of Zr-Zr bonds on the melting
of these structures.

3.2.2. Peritectic melting intermetallic: Al4Cr
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Figure 10: Melting behavior of pure Al4Cr for different methodologies of applying vacancies with 5104 atoms. Experi-
mental result taken from [99].

According to the work of Fan [71, 100], the ω-Al4Cr phase is the most stable Al4Cr phase at
high pressure, transitionning from the µ-phase, a peritectically melting intermetallic [100, 101]. This
stability was found to allow the structure to accept the presence of defects [71]. Fig. 10 shows the
evolution of the melting temperature of this compound as a function of the concentration of vacancies.
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Contrary to all the Al3Zr ordered compounds presented in section 3.2.1, the melting temperature of the
Al4Cr intermetallic is not much impacted by the introduction of vacancies in its perfect structure. The
melting temperature of the perfect lattice is lower than with vacancies,this is because the ω − phase
[71] is unstable and the presence of vacancies allows it to restructure itself. This was confirmed with
additional tests on the Al4W structure (Materials Project id-30336) using the Al-Cr potential, which
did not display this behavior. The interface method displayed the best prediction of the melting point
because this method bypasses this structure’s ability to accept lattice defects.

3.2.3. Ordered solid solution with a wide solubility range: AlLi-B32 solid solution

Figure 11: Melting behavior of pure AlLi for different methodologies of applying vacancies with 5488 atoms. Green
section shows normal quantity of vacancies in the AlLi lattice in AlLi-B32 phase, which is mostly present in the sites
where Li should be located. Experimental result taken from [102].

The AlLi phase has a B32 structure [103, 104, 105] and presents a large solubility range extending in
both Li-rich and Al-rich composition at high temperature and mainly in the Al-rich at low temperature
[106]. It is the stable phase that saturates the Al-FCC matrix at equilibrium. Under aging conditions
typically imposed after a solution heat treatment and quenching steps, the Al3Li-L12 phase which is
coherent with the Al-FCC usually precipitates first. The energetic behavior of the AlLi-B32 phase
is conventionally described via the compound energy formalism via a two-sublattice model. In this
thermodynamic model, Al and Li are allowed to occupy the first sub-lattice while the second sublattice
either hosts Li atoms or vacancies. The vacancy concentration at the congruent melting of the B32
phase is 6% (molar) while a maximum vacancy concentration of 10 % is calculated [107]. Fig. 11
confirms that the melting temperature of AlLi-B32 is underestimated by more than 100K when a
perfect lattice is used in MD simulations. Two scenarios were explored in this figure for the introduction
of vacancies: In panel A, vacancies were equally distributed between the Al and Li sites of the B32
structure while panel B shows the results of the simulations when 90% of the vacancies are introduced on
Li sites. Vacancy concentrations up to 25% (molar) were tested in both scenarios since large fraction of
these defects are experimentally observed for this structure. According to this figure, the site occupancy
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of vacancies plays in important role to describe the melting of this solid solution. Indeed, the simulation
results considering 90 % of the vacancies within the Li sites (Figure 11.B) indicates that most of the
vacancy methodologies converge towards the thermodynamic melting temperature (black dashed line).
The concentration of vacancies to be introduced in the supercell to reproduce the experimental melting
temperature is more than the one calculated from our thermodynamic calculations (green shaded zone
in 11.B). In fact, even the addition of 25% of vacancies is not sufficient to reach the experimental melting
point of this intermetallic. The interface method considerably underestimates the melting point as the
chemical environment for void sub-lattices is not integrated within that approach. Therefore, MD
simulations must consider vacancies to properly describe solid solutions and to be consistent with their
classical thermodynamic modeling.

3.2.4. Disordered solid solutions: FCC solutions of the Al-Zn system
Zinc is an essential alloying element at the heart of the development of aluminum alloys of the

7000 series [108, 109]. It has a maximum solubility of 16 wt. % at 374oC in the Al-FCC solid solution
and forms intermetallics when Mg (such as the MgZn2) and Cu are added to the alloy [110]. Al-Zn
interactions are not energetically favorable when compared to Al-Al and Zn-Zn interactions which
is at the origin of the immiscible behavior in the Al-rich side of the FCC solid solution. At high
temperature, configurational entropy effects dominate and stabilize the presence of Zn in the Al-FCC
disordered solution. Zn additions can go up to 10 % (by weight) in the 7000 series [111][112], which is
the first composition we studied for this system in our work. The Al-Zn phase diagram being simply
defined by three disordered solutions (i.e. the Zn-rich HCP, the Al-rich FCC and the liquid disordered
solutions), we also explored in this section the possibility to obtain/predict the melting behavior for
the entire composition range via the interface method considering both random and distinct chemical
composition for the solid and liquid zone of the supercell. Finally, we complete this work by studying
the effect of considering FCC grains of different sizes on the melting of an alloy containing 10 at.% of
Zn.

Void method. Fig. 12 shows the evolution of the melting temperature of an Al90Zn10 (weight)
disordered FCC solution. It shows that the single-hole vacancy method reaches the liquidus tempera-
ture obtained from FactSage thermodynamic calculations at a vacancy concentration of around 6-10%.
The reduction of the melting temperature induced by the introduction of vacancies with our proposed
strategies is similar to the one for pure Al-FCC at low concentration. At high vacancy concentra-
tions, the stabilization of the supercell by vacancy agglomeration when using the random distribution
method is not observed. The presence of non-energetically favorable Al-Zn and Zn-Zn interactions in
the supercell are at the origin of this behavior.

Interface method. The possibility to obtain entire phase diagrams from series of classical MD simu-
lations is attracting as it greatly reduces the amount of experimental work to be performed and provide
access to melting properties of multicomponent systems. A recent study by Haapalehto et al. [114]
presented the application of semi-grand canonical Monte Carlo (SGCMC) simulations to evaluate the
liquidus and solidus lines in the Al-rich side of the Al-Cu binary phase diagram. This method involves
the modulation of the chemical composition of the supercell for some imposed chemical potential to
the Monte Carlo method to ultimately construct Gibbs energy curves. It is the most common method
used to generate liquidus/solidus data of binary systems [115], but is highly sensitive to the inter-
atomic potential used. Other recent studies proposed MD approaches based on the interface method
to evaluate liquidus/solidus lines [116].

The Al-Zn system is a good benchmark example as its phase diagram shows phase equilibrium
regions involving only disordered solutions, i.e. the FCC, HCP and liquid. Moreover, the enthalpy of
mixing in the solid state presented in the supplementary material (Fig. S3) is slightly positive and is
easily overcome by configurational entropy effects above 600K. Therefore there should be no chemical
short range ordering favored during our MD simulations.

From a structural evolution and energetic perspective, the mechanism that leads to the melting
of such multicomponent system is drastically different from the one for its solidification. As reported
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Figure 12: Melting behavior of FCC-disordered AlZn with 10% at. weight Zn, for different methodologies of applying
vacancies with 4000 atoms. Dashed line represents the liquidus temperature. Experimental result taken from [113].

by Glicksman [117], melting can be viewed as a lattice vibrational instability that breaks the long
range order symmetry almost instantaneously. This leads to the formation of a liquid phase of higher
enthalpy than the parent solid structure. During solidification, local ordering of atoms can form
aggregates of distinct composition which are precursors for the formation of solid structures of lower
enthalpy. In MD simulations, it has been shown that local/medium ordering can ultimately lead
to a complete solidification process without the occurrence of a complete first-order transition. In
the interface method, melting is observed by the rapid progress of the solid/liquid interface toward
the solid zone of the supercell. The diffusion being limited in the solid state (especially for perfect
structures), it is difficult to reach local composition of the first liquid to form in conditions such as the
one presented in Figure 13 (since there is no chemical driving force to obtain this distinct chemical
composition). Therefore, MD simulations performed in order to obtain the melting properties via the
interface method with an homogeneous composition for both the liquid and the solid will not allow the
evaluation of the solidus of the system. At best, it provides a phase transition temperature close to
the liquidus line above which the liquid that forms has the bulk composition of the system. To be able
to evaluate both the liquidus and the solidus, distinct composition and weight fraction of the solid and
of the liquid zones need to be considered. In this work, we explored the conditions provided by the
calculated Al-Zn phase diagram obtained using the FTlite database of FactSage. The composition of
the solid and liquid (as well as their weight fraction) for a system in the liquid-FCC 2-phase region were
obtained from the phase diagram and used to construct the hybdrid supercell. The lattice parameter
of the resulting simulated domain was scaled as a function of the composition based on a simple mixing
rule using aluminum and zinc lattice constants in the FCC structure. Fig. 13 shows three distinct
examples of the supercell constructed based on phase diagram data for a 50-50 at.% composition. The
temperature range of the biphasic domain was split in 5 equidistant zones which allowed to modulate
the fraction of liquid and solid in the supercell as well as their individual composition. The interface
method as described by Watt et al. [60] was then applied. The results for both strategies are also

20



reported in figure 13. The traditional interface method involving the same composition for the liquid
and the solid regions provides an evaluation of the liquidus line while the customized interface method
with variable composition and phase fraction provides an evaluation of the solidus line. We believe this
is because the adequately organized structure helped the simulation melt at a lower temperature that
globally fit the solidus line. In our simulations, the analysis of the enthalpy, of the Lindemann index
and simulation snapshots were used to determine the accurate temperature of the phase transition.

Figure 13: Creation of composition interfaces for an AlZn alloy at 50% Al globally. Grey particles represent Al atoms and
brown particles represent Zn atoms. Each coloured bar shown is at a given temperature used to create the chosen system.
Also shown are results of the simulation of the Al-Zn system with this composition interface methodology, compared to
the same average compositions with the traditionnal interface method. Points with circle markers are marked differently
to show they were created with an FCC microstructure despite theoretically requiring an HCP microstructure.
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Grain method. The last strategy used in our work to explore the melting in classical MD was
linked to the creation of equiaxed nano-grain structures. Contrary to real macroscopic structures, we
did not enrich grain boundaries with solute atoms (in this case Zn). We used instead homogeneous
composition for each grain (including the grain boundaries). We therefore expected to predict the
liquidus temperature for the imposed composition. Since the simulated lattices described in fig. 7 are
of a single grain and neighboring grain boundaries when considering periodic boundary conditions,
MD results were compared to nanoparticle melting temperatures. The grain size for the MD tests was
programmed as an equivalent of the simulation size (l); therefore, the radius of grains was approximated
as l/2 in Fig. 14. Figure 14 shows the evolution of the melting temperature of the supercell as
a function of the size of the nanograins/nanoparticle considered in the simulations. Experimental
results of melting depression for Al nanoparticles are also displayed in fig. 14. Al particles were
chosen thanks to their similarity and due to a lack of data for Al-10Zn nanoparticles. Note that the
melting temperature plateau that can be observed at different sizes are not the result of the melting
dynamics like in previous simulations, but are the result of the incredibly high computational costs of
this methodology, reducing the temperature resolution of simulations.

A closer inspection at the simulation dynamics revealed that melting began at the grain boundaries
between simulated grains, which is in accordance with the known melting dynamics of experimental Al-
Zn samples [118]. For grain radius (r) < 10 nm, the melting point is considerably reduced as the grain
radius is decreased, this behavior is explained by the non-distinction of grains and grain boundaries
at the nanoscale. By contrast, when r > 15 nm, the melting depression follows an equivalent trend as
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the one experimentally observed in aluminum nanoparticles [119, 120]. It is interesting to note that
the ∆Tm between bulk samples of Al (red brown dashed line) and Al-10Zn (purple dashed line) is
also roughly observable between simulations of Al-10Zn (blue solid line) and experimental results of
Al (yellow and orange solid lines) for r < 4 nm.

Despite the low temperature resolution in our tests, it is demonstrated that melting-point pre-
dictions with the grain method (blue solid line) properly converges to the bulk melting temperature
(purple dashed line). These results show the potency of classical MD for studying multicomponent
nanoparticles. One of the most interesting aspects of this methodology is that there is no risk of neg-
atively impacting the cohesive energy of the lattice by using microstructural defects, since at a high
enough cell volume the melting temperature will tend towards the same value as in simulations with
simpler methodologies, at a much higher computational cost however.
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4. Conclusion and perspectives

A comprehensive study on current classical MD approaches for melting temperature determination
has been performed. The inspected procedures were 1. the void method, 2. the interface method, and
3. the grain method. The so-called void method has been extended to illustrate the effect of the vacan-
cies’ spatial distribution (within the initial crystal) on the solid-liquid phase transition. The interface
method displayed the best melting point prediction for Al-FCC and for two binary compounds : Al3Zr
D023 and ω-Al4Cr. Nevertheless, results from the AlLi-B32 simulations revealed the importance of
the chemical environment for void sublattices. More precisely, it has been shown that the stability of
this phase is increased by specifically imposing vacancies within Li-sites. This is in agreement with the
free-energy modeling of this phase within thermochemical packages. Moreover, the prediction of the
melting point using vacancy-based methodologies within Li sublattices led to convergence to the ther-
modynamic melting (critically assessed value). Lastly, the grain method provided an appropriate trend
on the melting behavior for the Al-10at%Zn alloy. However, it was shown that large simulation boxes
are required to properly simulate the melting with this procedure, causing a high computational cost.
Based on this study, we provide the following practical recommendations for classical MD simulations:

• For pure FCC metals, the melting temperature (Tm) can be accurately predicted by the ther-
modynamic equation of Belonshko, which only requires a straightforward melting simulation of
a crystal with no defects. Prediction of Tm using the interface method is also precise when com-
pared to classical thermodynamics; however, its implementation demands more simulation steps
and challenges compared to the Belonshko methodology.

• Tm was better estimated for congruently melting metals when using the no-defect low-temperature
crystallography as the initial configuration for a melting test.

• For peritectic melting stoichiometric line compounds the interface method best evaluates Tm as
the structure would otherwise not be significantly impacted by vacancies from the void method,
overestimating the melting temperature.

• That the interface method, when appropriately setup and equilibrated, is suitable to model the
solidus and liquids lines of binary alloys if the crystallographic reference state of pure elements
provides a broad miscibility of the alloying element to form stable solid solutions (e.g. the Al-Zn
system). However, it fails when describing the melting of solid solutions that naturally contain
vacancies as reported in their critically assessed modeling (computational thermochemistry).

• For high-order solid solutions accepting high amounts of vacancies (e.g. the AlLi-B32), local
regions with specific vacancy sublattices should be implemented as they are the initiation sites
for the melting process.

• That the grain method is able to describe the melting point depression, and therefore it becomes
a powerful MD approach for designing metallic nanoparticles.
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9. Appendix: Force field formalism and development

The Second Nearest-Neighbor Modified Embedded-Atom-Method (2NN-MEAM) [121, 40, 38, 122]
was used to modulate the interatomic interactions in our work. Force fields based on the 2NN-MEAM
formalism are some of the most reliable models to describe metallic systems [34, 123, 96, 124, 37].
Total energy with the 2NN-MEAM formalism is defined by two contributions; an embedding function
(F ) and a pair potential function (φij) [122]:

E =
∑
i

F (ρ̄i) + 1
2
∑
i 6=j

Sijφij(Rij)

 (3)

Where ρ̄i is the background electron density at the site of the i-th particle and Rij is the distance
between particles i and j. Sij stands for the screening factor between atoms i and j. The embedded
function is given by:

F (ρ̄i) = AEc
ρ̄i

ρ̄0
ln( ρ̄i

ρ̄0
) (4)

Where A is a specific adjustable parameter of the MEAM formalism. Ec is the cohesive energy and
ρ̄0 is the background electron density of the reference structure. The background electron density (ρ̄i)
is related to the angular dependent partial electron densities, ρ(k)

i , and to the weighting parameters,
t(k), via equations 5 and 6.

ρ̄i = ρ
(0)
i

2
1 + e−Γi

(5)

Γi =
3∑
k=1

t(k)

(
ρ

(k)
i

ρ
(0)
i

)2

(6)

The atomic electron density is introduced as an exponentially-decaying function with respect to
distance [40, 125]:

ρa(h)(R) = ρ0e
−β(h)(R/re−1) (7)

Where ρ0 is a scaling factor, β(h) are adjustable parameters, and re is the nearest neighbor distance
of the reference structure. For more details about the partial electron density expressions related to
ρa(h)(R), the reader is referred to the work of Lee et al. [40].

The pair potential function is estimated using the following equation:

φij(Rij) = ψ(Rij) +
∑
n=1

(−1)n(Z2S/Z1)nψ(anRij). (8)

Where Z1 and Z2 are the number of first and second nearest-neighbor atoms, respectively. a is the
ratio between the second and first nearest neighbor distances, S is a screening function on the second
nearest-neighbor interactions and ψ(Rij) is pair function obtained with the following equation :

ψij(Rij) = 2
Z1
{Eu(Rij)− F (ρ̄0(Rij))} (9)

The total energy per atom, Eu(Rij), is obtained from the universal equation of state [126]:

Eu (Rij) = −Ec
(

1 + a∗ + da∗
3
)
e−a

∗
(10)

With a∗ = α(Rij/re − 1) and α =
(

9BΩ
Ec

)1/2
. Where d is an adjustable parameter. Ec is the

cohesive energy, re is the equilibrium distance, B is the bulk modulus, and Ω is the equilibrium atomic
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volume of the reference structure.
Finally, The many-body screening function (Sij in equation 3) is calculated via equations 11 and

12 [122].

Sij =
∏
k 6=i,j

Sikj (11)

Sikj = fc

[
C − Cmin

Cmax − Cmin

]
(12)

Where the triplet “ikj” represents the ij pair being screened by a third neighbor k. fc is the
smooth cutoff function [40]. Cmin and Cmax are the limiting values of C (equation 13), which is a
geometrical parameter derived from the ellipse’s equation between the ij pair, and varies according to
the i− k and k − j distances (Rik and Rkj , respectively).

C = 2(Xik +Xkj)− (Xik −Xkj)2 − 1
1− (Xik −Xkj)2 (13)

with Xik = (Rik/Rij)2 and (Xkj = (Rkj/Rij)2.

The optimized parameters to describe the pairwise interactions of pure metals (via the 2NN-MEAM
formalism) are presented in Table 3. They were obtained from the literature [38, 41, 40, 76, 37, 77].

Table 3: 2NN-MEAM potential parameter sets for pure elements. Units for cohesive energy Ec, equilibrium nearest-
neighbor distance re and bulk modulus B are eV, Å, and GP a, respectively.

Ref. Structure Ec re B A β(0) β(1) β(2) β(3) t(1) t(2) t(3) Cmin Cmax d
Al [38] FCC 3.36 2.86 79.39 1.16 3.20 2.60 6.00 2.60 3.05 0.51 7.75 0.49 2.80 0.05
Zn [41] HCP 1.09 2.77 70.50 0.70 3.50 3.00 0.00 2.00 3.00 6.00 -10.00 1.00 2.80 0.05
Cr [40] BCC 4.10 2.50 190.08 0.42 6.84 1.00 1.00 1.00 0.30 5.90 -10.40 0.78 2.80 0.05
Zr [76] HCP 6.36 3.20 96.77 0.68 2.45 1.00 3.00 2.00 6.30 -3.30 -10.00 1.00 1.44 0.00
Zr [37] BCC 6.29 3.10 89.99 0.95 3.30 1.00 1.00 1.00 5.80 -0.35 -1.30 0.25 2.80 0.00
Li [77] BCC 1.65 3.02 13.30 0.95 1.65 1.00 4.00 1.00 2.30 5.00 0.50 0.16 2.80 0.05

The 2NN-MEAM parameters for binary interactions for Al-Zn, Al-Zr (with the HCP-allotrope
for Zr), and Al-Li are presented in Table 4. The validation of these force fields to the description
of solid and liquid phases are presented in the Electronic Supplementary Information (ESI) of this
work. For liquids, the enthalpy of mixing curves was analyzed to determine the accuracy of the 2NN-
MEAM interatomic potential. For solids, the enthalpy of formation at the ground state was evaluated.
These thermodynamic properties were systematically compared with available experimental data, first
principle calculations, and classical thermodynamics calculations (ESI). The Al-Cr and Al-Zr (with
the Zr-BCC reference) force fields were obtained from the literature [37]
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Table 4: 2NN-MEAM potential parameter sets for binary A-B interactions (A=Al and B=Zn,Zr,Li). Units for cohesive
energy Ec, equilibrium nearest-neighbor distance re and bulk modulus B are eV, Å, and GP a, respectively. Note that
the screening parameters are displayed according to the KISSMD format, i.e. Cmin,max(i − k − j) (with the ij pair
screened by k). When using the LAMMPS package, they should be adjusted as Cmin,max(i − j − k).

Al-Zn Al-Zr (with Zr-BCC) Al-Li
Reference Al3Zn (L12) Al3Zr (L12) AlLi3 (L12)

Ec 2.768 4.575 2.180
re 2.837 2.911 2.943
B 75.0 99.0 30.0

Cmin(A−B −A) 0.81 0.16 0.16
Cmin(B −A−B) 0.81 0.64 0.49
Cmin(A−A−B) 0.25 0.81 0.30
Cmin(A−B −B) 0.25 0.81 0.30
Cmax(A−B −A) 2.80 1.44 2.80
Cmax(B −A−B) 2.80 2.80 2.80
Cmax(A−A−B) 2.80 2.80 2.80
Cmax(A−B −B) 2.80 2.80 2.80

d 0.05 0.0375 0.05
ρA0 : ρB0 1:1 1:1 1:1
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