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ABSTRACT Future integrated terrestrial, aerial, and space networks will involve thousands of low-Earth-
orbit (LEO) satellites, which will form a network of mega-constellations. These mega-constellations will
play a significant role in providing communication and Internet services anywhere, at any time, and for
everything. Due to the large scale and highly dynamic nature of future LEO satellite networks (SatNets),
their management will be a complicated process, especially the aspect of mobility management and its two
components: location management and handover management. In this article, we present a comprehensive
and critical review of the state-of-the-art research in location management for LEO SatNets. First, we give
an overview of the Internet Engineering Task Force (IETF) mobility management standards (e.g., Mobile
IPv6 and Proxy Mobile IPv6) and discuss the limitations of their location management techniques for
future LEO SatNets. We highlight the mobility characteristics of future LEO SatNets and their challenging
features, and we describe two unprecedented future location management scenarios. A taxonomy of existing
location management solutions for LEO SatNets is also presented with solutions classified according to
three approaches. The “Issues to consider” section draws attention to critical points related to each of the
reviewed approaches that should be considered in future LEO SatNets location management. To identify
the research gaps, the current state of LEO SatNets location management is summarized. Noteworthy
future research directions are recommended. The article provides a road map for researchers and industry
to shape the future of location management for LEO SatNets.

INDEX TERMS Satellite networks, mega-constellation, LEO, mobility management, location management.

ABBREVIATIONS
3GPP 3rd Generation Partnership Project
AP access point
APSO accelerated particle swarm optimization
AR access router
BA binding acknowledgment
BCE binding cache entry
BS base station
BU binding update
CN corresponding node
CoA care-of-address
DAD duplicate address detection
DCPP dynamic controller placement problem

DCT dynamic classified timeout
DMM distributed mobility management
EID end identifier
ETR egress tunnel router
FAR foreign access router
FBU fast binding update
FES fixed Earth station
FMIPv6 fast handovers for Mobile Internet Protocol

version 6
FNA fast neighbour advertisement
GEO geostationary orbit
GS ground station
GSL ground-to-satellite link
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HA home agent
HAPS high altitude platform system
HIP Host Identity Protocol
HMAA home mobile agent anchor
HMIPv6 Hierarchical Mobile Internet Protocol version 6
ICN information centric network
ID identifier
IETF Internet Engineering Task Force
ILNP Identifier Locator Network Protocol
ILP integer linear programming
IoE Internet of Everything
IoT Internet of Things
IP Internet Protocol
IRTF Internet Research Task Force
ISLs inter-satellite links
ITR ingress tunnel router
LA location area
LCoA on link care-of-address
LEO low-Earth orbit
LISP Locator/Identity Separation Protocol
LM location manager
LMA local mobility anchor
MAA mobile agent anchor
MAG mobile access gateway
MAP mobility anchor point
MEO medium-Earth orbit
MIP Mobile Internet Protocol
MIPv4 Mobile Internet Protocol version 4
MIPv6 Mobile Internet Protocol version 6
MN mobile node
NOCC network operation and control centre
OBP on-board processor
PAR previous access router
PBA proxy binding acknowledgment
PBU proxy binding update
PMIPv6 Proxy Mobile Internet Protocol version 6
PRAdv proxy router advertisement
QoS quality of service
RCoA regional care-of-address
RLOC routing locator
RMRS rapid mapping resolution system
RS router solicitation
SatNet satellite network
SCPP static controller placement problem
SDN software defined network
SDSN software defined satellite network
TCAM ternary content addressable memory
TCP Transport Control Protocol
TD topology discovery
TGMS terrestrial gateway mapping server
TSMM timeout strategy-based mobility management
VAC virtual agent cluster
VAD virtual agent domain
VAP virtual attachment point
VHetNet vertical heterogeneous network.

I. INTRODUCTION

WITH the emergence of the Internet-of-Everything
(IoE) paradigm, which involves people, data, intel-

ligent processes, sensors, and devices [1], wireless com-
munication networks are going through an unprecedented
revolution to meet the requirements of IoE global deploy-
ment. It is anticipated that future networks will have to ensure
the provision of communications and computation services
and security for a tremendous number of devices with broad
and demanding requirements in a ubiquitous manner. This
fuels the need for providing broadband Internet connectivity
everywhere on Earth and even within its surrounding space.
Although terrestrial communication networks have witnessed
several significant advances, the coverage of communication
networks is still patchy, particularly in rural and difficult-
to-serve areas (e.g., seas, oceans, polar regions, and high
altitudes). During the COVID-19 pandemic, many people
and companies realized that work can be done remotely
without going to working places. This might encourage an
exodus of people from big cities to rural areas, even after the
pandemic is over. Such a change in population distribution
would require the provision of the Internet in more scattered
spots. Besides providing coverage to rural and difficult-to-
serve areas, the large footprint of satellite networks can boost
the communication capacity for a huge number of terrestrial
users on a flexible basis. This makes satellites ideal for
providing broadcasting or multicasting services. In addition,
satellite networks can offer critical and emergency services
during and after natural disasters.
Recently, several industrial groups and standardization

organizations, including the 3rd Generation Partnership
Project (3GPP), have proposed integrating satellite networks
with 5G and beyond to support seamless and ubiquitous
broadband coverage that would be available at any time [2].
Driven by growing demands for Internet and communica-
tions services, the development of satellite networks has
developed rapidly during the last ten years [3]. This has
been the case especially for low-Earth-orbit (LEO) satel-
lite networks (SatNets), such as the Iridium NEXT system
and the upcoming SpaceX mega-constellations. The objec-
tive is to cover the entire Earth with LEO satellites equipped
with on-board processor (OBP) devices. Such SatNets can
be considered as an extension of terrestrial IP networks or as
a standalone satellite network, where satellites are the data
sources, processors, and consumers [4].
Due to their low altitudes (160-2,000 km), LEO satel-

lites provide low-latency communications in comparison to
medium-Earth-orbit (MEO) and geostationary-orbit (GEO)
satellites. However, the high speed of low-Earth orbits neces-
sitates frequent handovers in communications with ground
stations and users, aerial network entities, and other LEO
satellites [4]. For example, an LEO satellite at 500 km
altitude travels at 7.6 km/s and it takes around ninety-five
minutes to orbit the Earth resulting in a handover every five
minutes approximately. In addition, LEO satellite channels
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FIGURE 1. The scope of this study.

have severe spreading in delay and Doppler shifts on the
transmitted signal (e.g., with different elevation angles, the
Rician K factor may be reduced to as low as 2 dB, and
the delay spread may reach 100 ns). Moreover, a gateway
on Earth has a very limited communication period with
an LEO satellite. Therefore, there is a pressing need for
efficient mobility management protocols to provide seam-
less communication between the satellite networks and the
Internet [5].
IETF introduced Mobile Internet Protocol (MIP) (i.e.,

MIPv4 and MIPv6) and Proxy Mobile Internet Protocol
version 6 (PMIPv6) to provide mobility management in ter-
restrial IP networks. IETF’s IP-based mobility management
protocols aim to maintain the Transport Control Protocol
(TCP) connection between a mobile node (MN) and a static
access point (AP) or base station (BS) while reducing the
effects of location changes of the MN. This is achieved
through the interrelated mobility management components,
namely handover management and location management.
Handover management is the process by which an MN keeps
its connection active while moving from one AP to another.
Location management has two components, location update
which is the process of identifying and updating the logical
location of the MN in the network; and data delivery (i.e.,
routing), which forwards the data packets directed to the
MN to its new location. This study focuses on the location
management side with its two components, location update
(binding update) and data delivery (routing), as described in
Figure 1.
Due to the differences between terrestrial networks and

SatNets in terms of topology, processing power, and com-
munication links, the application of standard IP mobility
management protocols—and more specifically their loca-
tion management techniques—to satellite networks has some
drawbacks [3]. IETF’s IP-based location management tech-
niques were designed to manage the logical location of MNs
(terminals) and deliver their data to wherever they move.
However, in LEO SatNets, both terminals and BSs (satel-
lites) move, which creates new challenges that cannot be
fully addressed using existing IETF location management
techniques. In addition, IETF location management tech-
niques are intended to work in centralized units that manage
both control and data traffic (i.e., routing) [6]. As a result,

IETF location management techniques have poor scalabil-
ity and may create processing overloads in core network
devices. Moreover, even in terrestrial networks, such stan-
dards pose several problems because of the low granularity of
their mobility management and their suboptimized routing.
What makes things more challenging is the characteristics
of future LEO SatNets, such as frequent and rapid topology
changes due to their high speeds and dense deployment in
a network of mega-constellations—and their complete inte-
gration with aerial, terrestrial, and deep-space networks. In
addition, future LEO SatNets are expected to service highly
populated areas where thousands or millions of heteroge-
neous user devices can communicate directly with an LEO
satellite (without going through a gateway). Hence, future
LEO SatNets will create unprecedented mobility scenarios
that require innovative solutions.
To overcome the limitations of IETF IP-based location

management, existing studies on location management for
LEO SatNets have followed one of three approaches. The
first approach attempts to enhance or extend the IETF IP-
based location management techniques [7], [8]. The second
approach is based on splitting the two roles of IP addresses
(i.e., locator/identifier split) [9], [10]. The third approach uses
a software-defined network (SDN) for topology (location)
management [11], [12]. However, existing studies have not
considered the unique characteristics of future LEO SatNets,
and the adoption of the existing solutions—as they are—
will not be adequate. By pointing out the advantages that
existing studies have and what is required for future LEO
SatNets, this study aims to steer the development of location
management needed for future SatNets.

A. EXISTING SURVEYS AND TUTORIALS
A number of excellent surveys and tutorials related to mobil-
ity management have been published over the past several
years. These include discussions of IETF’s mobility manage-
ment protocols and their proposed enhancements, reviews of
available location/identifier split architectures and mapping
systems, and various surveys on the exploitation of SDNs
for mobility management purposes.
A comprehensive tutorial on mobility management in data

networks was introduced in [13]. In [14], the authors dis-
cussed suitability of the existing mobility management solu-
tions introduced by standardization bodies (e.g., IEEE, IETF,
3GPP, and ITU) to be applied to 5G and beyond networks.
In [15] several mobility management issues and potential
solutions were discussed in the context of 5G networks with
a focus on handover management aspects. Reference [16]
introduced a review on the architectures, designs, bene-
fits, and potential drawbacks of the Host Identity Protocol
(HIP), which is an inter-networking architecture and an
associated set of protocols developed at the IETF. The
mobility management services in mobile networks were
surveyed in [17]. For networks with self-organizing and self-
configuring characteristics, the applicability of IETF mobility
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management protocols was discussed in [18]. Several algo-
rithms developed to address the challenges of IP-based
mobility management for the Internet of Things (IoT), were
reviewed in [19].
A detailed discussion of the limitations of IP addressing

architecture and existing enhancements based on loca-
tion/identifier split architectures were presented in [20].
In [10], the authors introduced a comprehensive survey
of location/identifier split network architectures and their
characteristics. Reviewing an essential component in loca-
tion/identifier split solutions, [21] provided a survey of
several mapping systems.
SDN is considered to be a promising approach to man-

aging mobility. The author in [22] discussed the challenges
of using SDN to manage mobility in IP-based networks.
In [23], the authors discussed the topic of mobility manage-
ment in 5G and 6G SDNs, where the focus was on handover
management issues.
While mobility management has received considerable

research attention in communication networks, this is not
the case for the next generation of SatNets. Many recent
surveys and tutorials on future SatNets have discussed
communication and networking related issues. For exam-
ple, Radhakrishnan et al. [24] focused on inter-satellite
communications in small satellite constellations from the
perspectives of physical to network layers, and the Internet-
of-Remote-Things applications for satellite communication
were reviewed in [25]. However, only a few reviews
were published on mobility management related issues in
next-generation satellite networks. The author in [26] dis-
cussed the challenges facing SDN-based integrated satellite-
terrestrial networks. Another review, [27], explored the
challenges that software-defined next-generation satellite
networks may encounter and provided some potential solu-
tions. Reference [28] discussed the survivability and scal-
ability of space networks. In [29], the authors discussed
several mobility management aspects of a space-air-ground
integrated network environment with a focus on handover
and routing issues. The aforementioned surveys with regards
to mobility management are summarized in Table 1 to allow
the reader to capture the focal point of each of the existing
surveys.
The review of the literature above has shown that mobility

management in future SatNets is still in its infancy. Although
some reviews discussed the integration of SDN and future
SatNets, mobility management issues—and more specifically
location management—were not the focus of such papers.
To address this gap, this paper discusses existing location
management solutions and the challenges of applying them
in future LEO SatNets.

B. PAPER CONTRIBUTIONS AND STRUCTURE
The contributions of this paper are as follows.

• We describe the mobility characteristics and challeng-
ing features of future LEO SatNets; in so doing,

we highlight two unprecedented location management
scenarios.

• We give an overview of IETF’s location management
techniques and their limitations in the context of future
LEO SatNets.

• We comprehensively and critically review existing solu-
tions for location management in LEO SatNets and
categorize them into three approaches.

• For each of the reviewed approaches, we discuss “Issues
to consider” for that specific approach of location
management to serve future LEO SatNets.

• We summarize the current view of LEO SatNets
location management.

• Important future research directions are highlighted,
such as the relationship between orbit related parame-
ters and location management, utilization of blockchain
technology, adoption of a collaborative Internet archi-
tecture, investigating the new IP address proposal.

Section II presents an overview of the mobility charac-
teristics and challenging features of future LEO SatNets,
and it describes two unprecedented mobility scenarios. In
Section III, we give an overview of IP-based standard-
ized location management and its limitations in future
LEO SatNets. Section IV introduces the taxonomy of
the existing location management techniques for LEO
SatNets. Section V reviews existing studies that proposed
extensions of IETF location management techniques for
LEO SatNets. Section VI discusses existing solutions that
use a locator/identifier split approach in LEO SatNets.
Section VII investigates SDN-based location management in
LEO SatNets. At the end of Sections V–VII, an “Issues to
consider” subsection is included, which highlights the main
points that should be taken into consideration for future
LEO SatNets location management. Section VIII discusses
the advantages of existing solutions of the three location
management approaches in future LEO SatNets, and sug-
gests important future research directions. Our conclusions
are presented in Section IX.

II. MOBILITY CHARACTERISTICS IN FUTURE LEO
SATNETS
Satellite communication systems have been considered as
a potential solution for complementing terrestrial networks
by providing coverage in rural areas as well as offloading
and balancing data traffic in densely populated areas [30].
With the emergence of LEO satellite mega-constellations,
which involve hundreds to thousands of satellites [31], [32],
the concept of satellite networks is evolving rapidly and
gaining increased attention. 3GPP introduced a number
of satellite use cases in 5G networks (3GPP TR 22.822
Release 16) and discussed the role of satellites in future
networks [33]. For example, 3GPP introduced Internet
of Things with a Satellite Network and Global Satellite
Overlay use cases that both emphasize the future role
of satellite networks. However, to realize such use cases
there are still several challenging matters to address,

1038 VOLUME 3, 2022



TABLE 1. Recent surveys and tutorials related to mobility management.

such as mobility management. Therefore, in this section,
after highlighting the challenges of future LEO SatNets
and discussing their impact on location management, we

discuss two unprecedented mobility management scenarios
in future satellite networks with a focus on location
management.
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A. CHALLENGING FEATURES OF FUTURE LEO
SATNETS
Several key points should be kept in mind while designing,
implementing, or evaluating location management solutions
for future LEO SatNets.

• A network of mega-constellations that has thousands
of LEO satellites operated by different operators is
expected. Therefore, it is essential to ensure interoper-
ability between different constellations and also between
different operators. This will require the development
of standards for future satellite network operation and
management.

• Unlike geosynchronous satellites, LEO satellites move
at very high speeds, which results in frequent handovers.

• Future LEO SatNets is not only provide coverage
for rural or remote areas but are also expected to
serve highly populated areas by boosting terrestrial
network capacity and ensuring continuous coverage for
fast-moving users (e.g., trains, planes, drones). Thus,
thousands of users can be connected to an LEO satellite.

• With the development of wireless communication tech-
nologies, not only large terminals but also small or
handheld user devices for broadband communication
will be able to communicate directly with satellites
without the need for ground gateways. This will
likely lead to heterogeneity in terms of the devices
used to communicate with satellites and their required
quality of service (QoS) (i.e., different applications
have different QoS requirements).

• Future LEO SatNets will be integrated with terrestrial,
aerial, and maybe deep-space networks. In terms of
network management, such integration will result in
more complexity and require high scalability.

• A satellite will have multiple roles, as it can function
as a terminal, router, and BS.

• Although deploying satellites at low altitudes will
require hundreds or thousands of satellites to provide
continuous coverage all over the globe, a significant
decrease in propagation delays can be achieved in com-
parison to legacy satellite communication. Nevertheless,
the resulting delay and jitter are still considered non-
negligible in certain delay-sensitive applications.

• Low-Earth-orbit altitudes are in the range of 160-2,000
km, which will decrease communication delays with
terrestrial and aerial networks and users. However, the
lower the orbit, the more satellites are required to pro-
vide coverage, the faster the satellites should move,
and the smaller the satellite footprint will be. Both
ground stations and users will have a short communica-
tion window with each passing satellite. Consequently,
the frequency of handovers will increase when orbit
altitude decreases.

B. IMPACT ON LOCATION MANAGEMENT
Future LEO satellite networks will be mega-constellations
operated by different operators. As satellites orbit the Earth,

satellite network management will need to be provisioned
all over the globe. In addition, to be able to deliver data
between any two users, location management and routing
functionalities will need to be performed across different
SatNet service providers and operators distributed in differ-
ent countries. This will require the scalability of location
management systems and interoperability among different
location management systems.
LEO satellites are expected to provide services to a large

number of users in urban and highly populated areas. An
LEO satellite can act as a BS with thousands of users associ-
ated to it. However, users have to perform a handover process
every 5-10 minutes due to the satellites’ movement at high
speeds. This raises the following questions. Do users on
Earth need to keep acquiring or configuring new IP addresses
every time they switch their connection from one satellite
to another? How will the satellite network location man-
agement entity handle location updates and data delivery to
a huge number of users (thousands of users) experiencing
frequent handovers? In addition, when a satellite acts as a
router, frequent routing table updates are required. Although
the periodic satellite motion could support automated rout-
ing table updates, this might not be the case with satellite
routers at the SatNet edge, which interacts with users on
Earth or other networks (e.g., terrestrial networks or aerial
networks). Moreover, when a satellite is a terminal, it might
need to acquire a new IP address whenever it changes its
point of association in the network.
Another important issue that impacts location manage-

ment functionality in integrated terrestrial, aerial, and space
networks is the placement of location management enti-
ties. Location management functionalities can be done from
Earth, space, or aerial network entities (e.g., high alti-
tude platform stations). However, each placement has some
advantages and disadvantages in terms of location update
delays, control traffic overhead, routing overhead, and the
consumption of communication resources.

C. UNPRECEDENTED LOCATION MANAGEMENT
SCENARIOS
In future broadband satellite networks, satellites will no
longer be used only as a bent pipe. A satellite will be work-
ing as a mobile BS, a router, and a terminal. However,
an LEO-based mobile BS moves very fast, which results
in a high frequency of handovers and location update trig-
gers for both the satellite and its connected users. Moreover,
future satellite networks will have thousands of LEO satel-
lites, which require location management solutions with high
scalability. Due to these connectivity and mobility character-
istics, future LEO SatNets will introduce two unprecedented
location management scenarios that require new solutions.
The following two points elaborate on the two envisioned
scenarios.

1) LEO Satellite–Based Mobile BSs Moving at High
Speeds and Service Thousands of User Devices: In
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FIGURE 2. LEO satellite–based mobile BS serving thousands of users.

future networks, it is expected that satellites, espe-
cially LEO satellites, will provide wide coverage and
support communication network capacity in densely
populated areas, as shown in Figure 2. In this situ-
ation, an LEO satellite–based mobile BS will serve
thousands of users. This will be empowered by the
integration of reconfigurable intelligent surfaces with
LEO satellites as well [34]. In this scenario, a wide
range of user device types can be served through LEO
satellites, including smart devices, machines, sensors,
autonomous vehicles, and cargo drones. The mobility
of LEO satellites at high speeds will result in trig-
gering location updates not only to the satellite–based
mobile BS but also to the thousands of users that are
connected to the LEO satellite. Although the users
might not move, changing their network access point
(i.e., the LEO satellite mobile BS) will trigger location
updates in classical mobility management protocols
(e.g., MIPv6). This is because, in IP networks, IP
addresses are used for both routing and addressing pur-
poses. Moreover, this unnecessary and massive number
of location updates will be triggered every 5–10 min-
utes approximately. Although satellite movement is
predictable, when a user device is located in over-
lapping satellite coverage areas it is difficult to predict
which satellite the user will hand over its connection
to. Different users may make the handover decision of
which satellite to choose based on different parameters
in order to satisfy the user QoS requirements.

2) An LEO Satellite Can Be Connected to Two or
More Networks Simultaneously: In future integrated
networks, besides being part of the network of satel-
lite mega-constellations, LEO satellites will be also
connected to terrestrial networks, aerial networks, or
both, as shown in Figure 3. When an LEO satellite is
connected to terrestrial and/or aerial networks, changes
in satellite position will trigger location updates in both
networks if each network has its own location manage-
ment system. In addition, the topology changes in LEO
satellite mega-constellations will also trigger frequent

FIGURE 3. LEO satellites connected to multiple networks.

location updates among satellites. In this scenario, the
LEO satellite can play the role of a mobile BS, a router,
or a terminal. However, the most complicated case is
when an LEO satellite functions as a mobile BS to
serve a large number of users through multiple back-
haul connections (space, aerial, terrestrial). Managing
the location updates in several networks and provid-
ing a mapping between the location systems of such
networks is considered a challenging issue.

III. OVERVIEW OF IP-BASED STANDARDIZED LOCATION
MANAGEMENT AND ITS LIMITATIONS IN FUTURE LEO
SATNETS
In traditional terrestrial cellular networks, mobility manage-
ment has been well studied. For location management, most
of the research has focused on tracking and paging. Tracking
in cellular networks is the process of identifying in which
cell a user (i.e., MN) is located in by using the user’s signal
strength received by nearby cellular towers. Paging is the
process of indicating a user position in a cellular network in
order to establish a connection with another user calling from
fixed or mobile equipment. The tracking area (location area)
used in 4G and 5G usually comprises a dynamic group of
cells. Location management solutions aim to find a balance
among tracking area division and location updates/paging
overhead. To communicate with other devices in a cellular
network, the MN device must establish an end-to-end user
plane path through the domain of the mobile operator. To
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manage the location of an idle MN, the MN performs a
location update upon crossing the boundaries of a tracking
area. This location update is saved in a database that can
be queried to determine the location of an idle MN. To dis-
cover an idle MN’s current location, the location area’s cells
are contacted through paging. With the upcoming densifica-
tion of 5G, it is expected that there will be a considerable
increase in location management signaling costs due to the
increase in location updates (if the tracking areas are small)
or paging (if the tracking areas are large) [35].
In IP-based networks, location management is done in

a slightly different way, as the active TCP/IP connections
of a MN need to be maintained while it moves from
one access router to another. In the 1970s, IP protocol
was introduced as an inter-networking protocol for deliv-
ering data packets in wired networks, where IP addresses
are used for both identification and data packet routing.
With the development of mobile wireless communication
devices, there was a real need to support mobility in IP-
based networks. Therefore, IETF introduced MIPv4, and
this was later followed by MIPv6, PMIPv6, fast han-
dovers for Mobile Internet Protocol version 6 (FMIPv6), and
Hierarchical Mobile Internet Protocol version 6 (HMIPv6).
Mobility management, in these protocols, consists of two
main components, which are handover management and
location management. In this study, the focus is on the loca-
tion management aspect of mobility management. Location
management involves locating MNs and guaranteeing data
delivery [4]. There are two procedures that constitute location
management: binding updates and data delivery. To address
mobility in Internet networks, the IETF mobile Internet pro-
tocols bind the MNs to their corresponding new IP addresses
as the MNs’ locations change. A binding update is per-
formed only when a handover has occurred (i.e., when
the MN changes its network access point). The following
two subsections explore the fundamental procedure of loca-
tion management in IPv6 mobility management standards
and investigate the limitations of applying such standards
in future LEO SatNets. Figures 4, 5, 6, and 7 show the
network architecture of each of the four IPv6 mobility man-
agement standards and summarize their location management
procedures.

A. LOCATION MANAGEMENT PROCEDURE IN IPV6
MOBILITY MANAGEMENT STANDARDS

1) MIPv6 [36]: In a home network (i.e., where the MN is
currently located and attached), the MN gets a perma-
nent address, called the home address. This address
is registered at the home agent (HA) in the home
network and is used for both identification and rout-
ing purposes. Figure 4 shows the network architecture
and the message exchange during the location manage-
ment procedure of MIPv6. Since MIPv6 is a host-based
mobility management protocol, the MN detects its
mobility from the home network (previous network) to
a foreign network by using the IPv6 neighbor discovery

FIGURE 4. MIPv6 location management procedure.

mechanism. A foreign network is a network that the
MN can access after moving out of its home network
coverage. According to the procedure of MIPv6 loca-
tion management, when the MN moves out of the home
network and accesses a foreign network, it will perform
the following steps (the step numbers are indicated in
Figure 4) [37].
a) Step 1: The IPv6 neighbor discovery or address

auto-configuration mechanism is used to obtain a
temporary IP address from the foreign network,
called the care-of-address (CoA).

b) Step 2: The MN informs the HA of its
current location by sending a binding update
(BU) message and the HA responds with a
binding acknowledgment (BA) to the MN.

c) Step 3: After completing the binding update with
the HA, the HA and the access router (AR) at
the foreign network (i.e., foreign access router
(FAR)) will establish a bidirectional tun-
nel to deliver the data packets between the
corresponding node (CN) and MN. In this case,
the data packets have to traverse the HA, which
is not necessarily the optimum route [7].

d) Step 4: The MN has the option to optimize the
data forwarding route by sending BU message to
the CN as well. Nevertheless, the MN will keep
receiving packets through the HA until the CN
starts using MN’s CoA.

e) Step 5 & 6: Before using MN’s CoA, the CN will
send two test messages, one to the HA and one to
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FIGURE 5. FMIPv6 location management procedure.

the MN. The HA has to forward the message to
the MN, and then the MN has to respond to both
messages through the two different paths (i.e.,
through the HA and directly to the CN). When
the CN receives both responses, it can start using
the MN’s CoA, following which communication
between the CN and MN can be done through
the FAR without going through the HA.

In MIPv6, the handover and the location management
processes are closely coupled, and every handover
results in updating the CoA at HA and CN (for route
optimization). This leads to a high handover delay and
increases packet loss rate. Therefore, some improved
protocols, such as FMIPv6 [38], HMIPv6 [39] and
PMIPv6 [40], have been proposed.

2) FMIPv6 [38]: To reduce packet loss and handover
latency, IETF proposed FMIPv6, which enables the
MN to configure a CoA before moving to the new AR
(i.e., FAR) coverage [4]. The FMIPv6 protocol allows
an MN to request information about neighboring ARs.
There are two modes of FMIPv6, namely predictive
and reactive handover [41]. Figure 5 shows an example
of an FMIPv6 handover, where the MN location is
updated through the following steps (the step numbers
are indicated in Figure 5).

a) Step 1: The MN sends a router solicitation
(RS) to the previous access router (PAR) request-
ing information about neighboring ARs for a
potential handover.

b) Step 2: PAR replies with a proxy router adver-
tisement (PRAdv) containing information about
neighboring ARs.

c) Step 3 & 4: After receiving PRAdv, the MN
configures a CoA and sends a fast binding update
(FBU) to HA to bind MN’s home address to the
CoA in order to tunnel the arriving packets to the
new location of the MN (i.e., FAR). The PAR
sends an acknowledgment to the MN confirming
that the tunnel is ready.

d) Step 5: The MN will send a fast neighbour
advertisement (FNA) as soon as it is connected
to the FAR. This message confirms the use of
the CoA.

However, if the MN can not anticipate the handover,
then the reactive mode will be used. In this case, the
MN will configure its CoA after moving to FAR cov-
erage, and the FBU is sent to the PAR through the
FAR and is encapsulated in a FNA message. Then,
the two routers PAR and FAR will exchange handover
initiation or acknowledgment messages to establish a
tunnel, after which the PAR starts forwarding packets
to the FAR to be delivered to the MN. The reactive
mode operation is clearly similar to the operation of
the original MIPv6.

3) HMIPv6 [39]: HMIPv6 is an enhancement of Mobile
IPv6 with the feature of localized mobility manage-
ment for MNs [4]. To support localized mobility
management, it introduces a new network entity called
the mobility anchor point (MAP). In HMIPv6, an MN
has two types of addresses: a regional care-of-address
(RCoA) and an on link care-of-address (LCoA). The
RCoA is a global address and specifies a particular
domain of the Internet. The LCoA is a local address
within the domain. When the MN moves between local
networks inside an MAP domain (micro/intra-domain
handover), it changes and updates its LCoA only at
the MAP. However, moving from one MAP domain to
a new MAP domain (macro/inter-domain handover),
the MN has to change both addresses by register-
ing a new local LCoA and a new RCoA at the new
MAP. In this case, the new MAP registers the new
RCoA to the MN’s HA. Figure 6 shows the network
architecture of HMIPv6 and an example of an MN
moving from MAP1 domain to the MAP2 domain,
where the location of the MN is updated through the
following steps (the step numbers are indicated in the
Figure) [42].
a) Step 2: The MN sends a request control message

to MAP1 to create a multicast group for the MN.
b) Step 3: MAP1 creates a multicast group by

sending a multicast group join request to all
neighboring ARs. Then, the neighboring ARs
respond to MAP1 to show their availability to
receive multicast data packets.

c) Step 4: During the handover process, any received
data packet from the CN is tunneled through
MAP1 to all the available ARs, where the data
packet is buffered.
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FIGURE 6. HMIPv6 location management procedure.

d) Step 5: When the MN travels from the MAP1
domain to the MAP2 domain, it acquires new
addresses (i.e., new RCoA, new LCoA) from the
MAP2 network.

e) Step 6: MAP2 receives the BU message and per-
forms duplicate address detection (DAD). MAP2
sends a BU to the MN’s HA after receiving the
DAD and waits for a BA from the HA. After
receiving a BA from the HA, MAP2 sends a BA
to the MN.

f) Step 7: The MN sends a BU to MAP2 through
AR3 and sends a message requesting AR3 to
forward a multicast message. AR3 receives the
request message, and subsequently forwards the
buffered packets to the MN.

g) Step 8 & 9: After receiving a BA, the MN sends a
BU to the CN via MAP2 to change the destination
address to the new RCoA. The data packets will
then be delivered to the MN through MAP2.

4) PMIPv6 [40]: To provide a mobility management
solution with reduced signaling and delay to sup-
port an MN moving within an IPv6 domain, the
IETF introduced PMIPv6. As a network-based mobil-
ity management protocol, PMIPv6 introduces two new
network entities, a mobile access gateway (MAG) and
a local mobility anchor (LMA) [43]. An LMA is con-
nected to multiple MAGs, and in one PMIPv6 domain
there can be multiple LMAs managing the mobility

FIGURE 7. PMIPv6 location management procedure.

of a different group of MNs. When an MN moves
within a PMIPv6 domain, the MAG performs the sig-
naling interaction with the LMA on behalf of the
MN to ensure session continuity [3]. When a new
MN joins the network for the first time, it will send
an RS to the first reachable MAG. Then the MAG
sends a proxy binding update (PBU) to its LMA. The
LMA responds with a proxy binding acknowledgment
(PBA), which includes the MN’s home network prefix.
The LMA also creates a binding cache entry (BCE)
and establishes a bidirectional tunnel with the MAG.
The MN will use the home network prefix to configure
its address using either stateless or stateful address con-
figuration. When the MN moves from the coverage of
one MAG to another within the same PMIPv6 domain,
as described in Figure 7, only a local update of the
location is required, and the data flow can be adjusted
directly at the LMA based on the following steps (the
step numbers are indicated in the Figure) [37].
a) Step 1: MAG1 detects that the MN is moving

away from its coverage area and sends a PBU to
the LMA.

b) Step 2: The LMA responds with a PBA message
to MAG1.

c) Step 3: MAG2 detects the attachment of the MN
and sends a PBU to the LMA.

d) Step 4: The LMA responds with a PBA message
to MAG2 and switches the bidirectional tunnel
from MAG1 to MAG2.
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e) Step 5: The MN keeps using the same IP address
as long as it is moving between MAGs belonging
to the same PMIPv6 domain.

In case the MN moves outside the PMIPv6 domain,
the location management procedure of MIPv6 needs
to be executed, and the home network LMA will play
the role of an HA. This is because PMIPv6 supports
local mobility management only.

B. LIMITATIONS OF IPV6 LOCATION MANAGEMENT
STANDARDS IN FUTURE LEO SATNETS
The goal of location management is to locate mobile
nodes and guarantee their data delivery while they move
from one access point or network to another. The two
phases of location management are binding updates and
data delivery [4]. Unlike terrestrial networks, which are geo-
graphically bounded, future SatNets may operate globally.
This characteristic makes the adoption of the IETF’s mobility
management standards infeasible. This is because the IETF’s
mobility management standards depend on the availability of
fixed anchor nodes that manage MNs mobility in a central-
ized manner. Moreover, in all IP-based location management
protocols, data packet routing goes through the location man-
agement anchor, thereby producing a non-optimal routing
path [3]. This non-optimal data routing will be unacceptable
for future LEO SatNets as it will consume link resources

and increase delivery delays. Table 2 shows a comparison
of the prime features of IPv6 location management stan-
dards and their main limitations in future LEO SatNets. In
what follows, we explain the drawbacks of applying each
of the main IP mobility management protocols (i.e., MIPv6,
PMIPv6, HMIPv6, and FMIPv6) in future LEO SatNets with
a focus on the protocols’ location management aspect.
1) MIPv6 in future LEO SatNets: Both MIPv4 and MIPv6

protocols have been designed to manage mobility in
Internet networks by binding the MN to its correspond-
ing new address as its location changes. However,
implementing MIPv6 in future LEO SatNets will face
the challenge of high satellite speeds and frequent
handovers, which will generate a large number of
binding update requests from both LEO satellites and
their connected end users. This, in turn, will consume
a massive amount of network resources. In MIPv6
(as in MIPv4), data packet transmission is disrupted
during the handover period (i.e., handover latency).
This latency comprises the required time to detect
the movement, configure a new address, and update
the MN location [4]. Packets sent to the MN dur-
ing the handover period might be lost. In future LEO
SatNets, depending on the received signal strength, to
detect mobility and initiate the location management
procedure may involve inaccuracies because of the
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signal fluctuation, which may result in unnecessary
address re-configurations and location update requests.
The effect of atmospheric disturbances (e.g., rain) on
the received signal strength should be taken in consid-
eration. In addition, the propagation delay will prolong
the time of the new address configuration and loca-
tion updates especially if the mobility control entity
is located on Earth. Although MIPv6 introduced rout-
ing optimization to avoid having to send data packets
through the HA, non-optimal routing should not be
neglected at the initial stage. This may require the
data packets to go through the HA, which can be
a ground gateway, and then be sent to the destina-
tion satellite. With the long propagation delay of a
ground-to-satellite link (GSL), sending data packets
down to Earth and then up again to satellites might
create serious packet delivery delays and increase the
load on GSLs. This issue becomes worse when the
HA is located far away from the current location of
the satellite [3]. In addition, due to the high speed and
continuous mobility of satellites, a route optimization
process will be executed frequently, which generates
excessive overhead across the network.

2) FMIPv6 in future LEO SatNets: In the FMIPv6 loca-
tion management procedure, the next access router is
predicted and the address configuration of the MN
can be done before the handover to reduce the han-
dover delay [4]. However, FMIPv6 introduces some
interactive signaling messages between the current and
the new access routers, and it also requires the estab-
lishment of a tunnel between the two routers. Although
FMIPv6 with buffering and forwarding mechanisms
outperforms MIPv6 in reducing handover latency and
packet loss, this comes with a cost. Basically, the for-
warding tunnel between the current and new access
routers is established before the handover, and the data
sent from the CN to the MN is forwarded through the
current router to the new one [44]. In future LEO
SatNets, if satellites are to function as access routes,
then creating a forwarding tunnel will consume band-
width resources of the inter-satellite links (ISLs) and
satellite buffering capacity. In addition, as FMIPv6
depends on predicting the handover target (next access
router), inaccurate predictions will waste network
resources. In particular, tunnels might be established
with the wrong target satellite and data packets might
be forwarded to the wrong access routers. In the pres-
ence of multiple mega-constellations, the user will
have multiple potential satellites as a handover target,
which makes predicting the handover target satellite
accurately a challenging task.

3) HMIPv6 in future LEO SatNets: The HMIPv6 protocol
adds an MAP to the network to handle local handovers,
which decreases the required mobility management
signaling and reduces the handover delay of location
updates [4]. However, the large scale movement of an

LEO satellite is considered as global mobility that can-
not take advantage of HMIPv6. Thus, with the large
scale of future LEO SatNets, HMIPv6 will be per-
forming inter-MAPs handovers which generates a high
number of control messages for location management
and prolongs latency. In addition, the placement of an
MAP on a satellite or in a ground gateway has pros
and cons. Co-locating the MAP in a ground gateway
will face the challenge of high propagation delays and
frequent change in the satellites connected to the MAP.
However, placing an MAP on a satellite will require
some adaptation to the mobility of the satellite fast
mobility. It is important to note that in FMIPv6 MAPs
are designed as static network entities.

4) PMIPv6 in future LEO SatNets: In PMIPv6, the
network performs the mobility management process
on behalf of the MN, which reduces the signal-
ing interaction between the MN and the network
access router [43]. In [45], the author compared the
performance of MIPv6 and PMIPv6 in a simple LEO
constellation and the results showed reduced handover
latency with the implementation of PMIPv6. However,
the application of PMIPv6 in future LEO SatNets may
face several drawbacks, such as the high load on the
LMA, the long handover delay due to the signaling
that needs to pass the MAG and LMA, where one
might be located on the ground. In PMIPv6, the LMA
manages not only the mobility of the MN but also han-
dles its related data traffic [3]. In future LEO SatNets,
if a terrestrial gateway is the candidate LMA, directly
applying PMIPv6 can cause non-optimal routing. This
is because packets cannot be routed among satellites of
different domains; instead packets would make a round
trip through GSLs, which is unnecessary [3]. As the
LMA and MAG are originally considered to be static
network entities, placing either on a satellite requires
an adaptation procedure to cope with the satellite’s
fast mobility. PMIPv6 can provide good mobility sup-
port for receivers during an IP multicast session [46].
However, when the source node is mobile (i.e., LEO
satellite) in a PMIPv6-based multicast session, all the
receivers need to resubscribe every time the source
node changes its network access point or location.

IV. TAXONOMY OF LOCATION MANAGEMENT
APPROACHES IN IP-BASED LEO SATNETS
The existing research about location management in LEO
SatNets can be divided into three approaches, as shown in
Figure 8.
A. Extensions of IETF location management techniques

for LEO SatNets: As described in Section III, mobility
management in IP-based networks consists of handover
management and location management. The IETF IPv6
mobility management standards (e.g., MIPv6, PMIPv6,
FMIPv6, HMIPv6) addressed the location manage-
ment issue in terrestrial networks. Although some
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FIGURE 8. Taxonomy of location management approaches for LEO SatNets.

researchers have attempted to employ the location
management techniques of IPv6 mobility management
standards [45], [47], such techniques have many limi-
tations when applied to satellite networks. To enhance
the performance of IETF location management tech-
niques, a number of extensions were proposed for
satellite network location management, which are dis-
cussed in Section V. This approach consists of two
categories where the location management is done
in either a distributed or centralized manner. The
distributed IETF location management techniques’
extensions can be either anchor-based or anchorless,
as shown in Figure 8.

B. Locator/identifier split in LEO SatNets: The IP
dual-role (i.e., locator and identifier) is regarded
as the main cause of inefficient location man-
agement. Many research works focusing on ter-
restrial networks have investigated the separation
of the locator and identifier roles of IP, such as
Identifier Locator Network Protocol (ILNP) [48].
Section VI explores existing work on the loca-
tor/identifier split approach in LEO SatNets and
discusses the applicability of such solutions in future
LEO SatNets.

C. SDN-based location management in LEO SatNets:
The SDN concept was introduced to add programma-
bility and flexibility to network management [49].
Since the centralized nature of SDNs limits network
scalability, several works have integrated SDNs with a
distributed mobility management (DMM) architecture
to adapt to the large scale of LEO SatNets. Section VII
reviews studies that have investigated the merging of
SDN and DMM in LEO SatNets, and discusses the
shortcomings of applying such solutions in location
management for future LEO SatNets.

The following three sections critically review and compare
the existing studies under each approach and highlight

important points that should be considered in the context
of future LEO SatNets. In Section VIII, Table 6 presents a
comparison of the advantages and challenges of the three
approaches from the perspective of future LEO SatNets.

V. APPROACH #1: EXTENSIONS OF IETF LOCATION
MANAGEMENT TECHNIQUES FOR LEO SATNETS
To provide continuous worldwide communication and
Internet services, one of the main issues in future IP-based
LEO SatNets is mobility management, which is more com-
plex than in terrestrial networks for the reasons mentioned
in Section II. From the perspective of future LEO SatNets,
this section explores and discusses the proposed enhance-
ments of existing IP-based location management standards
and their drawbacks. This section concludes with an “Issues
to Consider” subsection, which describes some critical points
that should be taken into consideration while implementing
or developing IP-based location management solutions for
future LEO SatNets.

A. ENHANCEMENTS OF EXISTING IP-BASED LOCATION
MANAGEMENT TECHNIQUES FOR LEO SATNETS
SIGMA is a mobility management scheme where an MN
can keep using its old IP address while obtaining a new IP
address [4]. Every time the MN obtains a new address, it
updates the location manager (LM) database and sets this
new address as its primary address. To start a communica-
tion, the CN queries the LM with the MN’s identity, and
the LM replies with the primary IP address of the MN.
Then, the CN can initiate communication with the MN in
its new location. When dealing with satellites, the scheme
uses satellite predicted mobility to predict the time of setting
the primary address to the new IP address and deleting the
old IP address. However, this scheme does not consider the
extensive signaling that will result from frequent satellite
handovers in future mega-constellations.
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To decrease the location management cost, fixed Location
Areas (LAs) can be chosen for location management in
IP-based LEO SatNets. Fixed geographical location areas
fulfill this requirement as they reduce the bending update
frequency. However, when delivering data to an MN, com-
plex operations must be done by the network to determine
which satellites the MN is connected to at that moment
and to hide the effect of frequent satellite movement from
the MN [7]. A location management scheme based on dual
LAs in an IP-based LEO SatNet was proposed in [50]. The
scheme used two types of LAs, the fixed Earth station (FES)
LA and satellite LA. Every FES LA was connected to three
LEO satellites. Initially, the MNs reported both the satellite
LA and FES LA information to its HA. A binding update will
not be triggered unless the MN moves out of the two LAs that
were reported to the HA through the last binding update pro-
cedure. Although this scheme suppresses the binding update
frequency, its loose location management necessitates the use
of paging to locate MNs (to which one of the three satellites
the MN is connected). To send a packet to an ideal MN,
the packet is first routed to the MN’s HA and then routed
to the FES. The FES sends a paging request to the satellite
to which the MN has been registered (the last stored SAT
ID). If the MN is still in the coverage area of that satel-
lite, the packet will be delivered successfully. Otherwise, the
FES predicts the satellite that covers the MN and sends the
paging request to it. Clearly, this scheme reduces the cost of
binding updates but at the expense of paging and suboptimal
data packet routing.
To overcome the scalability issue of the centralized IP-

based location management solutions, some studies proposed
distributed solutions that have the advantages of optimal
or near-optimal routing paths, workload distribution, and
improved handover performance with shorter packet delivery
latency. There are two types of distributed location manage-
ment: anchor-based and anchorless [51]. In anchor-based
location management, the responsibilities of location man-
agement are permanently assigned to certain network entities.
In contrast, in anchorless approach the role of location man-
agement is continuously shifted from one network entity
to another based on network topology changes. Figure 9
presents a comparison of anchor-based and anchorless
approaches.
In [52], the author presented an IP-based distributed loca-

tion management scheme. The scheme was anchor-based as
it depended on the availability of distributed ground station
(GS), which can communicate and collaborate to manage
the locations of satellites and attached MNs. GSs register
the binding (location) information of MNs and satellites,
and they also forward the data from and to the MN. When a
CN needs to communicate with an MN, it will forward the
data through a satellite to the GS, and then the GS will for-
ward the data through satellites to the MN’s corresponding
GS. Thus, forwarded data packets must go through GSLs,
which is considered a non-optimal route that consumes GSL
bandwidth and increases the packet delivery delay. Although

FIGURE 9. (a) Anchor-based approach (using ground station anchor).
(b) Anchorless approach (using a set of satellites as a virtual anchor for a certain LA).

distributing location management tasks over GSs improves
the system scalability, it introduces a large amount of signal-
ing overhead in the terrestrial network when binding updates
are globally exchanged among GSs.
A virtual mobility management scheme, called VMIPv6,

which is an enhancement to MIPv6, was proposed in [7].
VMIPv6 adopts the anchorless concept of location manage-
ment and the distributed architecture introduced in the IETF’s
DMM requirements document (RFC 7333) [53]. To reduce
the location management overhead and delay, the author cre-
ated a virtual agent cluster (VAC) to co-manage the mobility
of users in the corresponding virtual agent domain (VAD).
A set of LEO satellites on top of one specific LA is called
a VAC. The whole coverage area of all satellites in a VAC
is defined as a VAD. With changes in topology, a VAC is
reconstructed by adding the new satellites sliding into the LA
and deleting the ones sliding out of the LA. The departing
satellite relays the LA’s binding information to the new satel-
lite. Every VAC has multiple local Mobile Agent Anchors
(MAAs) and one home mobile agent anchor (HMAA). The
MAA and HMAA are on-board routers in an LEO satel-
lite to provide location management and routing services for
the registered MNs. The MAAs of a VAC share the mobil-
ity information of the MNs and cooperatively manage their
binding. The HMAA maintains the connection between the
VAC and HA, and the MN registers its HMAA’s subnet IP
address at its HA. The local MAA is responsible for con-
trolling the connection links between the MN and the VAC,
and the MN binds its local MAA’s IP address to each MAA
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of its related VAC. Within a VAD, each MN has a global
care-of-address and a local one. When a satellite’s mobility
forces the MN to switch its connection to a new satellite
within the same VAD, then the MN only updates the bind-
ing information with the new MAA. Thus, only the local
care-of address will change. If the HMAA of an MN slid
out of the VAD or the MN moved to another VAD, then the
global care-of-address would change. In this case, the MN
should choose another MAA in the VAC as its new HMAA
and send the binding update information to the HA/CN to
inform its new global care-of-address.
The author of [8] identified two main drawbacks of plac-

ing the home agent entity in a ground station: 1) ground
stations are fixed and do not move with satellites, which
makes it hard to communicate with the home agent when
the satellite is not in line-of-sight; and 2) ground station
deployment is bounded by Earth’s geography. In addition,
fixed home agents on satellites will require several hops to
complete binding updates when the satellite is not in line-of-
sight, which increases the update delay and consumes ISL
bandwidth. To overcome such problems, [8] proposed using
a flexible agent placed on LEO satellites, where the home
agent functionality is relayed from one satellite to another

(i.e., the satellite that is closer to the MN) in a flexible man-
ner. Once the binding update procedure at the correspondent
node is finished, the functionality of the home agent will
relay from the previous flexible agent to the current access
satellite. Although this solution reduces the delay in com-
municating with the home agent, frequently transferring the
home agent records from one satellite to another will con-
sume resources of ISLs. Nevertheless, having the HA on a
satellite may result in data packets being forwarded through
satellites even though the CN and the MN are connected
through terrestrial networks. Table 3 shows a comparison of
the IP-based location management enhancements for LEO
SatNets, and highlights their limitations with respect to future
LEO SatNets. In [54], the authors designed the IP address
allocation method of a space-based network using geographic
partitioning. Basically, the Earth’s surface is divided into
multiple regions and location areas based on network struc-
ture and geographic information. Satellite IP addresses are
allocated on the basis of geographical areas. In this strat-
egy, the terminal information remains unchanged, thereby
ensuring that the terminal address within the area remains
unchanged. When a satellite enters a new geographical area,
it will switch to a new IP address allocated for that area.
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B. ISSUES TO CONSIDER
IP-based location management has been investigated in
GEO satellite mesh networks [47]. Nevertheless, future
LEO SatNets require new research on location manage-
ment solutions that consider the special characteristics of
future mega-constellations. The following points summarize
some important issues that should be considered in IP-based
location management for future LEO SatNets.

• In IP-based location management, the anchor entity has
two roles: managing terminals locations and routing data
packets to terminals. When anchor nodes are placed
on Earth, location management in future LEO SatNets
faces the problem of limited link resources and long
propagation delays while communicating with anchor
nodes for binding updates or data delivery. On the other
hand, placing anchor nodes on LEO satellites can be a
problem due to limited on-board processing and storage
and the fast movement of satellites.

• Studying the placement of anchor nodes (in both
anchor-based and anchorless solutions) is vital for route
optimization. Though previous studies suggest that nei-
ther space placement nor terrestrial placement of anchor
nodes can give favourable routing performance in all
forwarding scenarios.

• IP-based location management solutions require com-
plex signaling, such as the dynamic construction and
release of tunnels, which increases the load on satel-
lites’ OBP units. The limited computational power of
satellites should be considered.

• The proposed enhancements of IP-based location man-
agement in LEO SatNets face the problem of high
location management overhead due to the unprece-
dented network architecture, where satellite-mounted
BSs move at high speeds causing frequent handovers
of users or MNs in large groups.

• Unlike location management in terrestrial networks,
IP-based location management in future LEO SatNets
has two levels. The first level is the location man-
agement of MNs. The second level is the location
management of satellites that act as BSs, routers, or
terminals. Separating the two levels of location man-
agement might reduce the complexity of the location
management system. However, there is still a need for
some kind of mapping and coordination between the
two levels.

VI. APPROACH #2: LOCATOR/IDENTIFIER SPLIT IN LEO
SATNETS
Current satellite network architecture uses IP addresses as
both identifiers (i.e., to identify who the endpoint is) and
locators (i.e., to identify where the endpoint is). However,
the dual role of IP addresses diminishes their ability
to support mobility, especially in future SatNets where,
mobility, scalability, and tight time constraints are pressing
requirements [3]. Mobility support in IP networks depends
heavily on the network topology that has static anchor

nodes, which makes IP mobility solutions impractical when
applied to satellite networks. In a satellite network, loca-
tion management should be intrinsically designed with the
consideration of the network topology in order to avoid scal-
ability issues. Some emerging mobile network architectures
(e.g., MobilityFirst [55], [56]), considered the separation
of identifier and location as a way of enhancing mobil-
ity management. In particular, the scalability of routing
with the implementation of the locator/identifier split has
been well investigated [3]. With locator/identifier splitting,
a remote node can be identified even if it is using multiple
addresses during the communication (e.g., multi-homing con-
cept). Thus, with locator/identifier separation, it is possible
to keep an ongoing communication continuous, since moving
MNs can keep their identifiers [57].
Conventional mobility management consists of two main

procedures: location management and handover manage-
ment. However, in the location/identity split approach,
mobility management is achieved through two correlated
steps, namely location (binding) updates and location reso-
lution [58].
Based on the location/identity split approach, HIP [59], [60]

was proposed as a draft at IETF in 1999 followed by various
subsequent improvements. The HIP architecture adds a new
layer, called the host identity layer, between the IP layer and
the transport layer, thereby decoupling the layers from each
other, and splitting the dual roles of IP addresses. When HIP
is used, IP addresses function as pure locators. Instead of IP
addresses, the applications use host identifiers to name peer
hosts. To establish an HIP association, the two communicating
parties involved issue a four-way handshake. HIP has a number
of implementations, such as OpenHIP [61] and HIPL [62].
However, the implementation of HIP for satellite networks
has not been investigated.
Locator/Identity Separation Protocol (LISP) [63] was ini-

tiated at the Internet Research Task Force (IRTF) in 2007,
and has been developed by the IETF working group since
2009. LISP has been promoted by Cisco and several research
organizations, such as LISP4.net [64] and LISP-Lab [65]
with worldwide testbeds. LISP has multiple implementations,
such as Open-LISP [66] and Cisco IOS [67], which signifi-
cantly accelerated its development. LISP divides a network
into a core and edge, and it divides the IP addressing space
into an end identifier (EID) and a routing locator (RLOC).
An EID is topology-independent and used as a local address
by hosts within edge networks, while an RLOC is used as a
global locator to transmit packets within the core network. In
LISP, the border router that forwards packets from the edge
to the core is called an ingress tunnel router (ITR), whereas
the one that forwards packets in the opposite direction is
called an egress tunnel router (ETR). The ITR maintains a
cache of RLOC-EID mapping locally. If the ITR does not
have the location of the destined EID, it will send a map-
request to the mapping system. Afterward, the ITR will send
the data packet to the proper ETR. There are a number of
proposals for LISP mapping systems, such as LISP-Tree [68]
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and LISP-DDT [69]. However, the application of LISP has
not yet been investigated in satellite networks.
In [3], GRIMM was proposed as a gateway-based regional

mobility management architecture for a locator/identifier
split approach in satellite networks. GRIMM divides the
coverage of the satellite system into regions based on the
distribution of terrestrial gateways. Each gateway is equipped
with a terrestrial gateway mapping server (TGMS) and is
responsible for the localized location management of the MN
within its region. The global location management operates
through the synchronization of all gateways. When a for-
eign TGMS receives global updates, it generates the mapping
entry between the MN’s ID and its corresponding TGMS. To
avoid the non-optimal routing, GRIMM’s location resolution
is conducted before forwarding data packets. In GRIMM, an
MN accesses a satellite with a fixed identifier (ID) and the
local TGMS records the MN’s ID and its corresponding
accessed satellite. When the MN ID is registered locally for
the first time, the TGMS will trigger a global update among
all TGMSs. To start a session between an MN and a CN,
the accessed satellite will first send a request of location
resolution to the local TGMS upon receiving the first data
packet. If the local TGMS does not have the specific loca-
tor of the enquired CN’s ID, the request will be redirected
to the corresponding TGMS. After receiving the requested
CN location, the source satellite begins to encapsulate the
data packet with location information and then forwards it
through inter-satellite links to that area. The destined satellite
can decapsulate the packet and then sends it to the CN. When
an MN moves from one satellite area to another, subsequent
messages will notify the accessed satellite of the CN to
update the MN’s location in the cached mapping entry. This
is to update the routing path between satellites. Although
regional location management greatly reduces the manage-
ment cost and facilitates the scalability of the network, global
updates may create high signaling overhead among the gate-
ways. In addition, keeping records of every MN’s ID and
corresponding TGMS in all foreign TGMSs requires massive
storage resources.
SAT-GRD is a proposed locator/identifier split network

architecture for integrating satellite and terrestrial
networks [9]. It separates the identity of both the
network and the host from their locations. It introduces a
hierarchical mapping and resolution system that enables
the separation of the control and data plane in SAT-GRD
as well as the decoupling of the intra-domain routing
policy from the inter-domain routing. Each edge network
has its own edge mapping system, and there are two core
mapping systems: one in space (using GEO and MEO
satellites); and the other on the ground (for terrestrial
network). Between satellite and terrestrial networks, there
are a number of border routers that handle the mapping
of the host’s ID and location between the two networks.
An identity mapping systems was presented in [70], where
mapping between IP addresses and the identifiers of network
node (i.e., routers and terminals) is done at distributed

identifier switch routers located at GEOs, LEOs, and ground
gateways.
A heterogeneous satellite-terrestrial network architec-

ture, HetNet, is presented in [71]. HetNet merges loca-
tor/identifier split and information-centric networking. The
author assumed the availability of a network manager node
at each edge network that handles the location registration
and the location-to-ID resolution. In addition, there were
network management nodes in the core network that formed
a hierarchical structure with the edge network management
nodes. For satellite networks, their network management
nodes were placed in the ground gateways. When an MN
moves within the same network, its location is updated in the
local network management node, whereas an upper network
management node needs to update the MN location only
when it moves from one network to another. However, the
author did not clarify whether a satellite moving from one
gateway to another would cause a local or a higher level
location update. Moreover, the proposed architecture did
not consider direct communication between satellites and
MNs; it assumed that MNs could communicate with satellites
through ground gateways only.
A locator/identifier split approach can enhance mobility in

satellite networks. However, due to the high mobility of LEO
satellites, conventional binding (location) update schemes
will create a large number of binding updates for both MNs
and satellites, each with a high binding update rate. To mit-
igate the effect of frequent satellite handover on the binding
update rate, the authors of [58] and [72] proposed the concept
of a virtual attachment point (VAP) to make binding updates
independent of a satellite’s motion, where the VAP stays in
a fixed position relative to the ground. The VAP scheme
decouples the binding of endpoints and satellites into two
types of independent bindings: the binding between the end-
point and the VAP, and the binding between the VAP and the
physical satellite. The two independent bindings provide the
binding information required for endpoint mobility based on
the locator/identifier split approach. Thus, a virtual spheri-
cal network consisting of fixed VAPs is superimposed over
the physical satellite topology in order to hide the mobility
of satellites from the terrestrial endpoints. A VAP is cre-
ated and maintained by the satellites that pass over the fixed
network location of the VAP. Then a binding between the
MN identity and the fixed virtual attachment point (rather
than the physical satellite passing over the MN) is carefully
maintained by an identity-to-location resolution system. For
the binding of the physical satellites to a certain VAP, the
proposed scheme takes advantage of the periodic and pre-
dictable LEO satellite movement as well as the predefined
satellite constellation topology. Thus, periodically, a group
of satellites leaves a VAP and rebinds to the next VAP.
To enable a locator/identifier split in satellite networks,

there is a real need for a rapid mapping system that can
resolve identifiers to network locations in a real-time manner.
Conventional ground station–based satellite system control
is restricted to the land distribution. The distributed mapping
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TABLE 4. Comparison of locator/identifier split algorithms.

system formed only by ground stations may be too far
to access for global scattered mobile users. Consequently,
the location resolution latency becomes another challenge.
To address this issue, [73] presented a space-based dis-
tributed rapid mapping resolution system (RMRS) along with
a dynamic replica placement algorithm. The goal of RMRS
is to achieve low location resolution latency, low update
cost, and high system availability (resilience to failures).
The two main components of RMRS are the virtual resolvers
and replica placement controllers. The space-based fixed vir-
tual resolvers are responsible for maintaining the mapping
replicas and responding to user requests, while the replica
placement controllers on the ground are responsible for deter-
mining the number and locations of the mapping replicas.
The virtual resolvers have the same concept as the VAPs [58].
The virtual resolvers are fixed with respect to Earth and
create a virtual overlay network upon underlying moving
physical satellites. Each virtual resolver is maintained at a
certain time by specific satellites. When a satellite leaves a
virtual resolver region, then the mapping records handled by
this virtual resolver are then transmitted to the subsequent
satellites passing by. The replica placement controllers usu-
ally reside in the ground stations and communicate with the
virtual resolvers (LEO satellites) through GSLs. Replicating
every mapping at every possible location would create a high
cost, especially with the rapid movement of satellites and
their large-scale network. Therefore, the replica placement
controllers use the dynamic replica placement algorithm to
determine the number and locations of replicas for each
mapping entry so as to provide a tradeoff between location

resolution latency and update cost. However, an accurate
calculation of the region size is required with consideration
of the number of satellites in the constellation. This is to
avoid the situation of there being no satellite in the virtual
resolver region for some time.
The locator/identifier split approach also has natural

advantages in mobility support. The identifier uniquely rep-
resents the node in the network and the varying locator
is used for routing. Through dynamic mapping from iden-
tifier to locator before sending packets, the independent
location management is achieved, and non-optimal rout-
ing is mitigated. Independent implementation of mapping
service provides more flexibility and its advantages can
become more significant with the increase of network scale,
especially in scenarios with continuous mobility. Existing
locator/identifier split architectures mainly focus on the
terrestrial network. And related work on its application fea-
sibility in satellite networks has not been conducted [3].
Table 4 compares the reviewed studies on locator/identifier
split algorithms and highlights their limitations for future
LEO SatNets.

A. ISSUES TO CONSIDER
This section highlights the issues that should be considered
in implementing the location/identifier approach for future
LEO SatNets.

• To implement a location/identifier split approach in
future SatNets, it is important to have optimal location
update and resolution schemes that are scalable and
can work rapidly with reduced signaling costs. Due
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to the limited computational power of satellites, the
designed schemes should be lightweight and have low
complexity.

• Placing location resolvers on the ground may create
delays for location updates and resolution, and they
might not be uniformly distributed due to the geo-
graphical structure of Earth. On the other hand, placing
the location resolvers of a certain region on satellites
requires periodic transmission of location-ID mapping
records from one satellite to another, which may con-
gest the ISLs. In this regard, placing location resolvers
on a high altitude platform system (HAPS) may be a
good solution, as HAPSs are positioned between satel-
lites and ground users, and HAPSs are considered
quasi-stationary with respect to Earth [74] and [75].

• Although many studies have proposed location/identifier
splitting methods for location management in LEO
SatNets, such methods have not received much consid-
eration for real applications due to their incompatibility
with IP-based networks. One of the main purposes of
future LEO SatNets is to provide global broadband
and Internet services. In the future, satellite networks
will be integrated with vertical heterogeneous network
(VHetNet) [76]. Therefore, any locator/identifier split
system should consider retaining backward compatibil-
ity with legacy IP locator and identifier systems.

• Global updates performed by some of the existing
solutions seem impractical, especially when there are
thousands of satellites and millions of user devices
communicating with the satellite networks.

• Most existing studies have not considered that future
satellite networks will consist of several mega-
constellations, which will provide connectivity and
Internet services not only in rural or remote areas but
also in urban areas.

VII. APPROACH #3: SDN-BASED LOCATION
MANAGEMENT IN LEO SATNETS
An SDN separates the control plane from the data plane.
In SDNs, controllers are considered the brain that per-
forms intelligent functionalities. Through the northbound
interfaces, the controllers interact with applications to decide
on how to create or update flow tables saved in the SDN
switches. Communication among SDN controllers can be
done through westbound and eastbound interfaces. Through
secure channels, an SDN controller can communicate with
one or more SDN switches. Actions on how to treat the
received packets are predefined in the switch flow tables.
Whenever a new packet is received at the SDN switch, a
flow table lookup is done. In the lookup process, if the
packet header matches a record in the lookup table, then the
predefined actions are performed. If the match is not found
in the flow table entries then the packet will be forwarded
to the controller through the southbound interface [35]. For
more details on SDNs, the interested reader may refer to [77].

Based on the received network topology information, the
SDN controller makes the routing and forwarding decisions.
Unlike traditional networks, topology management is a fun-
damental task in SDNs. Topology discovery (TD) is a key
component to support the logically centralized control and
network management principle of SDN. TD enables a con-
troller to have global visibility of the complete network.
Discovering the network topology includes the discovery
of switches, hosts, and interconnected switches. In the TD
process, each entity in the network can collect information
about the network topology. The information collection can
be done at different levels and in many ways. In addition, the
TD process must be efficient in terms of sending topology
information only when changes happen and not flooding the
controllers with unnecessary information [78].
TD also provides a major part of the functionality of

location management in SDNs. Basically, location manage-
ment and TD both provide information about the location of
network entities (logical location) within the network and the
interconnections between different entities. For this reason,
several studies have proposed SDN-based mobility manage-
ment schemes where TD is used for location management.
For example, [79] proposed a location management scheme
for a 5G mobile core network that relied purely on SDN.
The scheme was used to manage the MN status and the
paging procedure.
In [78], the author discussed the challenges of TD protocol

for SDN-based wireless sensor networks. In so doing, atten-
tion was drawn to the issue of limited resources of sensor
networks that require a lightweight TD protocol, which is
a similar requirement in satellite networks. Although satel-
lite networks will have more resources than wireless sensor
networks in terms of power and processing capabilities,
applying existing TD protocols to satellite networks will
result in high network overhead. In particular, due to the
high speed of satellites and frequent topology changes in
densely deployed mega-constellations, more packets will be
sent to the controller to update the topology and flow table.
Such overhead traffic could negatively affect the efficiency
of network resource utilization.
The authors in [80] and [81] used an SDN to construct

and manage the topology of an information centric network
(ICN) overlaid on a legacy IP network using the controller’s
management capabilities. A centralized controller would con-
struct the ICN topology dynamically when new customer
networks would join the overlay, and the controller was capa-
ble of modifying the topology of the ICN overlay in order
to reduce the load on the congested links. This dynamic
topology control performed by the centralized controller is
a useful feature for future LEO SatNets. However, the cen-
tralized nature of SDNs present a problem with respect to
satellite network scalability.
In an SDN, the controller is responsible for updating the

forwarding rules of the network elements in the data plane.
The time required for a rule to be installed is referred to as
the flow setup time. In a large-scale network, such as an LEO
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FIGURE 10. DMM architecture. (a) Partially distributed. (b) Fully distributed.

mega-constellation, a single controller with limited resources
will not be able to handle all the update requests originating
from the data plane, and the controller might encounter bot-
tlenecks. Furthermore, due to the large distances between the
satellites and the controller, there is no guarantee of meet-
ing the acceptable control plane latency. Therefore, having a
distributed control plane becomes mandatory. However, it is
very important to choose the optimum number of controllers
and their locations based on the traffic load distribution and
topology changes [30].

A. MERGING OF SDN AND DISTRIBUTED MOBILITY
MANAGEMENT (DMM)
The DMM concept was introduced by IETF to overcome
the limitations of centralized management, such as the one
point of failure, bottlenecks, and high delays. DMM-based
solutions can be categorized into two types (Figure 10),
depending on the distribution level of the control plane [6].

• Partially distributed: The control plane is centralized
in certain control points in the network, whereas the
data plane is completely distributed among the network
entities.

• Fully distributed: Both control plane and data plane are
completely distributed among the network entities, and
there exists no central entity of control.

Some researchers consider SDN to be an enabler for
DMM [82]. They hold that DMM approaches will push
mobility anchor points to be distributed at the network edge
and support the SDN separation of data and control planes.
This allows for a quicker configuration and provision of
network connections, which is an enabler for managing
mobility in a distributed way at the edge. On the other
hand, some studies have suggested that DMM can help in
mitigating the drawbacks of SDN centralization. The merg-
ing of SDN and DDM concepts has been investigated in
several types of networks. For example, in [6], the authors
proposed an architecture that used the SDN paradigm with
the DMM concept in an environment of heterogeneous IP

networks. This architecture was shown to avoid the cen-
tralization problem of SDN and to present a hierarchical
cluster-based implementation of the SDN-DMM controllers
that improved the scalability of the control plane and reduced
the availability problem related to the single point of failure.
By merging SDN and DMM, a large portion of data traffic
can be handled locally at the network edge, which reduces
the probability of bottlenecks at the network core. When an
MN moves to another network, it does not need to change its
IP address in an ongoing session. Instead, the controller will
update the IP flow related to the moving MN to ensure that
the forwarded packets will reach the MN in the new network.
In addition, several studies have investigated merging DMM
and SDN in 5G [83], [84].

B. SDN-BASED LOCATION MANAGEMENT IN LEO
SATNETS
A simple software defined satellite network (SDSN) archi-
tecture was proposed in [85]. It consisted of three planes:
the data plane (satellite infrastructure, terminal router), the
control plane (a group of GEO satellites), and the manage-
ment plane (network operation and control centre (NOCC)).
Similarly, the author of [86] proposed an SDSN where the
controllers were located on GEO satellites and the switches
were deployed on MEO and LEO satellites. In [87], the
authors proposed placing controllers in ground gateways,
and flow tables in LEO satellites were updated through GEO
satellite communication. However, every time the group of
terminals attached to an LEO satellite changes due to the
satellite movement, the new logical location of the terminals
had to be reported to the global location server. Afterwards,
the controllers would receive the updates from the location
server and update the flow tables accordingly, and then send
the updates to the LEO satellites.
Since frequent handovers will rapidly increase flow table

sizes in SDSNs, many flows will be dropped during topol-
ogy changes (handovers) due to the limited size of the flow
table. In particular, a commodity switch can store about 1,500
entries only because of the high cost and energy consumption
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of the ternary content addressable memory (TCAM), which
is usually used by SDN switches [88]. After a handover, the
flow table will have unexpired entries occupying the flow
table space, but these will not be used any more. The subse-
quent flows may be dropped if the TCAM space is limited.
To address this problem, the author of [86] proposed a heuris-
tic timeout strategy-based mobility management (TSMM)
algorithm, which aimed to reduce the drop-flow during han-
dover. The TSMM algorithm adjusts the timeout of entries
dynamically while considering two key points, the limited
flow table space and the satellite link handover. This is to dis-
card the flow entries that belong to the former connection
when the handover occurs. This work has been extended
in SAT-FLOW [89], which is a multi-strategy flow table
management method for SDSN. SAT-FLOW is composed
of two heuristic algorithms, the dynamic classified timeout
(DCT) algorithm and the TSMM algorithm. DCT calculates
a dynamic idle timeout value for the flow entries taking lim-
ited TCAM space and classified traffic into consideration.
TSMM utilizes the result of DCT and considers link han-
dover in satellite networks. Thus, DCT aims to reduce the
flow table size, and TSMM aims to reduce the drop-flows
during the handover. A time estimation model was proposed
by [90] to estimate the mean time required to complete the
SDN control (i.e., finding or creating the necessary traffic
flow) and to deliver the first packet to the destination. The
author considered an architecture where three GEO satellites
played the role of SDN controllers and the data plane was
distributed among several LEO satellites.
However, the fixed controller placement at GEO satel-

lites might not be able to react to traffic fluctuations caused
by variable user activities and different time zones. In
addition, with densely populated and highly dynamic LEO
mega-constellations, having few controllers placed at a GEO
satellite may result in bottlenecks and high delays while
updating routing flows.
To overcome the fixed placement problem, a dynamic

SDN controller placement solution was considered in [30].
The author developed a mathematical model and formu-
lated it as an integer linear programming (ILP) problem to
find the optimal controller placement and the number of
satellites that would work as controllers. The goal of the
model was to minimize the average flow setup time with
respect to the traffic dynamics. The model was derived from
an SDN architecture, where the control plane layer con-
sisted of several LEO satellites whose number varied on
the basis of traffic demands in addition to seven satellite
gateways placed on the ground and served as entry points
to the backbone network. The gateways position was fixed
and was obtained from the existing IRIDIUM system. The
satellites that were part of the control plane served as both
controllers and network switches. They managed, controlled,
and updated the forwarding rules of the flow tables of the
satellites of the data plane. On the other hand, the satellites
of the data plane were only responsible for forwarding pack-
ets based on rules defined by the corresponding controllers.

However, this study considered a constellation with hundreds
of LEO satellites, which is less than what is expected for
future mega-constellations characteristics of future networks.
Densely deployed satellite networks in the future may have
huge flow tables with a very short lifetime. This is due to
the fast changes in LEO SatNet topology. Once a controller
leaves its current service area, its flow table entries could
become inapplicable and useless to the new service area
where the controller has moved.
A framework of SDSN was proposed by the author

in [12]. In so doing, he defined a dynamic controller place-
ment problem (DCPP), a static controller placement problem
(SCPP), and used an accelerated particle swarm optimization
(APSO) algorithm to solve these problems. The author
considered the parameters of propagation delay, reliability,
controller load, signaling cost, and the dynamic character-
istics of satellite networks. In the DCPP, the number and
location of active controllers can be adjusted on the basis of
the changes in network conditions. The author assumed an
architecture of multiple controllers that could be placed in
LEO, MEO, or GEO, whereas the switches were all placed
in the same LEO constellation. In the same work, the data
plane switches sent periodic “hello” messages to their con-
troller, and these messages were used to collect information
about changes in network topology (i.e., topology discov-
ery). In addition, the periodic “hello” messages were used
to connect with a new controller when the switch lost the
connection with the current controller. Controllers exchange
the obtained topology discovery information to build up a
global view of the network.
A three-layer hierarchical controller architecture for a

software-defined GEO/LEO satellite networks was proposed
in [11]. The solution exploited the wide coverage ability
of GEO satellites, the easy upgrading and maintenance of
NOCCs, and the stability of inter-satellite links in the same
low-Earth orbit. The control plane consisted of domain con-
trollers, slave controllers, and a super controller. The GEO
satellites were set as domain controllers because of their
broadcast capabilities over a wide-coverage area and stable
connection with the ground station. The domain controller
monitored and managed the LEO satellites in its coverage.
The LEO satellites forwarded and collected the network sta-
tus information, and were divided into different domains
according to the GEO coverage. Several slave controllers
were selected from LEO satellites. The GEO domain con-
trollers communicated with just the slave controllers under
their own authority instead of with all LEO satellites in
their domain. By using inter-satellite links, the slave con-
trollers collected the status information of the LEO satellites
under their own authority, which was then sent to the cor-
responding domain controllers. The NOCC was deployed as
a super controller that could obtain the knowledge of the
overall network through the primary GEO satellites. Based
on the aforementioned description, a logically centralized
control plane with global knowledge was created through
physically distributed LEO controllers. To select the slave
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TABLE 5. Comparison of SDN based location management in LEO SatNets.

controller, each LEO orbit plane was regarded as a sep-
arate management area. The LEO satellites in each orbit
plane were divided into two groups such that one group
moved from north to south and the other from south to
north. In each group, the LEO satellite whose latitude was
nearest to 0◦ was selected as the slave controller to collect
the status information of other LEO satellites in its group.
However, if more than one LEO satellite had the same low-
est latitude, then the slave controller was chosen as the one
which could maintain a longer communication time window.
Table 5 presents a comparison of the aforementioned studies
and highlights their limitations in the context of future LEO
SatNets.

C. ISSUES TO CONSIDER
This section discusses several important issues that should
be considered in order to utilize SDN-based location man-
agement for future LEO SatNets.

• In software-defined future LEO SatNets, there will be
millions or billions of user devices connected to LEO
satellites. This will create a huge number of flow records

at each switch (LEO satellite), and such records will
expire once the satellite moves to serve a different
group of people. Setting up new flow records with
every satellite handover consumes resources and cre-
ates delays. However, the idea of relaying flow tables
from a departing satellite to an arriving one is worth
investigating..

• When terrestrial and satellite networks are integrated,
there will be millions or billions of flows. Storing, main-
taining, and searching through these flow table records
will be a complicated and critical issue. Thus, plac-
ing controllers in satellites with limited computational
powers might create bottlenecks.

• Some SDN-based solutions, such as [85] and [90],
assume that all users communicate with a satellite
through a ground gateway. However, in future LEO
SatNet, it is expected that users will be able to con-
nect directly to satellites. It is recommended to consider
the challenges of direct connectivity between users and
satellites in future SDN-based location management
solutions.
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• Although distributed SDN architectures are preferred
in SatNets environment, the limited satellite resources
needed to implement all distributed SDN functions
should be taken into consideration.

• To take advantage of dynamic SDN controller place-
ment in future LEO SatNets, a number of factors should
be considered, such as traffic demands, user distribu-
tion, user mobility, signaling cost, and the dynamic
characteristics of satellite networks.

• Future network management automation will merge the
concept of SDN with artificial intelligence and machine
learning [91]. Thus, the utilization of artificial intelli-
gence in SDN-based LEO SatNet location management
should be considered. In particular, artificial intelligence
and machine learning algorithms can be useful in select-
ing the SDN controllers and their placements in order
to adapt to the dynamic nature of LEO SatNets. For
example, reinforcement learning or deep reinforcement
learning algorithms (e.g., deep deterministic policy gra-
dient) can be useful as they can learn the optimum
positions of controllers and adapt to changes in SatNet
topology and user demand patterns. Although there
are no existing studies on SatNets that use intelligent
learning algorithms for controller placement, there is
some inspiring work that has been done on software-
defined vehicular networks [92]. However, to utilize
machine learning in SatNets, the limited computational
power of the satellite needs to be considered. This
highlights the pressing need for lightweight machine
learning algorithms that are suitable for SatNets.

• In terrestrial networks, SDN controllers update the flow
tables using the information obtained through topol-
ogy discovery protocols. In satellite networks, a large
portion of the topology update overhead can be saved
by predicting satellite movement. However, with mega-
constellations of thousands of satellites, user devices
will have multiple candidate satellites to handover. In
this situation, updating user related flows based on
mobility predictions will be complicated.

VIII. CURRENT VIEW AND FUTURE DIRECTIONS
The previous three sections focused on what has thus far
been done to address the problem of location management
in LEO SatNets. Some researchers tackled the problem by
extending or enhancing IETF IP-based location management
techniques, which come as part of IPv6 mobility manage-
ment protocols. In contrast, a considerable number of studies
highlighted the dual role played by IP addresses as both iden-
tifiers and locators as the main cause of poor performance
in IETF IP-based location management techniques in LEO
SatNets. Consequently, several researchers investigated the
employment of a location/identifier split concept in LEO
SatNets. A third approach utilized the network softwarization
and the advantages offered by SND of decoupling control
and data planes to support location management in LEO
SatNets in a flexible way.

Clearly, the IETF IP-based location management tech-
niques and location/identifier split algorithms are based on
two totally different concepts, as the former considers the
dual role of an IPv6 address while the latter separates the
two roles. The main disadvantages of location/identifier split
algorithms are their incompatibility with IP-based networks
and the high overhead of keeping the resolution systems
updated. IPv6 and SDN are interrelated technologies, where
IPv6 operates on the network layer and SDN handles the
management of the networking operations. From a location
management perspective, SDN focuses more on providing
routing services by using the flow concept rather than IP
addresses to deliver packets to their destinations. Thus, in
an SDN, IP addresses are still used but their main role is as
identifiers. In SDN, the locator role of IP addresses is mini-
mized, and it is the controllers instead that handle the routing
and forwarding of data packets. This adds more flexibility
to SatNet location management. Also, adopting a distributed
SDN control plane supports the network scalability.
Using one or another of the aforementioned approaches,

several solutions have been proposed to deal with location
management in LEO SatNets. Although such solutions have
some potential when applied to future LEO SatNets, many
challenges will be encountered as well. This is due to the
complicated mobility and topology characteristics of future
LEO SatNets, as discussed in Section II.
For IP-based solutions, the main challenge is to mini-

mize and manage the consequences of frequent IP address
changes (e.g., signaling costs, delays, and packet loss), non-
optimized routing, and inefficient placement of physical or
logical anchors (i.e., a home agent). With respect to the sec-
ond approach involving a locator/identifier split, the main
challenges are backward compatibility with existing IP-based
networks, the scalability of location update and resolution
systems, and the placement of the location resolution system.
Although the SDN-based location management approach is
promising for future LEO SatNets, it also presents chal-
lenges. Managing a distributed SDN control plane over a
large-scale network is complex due to the controller selection
and placement and the critical processes related to manag-
ing the rapidly changing flow tables in the highly dynamic
environment of future LEO SatNets. Table 6 summarizes
the advantages and challenges of each of the three location
management approaches from the perspective of future LEO
SatNets.
Intensive research is needed to overcome these challenges

and unlock the potential of future LEO SatNets and their
capacity to provide continuous and ubiquitous connectivity
with the required QoS. In the following, we draw attention
to some critical issues that require further investigation for
efficient topology management in future SatNets.

• In future LEO SatNets, there will be several mega-
constellations with different orbital parameters. Such
parameters will have an effect on a number of vari-
ables, including propagation delays, handover frequency
and duration, footprints, and density of satellites. Such
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TABLE 6. Summary of three approaches’ advantages and challenges when applied to future LEO SatNets.

variables affect the performance of location manage-
ment algorithms. Thus, for different orbits or con-
stellations, location management might be different.
In addition, the diversity in required QoS for user
devices or applications should be taken into consid-
eration while designing location management solutions
for future LEO SatNets.

• Advances in communication technologies will enable
direct communication between satellites and small
devices with limited power (e.g., mobile phones and
sensors). We envision that future LEO SatNet com-
munication services will be used frequently in highly
populated areas. Providing services to rural and remote
areas may not be economically viable by itself, and

satellite network operators will likely elect to also pro-
vide services in urban areas with high user density to
improve market penetration and create their business
case. However, most of the existing research on loca-
tion management in LEO SatNets focuses on cases
with a low density of users (e.g., users in rural or
remote areas) or indirect communication with satel-
lites through ground gateways. But to support future
LEO SatNets, location management schemes should be
designed to handle thousands or millions of devices con-
nected directly to satellites. In such a scenario, issues
of address resolution and mapping, flow table manage-
ment, and handovers of a large group of users should
be considered and investigated.
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• Future networks are expected to be self-evolving
networks (SENs) that utilize artificial intelligence to
make future integrated networks fully automated, which
will allow them to evolve intelligently with respect to
the provision, adaptation, optimization, and manage-
ment aspects of networking, communications, computa-
tion, and infrastructure node mobility [91]. To work in
the self-evolving environment of future LEO SatNets,
location management systems should be able to self-
restructure the network logical topology to improve
network performance. In this regard, the technologies
of SDN and network slicing have promising potential.
However, this topic requires further research.

• The authors in [93] considered that the main causes of
the current Internet’s problems are the so-called triple
bindings, namely user and network binding, control and
data binding, and resource and location binding. The
author proposed a collaborative Internet architecture that
completely cancels the restrictions imposed by the triple
bindings. Although the applicability of this approach for
future LEO SatNets was not discussed, it is worth inves-
tigating as it may add flexibility to network topology
management.

• As part of the secure mobility management work
presented in [94], the author proposed using blockchain
technology for group location management in vehicular
ad hoc networks. Blockchain technology is well known
for managing ledgers in a secure and distributed way.
This feature of blockchain might be advantageous in
managing the flow tables in SDN-based LEO SatNets.

• Recently, several authors have discussed the proposal of
a “New IP Address” for 2030 networks [95], [96], [97],
which aims to connect heterogeneous networks, provide
deterministic forwarding, and support intrinsic security.
Theoretically, New IP offers more efficient addressing
and network management than the existing TCP/IP stan-
dard. However, there are some concerns that New IP
would require authorization and authentication of sent
data packets, user identity, and Internet addresses.

• Named data networking (NDN) in LEO satellite con-
stellation is considered a potential solution for flexible
mobility management in future mega-constellations.
Some recent studies, such as [98], [99], and [100], inves-
tigated the architectural benefits of NDN. It was shown
that NDN can provide adaptive forwarding, in-network
caching, off-the-grid communication, data-mule-service,
in-network and edge computing, mobility support, and
data-centric security, which make it a promising solu-
tion. However, research on adopting NDN in future
LEO mega-constellation is still in its early stages, and
further investigations are required.

• A very important point that should be considered
in future SatNet topology management is the lim-
ited computational power of satellites. This creates
constraints in maintaining and searching huge routing
tables, and it restricts the functionality of controllers

in software-defined SatNets. Therefore, there is a need
to design lightweight location management strategies
that provide efficient location management functionality
with low computational costs.

IX. CONCLUSION
Efficient location management is essential to unlocking the
potential of future LEO SatNets. This article has aimed to
explore the current development in location management
and to identify the research gaps and challenges that face
the realization of effective location management for future
LEO SatNets. From the perspective of future LEO SatNets,
this article has critically reviewed the existing three loca-
tion management approaches, including extensions of the
IETF location management techniques approach, the loca-
tor/identifier split approach, and the SDN-based location
management approach. It was shown that the determinis-
tic aspects of the LEO mega-constellations and the fixed
terminals can be exploited to support location management.
It is expected that the concept of a software-defined satel-
lite network will play a major role in supporting location
management in future LEO SatNets. To this end, recommen-
dations for future research were given in the penultimate
section. This article can be used as a road map to guide
research efforts in developing effective location management
for future SatNets.

REFERENCES
[1] M. H. Miraz, M. Ali, P. S. Excell, and R. Picking, “A review on

Internet of Things (IoT), Internet of Everything (IoE) and Internet of
Nano Things (IoNT),” in Proc. Internet Technol. Appl. (ITA), 2015,
pp. 219–224.

[2] B. Li, Z. Fei, C. Zhou, and Y. Zhang, “Physical-layer security in
space information networks: A survey,” IEEE Internet Things J.,
vol. 7, no. 1, pp. 33–52, Jan. 2020.

[3] W. Han, B. Wang, Z. Feng, B. Zhao, W. Yu, and Z. Tang, “GRIMM:
A locator/identifier split-based mobility management architecture
for LEO satellite network,” in Proc. 6th Int. Conf. Instrum. Meas.
Comput. Commun. Control (IMCCC), 2016, pp. 605–608.

[4] A. Z. M. Shahriar, M. Atiquzzaman, and S. Rahman, “Mobility
management protocols for next-generation all-IP satellite networks,”
IEEE Wireless Commun., vol. 15, no. 2, pp. 46–54, Apr. 2008.

[5] C. Jiang, H. Zhang, Y. Ren, Z. Han, K.-C. Chen, and L. Hanzo,
“Machine learning paradigms for next-generation wireless networks,”
IEEE Wireless Commun., vol. 24, no. 2, pp. 98–105, Apr. 2017.

[6] R. T. Cordova, P. R. Gondim, Y. P. Llerena, and J. Lloret,
“SDN-DMM for intelligent mobility management in heterogeneous
mobile IP networks,” Int. J. Commun. Syst., vol. 32, no. 17, 2019,
Art. no. e4140.

[7] X. Zhang, K. Shi, S. Zhang, D. Li, and R. Xia, “Virtual agent
clustering based mobility management over the satellite networks,”
IEEE Access, vol. 7, pp. 89544–89555, 2019.

[8] W. Dai, H. Li, Q. Wu, and X. Wang, “Flexible and aggregated
mobility management in integrated satellite-terrestrial networks,”
in Proc. Int. Wireless Commun. Mobile Comput. (IWCMC), 2020,
pp. 982–987.

[9] B. Feng, H. Zhou, G. Li, H. Li, and S. Yu, “SAT-GRD: An
ID/Loc split network architecture interconnecting satellite and ground
networks,” in Proc. IEEE Int. Conf. Commun. (ICC), 2016, pp. 1–6.

[10] B. Feng, H. Zhang, H. Zhou, and S. Yu, “Locator/identifier
split networking: A promising future Internet architecture,” IEEE
Commun. Surveys Tuts., vol. 19, no. 4, pp. 2927–2948, 4th Quart.,
2017.

[11] S. Xu, X. Wang, B. Gao, M. Zhang, and M. Huang, “Controller
placement in software-defined satellite networks,” in Proc. 14th Int.
Conf. Mobile Ad Hoc Sensor Netw. (MSN), 2018, pp. 146–151.

VOLUME 3, 2022 1059



DARWISH et al.: LOCATION MANAGEMENT IN INTERNET PROTOCOL-BASED FUTURE LEO SatNets: A REVIEW

[12] S. Wu, X. Chen, L. Yang, C. Fan, and Y. Zhao, “Dynamic and static
controller placement in software-defined satellite networking,” Acta
Astronautica, vol. 152, pp. 49–58, Nov. 2018.

[13] R. Bolla and M. Repetto, “A comprehensive tutorial for mobility man-
agement in data networks,” IEEE Commun. Surveys Tuts., vol. 16,
no. 2, pp. 812–833, 2nd Quart., 2014.

[14] A. Jain, E. Lopez-Aguilera, and I. Demirkol, “Are mobility man-
agement solutions ready for 5G and beyond?” Comput. Commun.,
vol. 161, pp. 50–75, Sep. 2020.

[15] I. Shayea, M. Ergen, M. H. Azmi, S. A. Çolak, R. Nordin, and
Y. I. Daradkeh, “Key challenges, drivers and solutions for mobil-
ity management in 5G networks: A survey,” IEEE Access, vol. 8,
pp. 172534–172552, 2020.

[16] P. Nikander, A. Gurtov, and T. R. Henderson, “Host identity protocol
(HIP): Connectivity, mobility, multi-homing, security, and privacy
over IPv4 and IPv6 networks,” IEEE Commun. Surveys Tuts., vol. 12,
no. 2, pp. 186–204, 2nd Quart., 2010.

[17] I. Al-Surmi, M. Othman, and B. M. Ali, “Mobility management for
IP-based next generation mobile networks: Review, challenge and
perspective,” J. Netw. Comput. Appl., vol. 35, no. 1, pp. 295–315,
2012.

[18] H. Tuncer, S. Mishra, and N. Shenoy, “A survey of identity and
handoff management approaches for the future Internet,” Comput.
Commun., vol. 36, no. 1, pp. 63–79, 2012.

[19] S. M. Ghaleb, S. Subramaniam, Z. A. Zukarnain, and A. Muhammed,
“Mobility management for IoT: A survey,” EURASIP J. Wireless
Commun. Netw., vol. 2016, no. 1, p. 165, 2016.

[20] W. Ramirez, X. Masip-Bruin, M. Yannuzzi, R. Serral-Gracia,
A. Martinez, and M. Siddiqui, “A survey and taxonomy of ID/locator
split architectures,” Comput. Netw., vol. 60, pp. 13–33, Feb. 2014.

[21] M. Hoefling, M. Menth, and M. Hartmann, “A survey of mapping
systems for locator/identifier split Internet routing,” IEEE Commun.
Surveys Tuts., vol. 15, no. 4, pp. 1842–1858, 4th Quart., 2013.

[22] W. F. Elsadek and M. N. Mikhail, “IP mobility management
using software defined networking: A review,” in Proc. IEEE 2nd
Inf. Technol. Netw. Electron. Autom. Control Conf. (ITNEC), 2017,
pp. 76–81.

[23] Q. Long, Y. Chen, H. Zhang, and X. Lei, “Software defined 5G and
6G networks: A survey,” Mobile Netw. Appl., to be published.

[24] R. Radhakrishnan, W. W. Edmonson, F. Afghah, R. M. Rodriguez-
Osorio, F. Pinto, and S. C. Burleigh, “Survey of inter-satellite com-
munication for small satellite systems: Physical layer to network layer
view,” IEEE Commun. Surveys Tuts., vol. 18, no. 4, pp. 2442–2473,
4th Quart., 2016.

[25] M. De Sanctis, E. Cianca, G. Araniti, I. Bisio, and R. Prasad,
“Satellite communications supporting Internet of Remote Things,”
IEEE Internet Things J., vol. 3, no. 1, pp. 113–123, Feb. 2016.

[26] Y. Miao, Z. Cheng, W. Li, H. Ma, X. Liu, and Z. Cui, “Software
defined integrated satellite-terrestrial network: A survey,” in Proc.
Int. Conf. Space Inf. Netw., 2016, pp. 16–25.

[27] S. Xu, X. Wang, and M. Huang, “Software-defined next-generation
satellite networks: Architecture, challenges, and solutions,” IEEE
Access, vol. 6, pp. 4027–4041, 2018.

[28] M. S. Hossain, S. S. Hassan, M. Atiquzzaman, and W. Ivancic,
“Survivability and scalability of space networks: A survey,”
Telecommun. Syst., vol. 68, no. 2, pp. 295–318, 2018.

[29] J. Liu, Y. Shi, Z. M. Fadlullah, and N. Kato, “Space-air-ground
integrated network: A survey,” IEEE Commun. Surveys Tuts., vol. 20,
no. 4, pp. 2714–2741, 4th Quart., 2018.

[30] A. Papa, T. De Cola, P. Vizarreta, M. He, C. M. Machuca, and
W. Kellerer, “Dynamic SDN controller placement in a LEO con-
stellation satellite network,” in Proc. IEEE Global Commun. Conf.
(GLOBECOM), 2018, pp. 206–212.

[31] A. U. Chaudhry and H. Yanikomeroglu, “Free space optics for next-
generation satellite networks,” IEEE Consum. Electron. Mag., vol. 10,
no. 6, pp. 21–31, Nov. 2021.

[32] A. U. Chaudhry and H. Yanikomeroglu, “Laser intersatellite links
in a starlink constellation: A classification and analysis,” IEEE Veh.
Technol. Mag., vol. 16, no. 2, pp. 48–56, Jun. 2021.

[33] Study on Using Satellite Access in 5G, 3GPP TR 22.822 V16.0.0
(2018-06), 3GPP, Sophia Antipolis, France, 2018.

[34] K. Tekbıyık, G. K. Kurt, A. R. Ekti, A. Görçin, and
H. Yanikomeroglu, “Reconfigurable intelligent surface empow-
ered Terahertz communication for LEO satellite networks,” 2020,
arXiv:2007.04281.

[35] A. Kaloxylos, P. Spapis, and I. Moscholios, “SDN-based session
and mobility management in 5G networks,” in 5G Ref: Essential 5G
Reference Online. Hoboken, NJ, USA: Wiley, 2020, pp. 1–17.

[36] D. Johnson, C. Perkins, and J. Arkko, “Mobility support in IPv6,”
IETF, RFC 3775, 2004.

[37] S. Chen, Y. Shi, B. Hu, and M. Ai, Mobility Management: Principle,
Technology and Applications. Heidelberg, Germany: Springer, 2016.

[38] G. Koodli, “Fast handovers for mobile IPv6,” IETF, RFC 4068, 2005.
[39] K. E.-M. H. Soliman, C. Castelluccia, and L. Bellier, “Hierarchical

mobile IPv6 (HMIPv6) mobility management,” IETF, RFC 4140,
2005.

[40] S. Gundavelli, E. K. Leung, V. Devarapalli, K. Chowdhury, and
B. Patil, “Proxy mobile IPv6,” IETF, RFC 5213, 2008.

[41] J. Pieterse, R. Wolhuter, and N. Mitton, “Implementation and analysis
of FMIPv6, an enhancement of MIPv6,” in Proc. Int. Conf. Ad Hoc
Netw., 2012, pp. 351–364.

[42] H.-S. Yoo, R. S. Tolentino, B. Park, B.-Y. Chang, and S.-H. Kim,
“ES-FHMIPv6: An efficient scheme for fast handover over HMIPv6
networks,” Int. J. Future Gener. Commun. Netw., vol. 2, no. 2,
pp. 11–24, 2009.

[43] A. Hussain, S. Nazir, S. Khan, and A. Ullah, “Analysis of PMIPv6
extensions for identifying and assessing the efforts made for solving
the issues in the PMIPv6 domain: A systematic review,” Comput.
Netw., vol. 179, Oct. 2020, Art. no. 107366.

[44] G. Su, P. You, and S. Yong, “Comparative handover performance
analysis of MIPv6 and FMIPv6 in LEO satellite networks,” in Proc.
Int. Conf. Netw. Inf. Syst. Comput. (ICNISC), 2017, pp. 30–36.

[45] D. He, P. You, and S. Yong, “Comparative handover performance
analysis of MIPv6 and PMIPv6 in LEO satellite networks,” in
Proc. 6th Int. Conf. Instrum. Meas. Comput. Commun. Control
(IMCCC), 2016, pp. 93–98.

[46] E. K. Jaff, P. Pillai, and Y. F. Hu, “IP multicast receiver mobility
support using PMIPv6 in a global satellite network,” IEEE Commun.
Mag., vol. 53, no. 3, pp. 30–37, Mar. 2015.

[47] E. K. Jaff, P. Pillai, and Y. F. Hu, “PMIPv6-based IP mobility man-
agement over regenerative satellite mesh networks,” in Proc. 7th Adv.
Satellite Multimedia Syst. Conf. 13th Signal Process. Space Commun.
Workshop (ASMS/SPSC), 2014, pp. 1–8.

[48] R. Atkinson and S. Bhatti, “Identifier-locator network protocol
(ILNP) engineering considerations,” IRTF, RFC 6741, 2012.

[49] R. M. Alaez, E. Chirivella-Perez, J. M. A. Calero, and Q. Wang,
“New topology management scheme in LTE and 5G networks,” in
Proc. IEEE 87th Veh. Technol. Conf. (VTC Spring), 2018, pp. 1–5.

[50] Z. Zhang and Q. Guo, “An IP mobility management scheme with
dual location areas for IP/LEO satellite network,” J. Zhejiang Univ.
Sci. C, vol. 13, no. 5, pp. 355–364, 2012.

[51] S. Jeon, S. Figueiredo, R. L. Aguiar, and H. Choo, “Distributed
mobility management for the future mobile networks: A com-
prehensive analysis of key design options,” IEEE Access, vol. 5,
pp. 11423–11436, 2017.

[52] W. Han, B. Wang, Z. Feng, B. Zhao, and W. Yu, “Distributed mobility
management in IP/LEO satellite networks,” in Proc. 3rd Int. Conf.
Syst. Inf. (ICSAI), 2016, pp. 691–695.

[53] H. Chan, D. Liu, P. Seite, H. Yokota, and J. Korhonen, “Requirements
for distributed mobility management,” IETF, RFC 7333, 2014.

[54] F. Wei, X. Zhen, and G. Zihe, “IP addressing and address manage-
ment of space-based network based on geographical division,” in
Proc. Int. Conf. Internet Things Service, 2020, pp. 510–525.

[55] A. Venkataramani, J. F. Kurose, D. Raychaudhuri, K. Nagaraja,
M. Mao, and S. Banerjee, “MobilityFirst: A mobility-centric
and trustworthy Internet architecture,” ACM SIGCOMM Comput.
Commun. Rev., vol. 44, no. 3, pp. 74–80, 2014.

[56] P. Karimi, M. Sherman, F. Bronzino, I. Seskar, D. Raychaudhuri, and
A. Gosain, “Evaluating 5G Multihoming services in the MobilityFirst
future Internet architecture,” in Proc. IEEE 85th Veh. Technol. Conf.
(VTC Spring), 2017, pp. 1–5.

[57] J. H. Wang, Y. Wang, M. Xu, and J. Yang, “Separating identifier
from locator with extended DNS,” in Proc. IEEE Int. Conf. Commun.
(ICC), 2012, pp. 2747–2751.

[58] Z. Zhang, B. Zhao, W. Yu, and C. Wu, “Supporting location/identity
separation in mobility-enhanced satellite networks by virtual attach-
ment point,” Pervasive Mobile Comput., vol. 42, pp. 1–14, 2017.

[59] R. Moskowitz and P. Nikander, “Host identity protocol (HIP)
architecture,” IETF, RFC 4423, 2006.

[60] T. Henderson, C. Vogt, and J. Arkko, “Host multihoming with the
host identity protocol,” IETF, RFC 8047, 2017.

[61] J. Ahrenholz, O. Brewer, D. Mattes, and T. Henderson. “OpenHIP.”
[Online]. Available: http://openhip.sourceforge.net

[62] A. Pathak. “Host identity protocol for Linux (HIPL).” [Online].
Available: https://www.linuxjournal.com/magazine/host-identity-
protocol-linux

1060 VOLUME 3, 2022



[63] D. Farinacci, V. Fuller, D. Meyer, and D. Lewis, “Locator/ID
separation protocol (LISP),” IETF, RFC 6830, 2013.

[64] LISP4 Team. “LISP Beta.” [Online]. Available: https://lisp4.net.cba.
upc.edu/

[65] LISP-Lab Team. “LISP-Lab.” [Online]. Available: http://www.lisp-
lab.org/index.html

[66] D. C. Phung, S. Secci, D. Saucez, and L. Iannone, “The OpenLISP
control plane architecture,” IEEE Netw., vol. 28, no. 2, pp. 34–40,
Mar./Apr. 2014.

[67] LISP CISCO Team. “Locator/ID separation protocol LISP.” [Online].
Available: http://lisp.cisco.com

[68] L. Jakab, A. Cabellos-Aparicio, F. Coras, D. Saucez, and
O. Bonaventure, “LISP-TREE: A DNS hierarchy to support the
LISP mapping system,” IEEE J. Sel. Areas Commun., vol. 28, no. 8,
pp. 1332–1343, Oct. 2010.

[69] V. Fuller, D. Lewis, V. Ermagan, A. Jain, and A. Smirnov, “LISP
delegated database tree,” IETF, Fremont, CA, USA, 2012.

[70] M. Liu, H. Wang, H. Zhou, and Y. Xiang, “A mobility management
method for space-earth integration network based on identity map-
ping system,” in Proc. IEEE World Conf. Comput. Commun. Technol.
(WCCCT), 2021, pp. 52–57.

[71] B. Feng et al., “HetNet: A flexible architecture for heterogeneous
satellite-terrestrial networks,” IEEE Netw., vol. 31, no. 6, pp. 86–92,
Nov./Dec. 2017.

[72] Z. Zhang, B. Zhao, Z. Feng, W. Yu, and C. Wu, “MSN: A mobility-
enhanced satellite network architecture: Poster,” in Proc. 22nd Annu.
Int. Conf. Mobile Comput. Netw., 2016, pp. 465–466.

[73] Z. Zhang, B. Zhao, Z. Feng, W. Yu, and C. Wu, “Design overview of a
rapid mapping resolution system for enabling identifier/location sep-
aration in satellite network,” in Proc. 16th Int. Conf. Opt. Commun.
Netw. (ICOCN), 2017, pp. 1–3.

[74] G. Kurt et al., “A vision and framework for the high altitude platform
station (HAPS) networks of the future,” IEEE Commun. Surveys
Tuts., vol. 23, no. 2, pp. 729–779, 2nd Quart., 2021.

[75] M. S. Alam, G. K. Kurt, H. Yanikomeroglu, P. Zhu, and N. D. Dào,
“High altitude platform station based super macro base station
(HAPS-SMBS) constellations,” IEEE Commun. Mag., vol. 59, no. 1,
pp. 103–109, Jan. 2021.

[76] M. Alzenad and H. Yanikomeroglu, “Coverage and rate analysis for
vertical heterogeneous networks (VHetNets),” IEEE Trans. Wireless
Commun., vol. 18, no. 12, pp. 5643–5657, Dec. 2019.

[77] K. Sood, S. Yu, and Y. Xiang, “Software-defined wireless networking
opportunities and challenges for Internet-of-Things: A review,” IEEE
Internet Things J., vol. 3, no. 4, pp. 453–463, Aug. 2016.

[78] J. Kipongo, T. O. Olwal, and A. M. Abu-Mahfouz, “Topology discov-
ery protocol for software defined wireless sensor network: Solutions
and open issues,” in Proc. IEEE 27th Int. Symp. Ind. Electron. (ISIE),
2018, pp. 1282–1287.

[79] M. Sulovic, C. C. Marquezan, and A. Hecker, “Towards location
management in SDN-based MCN,” in Proc. IFIP/IEEE Symp. Integr.
Netw. Service Manage. (IM), 2017, pp. 1097–1102.

[80] Z. Zali, M. R. Hashemi, I. Cianci, A. Grieco, and G. Boggia, “A
controller-based architecture for information centric network con-
struction and topology management,” China Commun., vol. 15, no. 7,
pp. 131–145, 2018.

[81] G. Petropoulos, K. V. Katsaros, and M.-E. Xezonaki, “OpenFlow-
compliant topology management for SDN-enabled information cen-
tric networks,” in Proc. IEEE Symp. Comput. Commun. (ISCC), 2017,
pp. 951–954.

[82] M. Perras, J. C. Zuniga, A. Reznik, C. J. Bernardos, and H. Jin,
“Software defined networking distributed and dynamic mobility
management,” U.S. Patent 10 349 327, 2019.

[83] R. Hakimi, H. T. Larasati, A. Mustafa, and A. Abu-Arabiya,
“Leveraging SDN for handover in distributed mobility management
of 5G network,” in Proc. 12th Int. Conf. Telecommun. Syst. Services
Appl. (TSSA), 2018, pp. 1–7.

[84] T.-T. Nguyen, C. Bonnet, and J. Harri, “SDN-based distributed mobil-
ity management for 5G networks,” in Proc. IEEE Wireless Commun.
Netw. Conf., 2016, pp. 1–7.

[85] J. Bao, B. Zhao, W. Yu, Z. Feng, C. Wu, and Z. Gong, “OpenSAN:
A software-defined satellite network architecture,” ACM SIGCOMM
Comput. Commun. Rev., vol. 44, no. 4, pp. 347–348, 2014.

[86] T. Li et al., “Timeout strategy-based mobility management for soft-
ware defined satellite networks,” in Proc. IEEE Int. Conf. Comput.
Commun. Workshops (INFOCOM WKSHPS), 2017, pp. 319–324.

[87] B. Yang, Y. Wu, X. Chu, and G. Song, “Seamless handover in
software-defined satellite networking,” IEEE Commun. Lett., vol. 20,
no. 9, pp. 1768–1771, Sep. 2016.

[88] A. R. Curtis, J. C. Mogul, J. Tourrilhes, P. Yalagandula, P. Sharma,
and S. Banerjee, “DevoFlow: Scaling flow management for high-
performance networks,” in Proc. ACM Special Interest Group Data
Commun. (SIGCOMM) Conf., 2011, pp. 254–265.

[89] T. Li, H. Zhou, H. Luo, I. You, and Q. Xu, “SAT-FLOW:
Multi-strategy flow table management for software defined satellite
networks,” IEEE Access, vol. 5, pp. 14952–14965, 2017.

[90] L. Boero, M. Marchese, and F. Patrone, “The impact of delay
in software-defined integrated terrestrial-satellite networks,” China
Commun., vol. 15, no. 8, pp. 11–21, 2018.

[91] T. Darwish, G. K. Kurt, H. Yanikomeroglu, G. Senarath, and P. Zhu,
“A vision of self-evolving network management for future intelligent
vertical HetNet,” 2021, arXiv:2009.02771.

[92] T. Yuan, W. da Rocha Neto, C. E. Rothenberg, K. Obraczka,
C. Barakat, and T. Turletti, “Dynamic controller assignment in
software defined Internet of Vehicles through multi-agent deep rein-
forcement learning,” IEEE Trans. Netw. Service Manag., vol. 18,
no. 1, pp. 585–596, Mar. 2021.

[93] H. Zhang, W. Quan, H.-C. Chao, and C. Qiao, “Smart identifier
network: A collaborative architecture for the future Internet,” IEEE
Netw., vol. 30, no. 3, pp. 46–51, May/Jun. 2016.

[94] C. Lai and Y. Ding, “A secure blockchain-based group mobility
management scheme in VANETs,” in Proc. IEEE/CIC Int. Conf.
Commun. China (ICCC), 2019, pp. 340–345.

[95] Z. Chen, C. Wang, G. Li, Z. Lou, S. Jiang, and A. Galis, “NEW
IP framework and protocol for future applications,” in Proc. NOMS
IEEE/IFIP Netw. Oper. Manag. Symp., 2020, pp. 1–5.

[96] S. Jiang, G. Li, and B. E. Carpenter, “A new approach to a ser-
vice oriented Internet protocol,” in Proc. IEEE Int. Conf. Comput.
Commun. Workshops (INFOCOM WKSHPS), 2020, pp. 273–278.

[97] M. Kheirkhah, T. K. Phan, X. Wei, D. Griffin, and M. Rio, “UCIP:
User controlled Internet protocol,” in Proc. IEEE Int. Conf. Comput.
Commun. Workshops (INFOCOM WKSHPS), 2020, pp. 279–284.

[98] T. Liang, Z. Xia, G. Tang, Y. Zhang, and B. Zhang, “NDN in large
LEO satellite constellations: A case of consumer mobility support,”
in Proc. 8th ACM Conf. Inf. Centric Netw., 2021, pp. 1–12.

[99] Z. Xia, Y. Zhang, T. Liang, X. Zhang, and B. Fang, “Adapting
named data networking (NDN) for better consumer mobility support
in LEO satellite networks,” in Proc. 24th Int. ACM Conf. Model.
Anal. Simulat. Wireless Mobile Syst., 2021, pp. 207–216.

[100] J. Deng, Z. Xia, and G. Pan, “A named data networking prediction-
based mobility solution in space–air–terrestrial networks,” Phys.
Commun., vol. 49, Dec. 2021, Art. no. 101463.

TASNEEM DARWISH (Senior Member, IEEE)
received the M.Sc. degree (with Merit) in electron-
ics and electrical engineering from the University
of Glasgow, U.K., in 2007, and the Ph.D. degree
in computer science from Universiti Teknologi
Malaysia (UTM), Malaysia, in 2017. She is cur-
rently a Postdoctoral Fellow with the Department
of Systems and Computer Engineering, Carleton
University, Canada. From 2017 to 2019, she was
a Postdoctoral Fellow with UTM. From 2019 to
2020, she was a Research Associate with Carleton

University. In 2020, she started working as a Postdoctoral Fellow with
Carleton University on a collaborative project with MDA Space to inves-
tigate mobility management in future LEO satellite networks. Her current
research interests include mobility management in future LEO satellite
networks, edge/fog computing and data offloading in HAPS, vehicular ad
hoc networks, and intelligent transportation systems. She is the recipi-
ent of the UTM Alumni Award for Science and Engineering in 2017.
She was awarded the Malaysia International Scholarship from 2013 to
2016. She is an Active Reviewer for several IEEE journals, such as
IEEE INTERNET OF THINGS, IEEE ACCESS, IEEE TRANSACTIONS ON

VEHICULAR TECHNOLOGY, and IEEE TRANSACTIONS ON INTELLIGENT

TRANSPORTATION SYSTEMS.

VOLUME 3, 2022 1061



DARWISH et al.: LOCATION MANAGEMENT IN INTERNET PROTOCOL-BASED FUTURE LEO SatNets: A REVIEW

GUNES KARABULUT KURT (Senior Member,
IEEE) received the B.S. degree (with Highest
Hons.) in electronics and electrical engineering
from Bogazici University, Istanbul, Turkey, in
2000, and the M.A.Sc. and Ph.D. degrees in elec-
trical engineering from the University of Ottawa,
Ottawa, ON, Canada, in 2002 and 2006, respec-
tively. She is currently an Associate Professor
of Electrical Engineering with Polytechnique
Montréal, Montreal, QC, Canada. From 2000 to
2005, she was a Research Assistant with the

University of Ottawa. From 2005 to 2006, she was with TenXc Wireless,
Canada. From 2006 to 2008, she was with Edgewater Computer Systems
Inc., Canada. From 2008 to 2010, she was with Turkcell Research and
Development Applied Research and Technology, Istanbul. She has been
with Istanbul Technical University since 2010, where she is currently on a
leave of absence. She is a Marie Curie Fellow and has received the Turkish
Academy of Sciences Outstanding Young Scientist (TÜBA-GEBIP) Award
in 2019. She is an Adjunct Research Professor with Carleton University.
She is also currently serving as an Associate Technical Editor for the IEEE
Communications Magazine and a member of the IEEE WCNC Steering
Board.

HALIM YANIKOMEROGLU (Fellow, IEEE) is a
Professor with the Department of Systems
and Computer Engineering, Carleton University,
Ottawa, Canada. His primary research domain
is wireless communications and networks. His
research group has made substantial contributions
to 4G and 5G wireless technologies. His group’s
current focus is the aerial (UAV and HAPS) and
satellite networks for the 6G and beyond-6G era.
His extensive collaboration with industry resulted
in 37 granted patents. He is currently serving as the

Chair of the IEEE Wireless Communications and Networking Conference
(WCNC) Steering Committee. He served as the General Chair or the TP
Chair of several conferences, including three WCNCs and two VTCs. He
also served as the Chair of the IEEE’s Technical Committee on Personal
Communications. He received several awards for his research, teaching,
and service, including the IEEE ComSoc Fred W. Ellersick Prize in
2021, the IEEE VTS Stuart Meyer Memorial Award in 2020, and the
IEEE ComSoc Wireless Communications Technical Committee Recognition
Award in 2018. He is a Fellow of the Engineering Institute of Canada and the
Canadian Academy of Engineering, and a Distinguished Speaker for both
IEEE Communications Society and IEEE Vehicular Technology Society.

GUILLAUME LAMONTAGNE received the B.Eng.
and M.Eng. degrees from the École de Technologie
Supérieure, Montréal, QC, Canada, in 2007
and 2009, respectively. His experience in satel-
lite communications started through internships
and research activities with the Canadian Space
Agency in 2005, and the Centre national d’études
spatiales, France, in 2006 and 2008. He joined
MDA in 2009 and held various communica-
tion systems engineering and management posi-
tions before being appointed as the Director of

Technology, Payloads in 2019. Through this role, he is leading MDA’s
Research and Development activities for satellite communications as well
as establishing the related long-term development strategy.

MICHEL BELLEMARE received the B.Eng.
degree in communications engineering from
the Université de Sherbrooke, Sherbrooke, QC,
Canada, in 1986. He has gained experience in
terrestrial and space wireless communications
in various companies, such as Nortel Networks,
Ultra Electronics, and SR Telecom. He is
currently a Space Systems Architect with MDA
Corporation, Sainte-Anne-de-Bellevue, QC,
Canada.

1062 VOLUME 3, 2022



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


