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Abstract

GENERIC is an abstract equation collecting themathematical structure guaranteeing agreement of its
solutionswith results of certain basic experimental observations (conservations ofmass and energy
and the approach to equilibrium atwhich the classical equilibrium thermodynamics applies). In the
unifying framework provided byGENERICwe present recent developments and open challenges in
the fundamental aspects of themultiscale dynamics and thermodynamics.

1. Introduction

GENERIC (an acronym forGeneral equation forNon-EquilibriumReversible-Irreversible Coupling) is an
abstractmesoscopic time evolution equation
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collecting the structure that guarantees its physical pertinence. Alternatively, in particular when the geometrical
aspects of the time evolution are in the center of attention, equation (1) is also called ametriplectic time evolution
equation in order to emphasize the presence of both the symplectic and the Riemannian (metric) geometry. The
symbol x stands for amesoscopic state variable (e.g. one particle distribution function in kinetic theory or
hydrodynamic fields influidmechanics), ẋ is the time derivative of x, thefirst termon the right hand side
representsmechanics (symplectic geometry), the second term is the thermodynamical (Riemannian geometry)
contribution appearing due to themesoscopic (i.e. not keeping all themicroscopic details)nature of the state
variable x. The structure of (1), that we shall present and discuss below, guarantees that its solutions agreewith
the experimentally observed approach to equilibrium atwhich the classical equilibrium thermodynamics,
obtained by solving (1), provides an excellent description of the observed behavior. The archetype example of
theGENERIC equation (1) is the Boltzmann kinetic equation presented in section 2.4.

In applications, theGENERIC equation provides a framework (a scaffold) for constructingmesoscopic
dynamicalmodels. Themodeling process begins with a partial validation (with the requirement of the
compatibility with thermodynamics that is expressed already in the framework (1)) and continues with
specifying themodules (building blocks) represented by the symbols appearing in (1). Themodules can be
specified individually on the basis of a physical insight into themacroscopic systemunder consideration. If they
satisfy all the required properties (listed in sections 2.1, 2.2, and 2.3) and are put together as prescribed in (1), the
overall compatibility is guaranteed. The validation can then continuewith different types of experimental
observations. In this paper we do not discuss applications. Their recent review can be found in [1].We only
emphasize again the important difference between the standard and theGENERICmodeling. The former begins
withmicroscopicmesoscopic physical insights into the systemunder investigation that is then expressed
mathematically in governing equations. Finally, themodel is validated by comparing solutions to the governing
equationswith results of experimental observations. TheGENERICmodeling begins on the other handwith the
GENERIC structure (1) that by itself is already a partial validation since it guarantees that solutions of themodel
agreewith certain basic experimental observations (namelywith the experimentally observed approach of
externally unforced systems to equilibrium states at which the classical equilibrium thermodynamics is found to
provide a good description of the observed behavior). The physical insight enters theGENERICmodeling in the
process of the specification of themodules (in otherwords, in the process of constructing a particular
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realizations of (1). After solving the governing equations, the validation of themodel continues with the
comparison of solutionswith results ofmore specific experimental observations. TheGENERIC structure (1)
thus provides both a scaffold for themodeling and a partial validation of the resultingmodels.

In the fundamentally oriented investigations of themesoscopic dynamics and thermodynamics of
macroscopic systems, theGENERIC equation (1) has provided amotivation and an inspiration. Our objective in
this paper is to investigate the fundamental aspects ofmesoscopic dynamics from a unifyingmultiscale
viewpoint. The unifying context invites new insights and new viewpoints. For the completeness of the
presentation, we repeat somewell known results but our focus is put on the recent developments. Our intention
is to show that thisfield is full of new ideas and open challenges. In section 2wemake comments about physical
interpretations and about themethods used in specifications of the quantities appearing in (1).We also answer
several frequently asked questions about theGENERIC equation (1). In section 3we shownewdirections and
new challenges in the investigation of themesoscopic dynamics that are inspired byGENERIC.

2. Physical andmathematical aspects

From the physical point of view, equation (1) describes, on amesoscopic level of description (we shall denote it
by the symbolMESO), a preparation process for using another level of description that is called an equilibrium
thermodynamics level (we shall denote it by the symbol equilibrium). The time evolution governed by (1) brings
themacroscopic systems under consideration to equilibrium states at which the classical equilibrium
thermodynamics describes well their behavior. In the standard formulation of the classical equilibrium
thermodynamics [2], the existence of such states is the Postulate 0 of thermodynamics.We begin our
presentation of thermodynamics with this postulate and continue to investigate itmore.We are not satisfied
with only the existence of equilibrium states butwe ask the question of how they are reached. From this
investigation unfolds then thewhole thermodynamics.We postulate equation (1) to be the equation governing
the approach to equilibrium. Postulate 1 andPostulate 2 of Callen become statements (in sections 2.1, 2.2, 2.3)
about the structure and consequently about the properties of solutions of equation (1).

Symbolically, we regard (1) as representing the passage MESO equilibrium. A generalization to the
passage MESO meso, wheremeso is anothermesoscopic level that involves less details than the levelMESO, is
discussed in section 3.

From themathematical point of view, GENERIC (1) represents a combination of symplectic dynamics (the
first term on the right hand side of (1)), with gradient dynamics (the second termon the right hand side of (1)).
While separately, the symplectic and the gradient dynamics arewell understood, their combination (1), arising
inmesoscopic dynamics, is not. Some of the challenges are discussed below.

2.1.Mechanics

In theHamiltonian viewpoint ofmechanics, the vector field (i.e. the arrows that give the order to themotion) is a
covector, that is a gradient Ex of the energy E(x), transformed into a vector by a Poisson bivector L (see thefirst
termon the right hand side of (1)). The energy E is a real valued and sufficiently regular function of x,

E M: , whereM denotes the state space. i.e. Îx M, used on the levelMESO.We use hereafter the

shorthand notation = d
d

Ex
E

x
. IfM is an infinite dimensional space, for example if x is a distribution function or a

field, then d
dx
is an appropriate functional derivative (seemore in section 2.5), ifM is afinite dimensional space

then d
dx
is a standard partial derivative.

The bivector L is a Poisson bivector if the bracket = á ñ{ }A B A LB, ,x x is a Poisson bracket (i.e. { }A B, is
linear inAx andBx, {A,B}=−{B,A}, the Leibnitz and the Jacobi identities hold; by á ñ, wedenote pairing in the
state spaceM;A andB are real valued functions of x). If L is degenerate then there exist functionsC(x), called
Casimirs, for which = "{ }A C A, 0, . The above requirements imply immediately that solutions to =ẋ LEx

obey the conservation laws = =˙ { }E E E, 0, = =˙ { }C C E, 0.
From the physical point of view, the bivector L represents kinematics of x. For example, the kinematics of the

classical continuum is expressedmathematically in the Lie group  ( )cont of the transformations  3 3. The
momentumfield can be seen as an element of the dual of the Lie algebra corresponding to the Lie group  ( )cont .
The Lie-Poisson bracket, arising canonically on duals of Lie algebras, provides then the bivector L expressing
kinematics of the classical continuum.As for thefields of themass density and the entropy density, that join the
momentumfield to form the complete set the state variables of the classical continuum, their kinematics is
determined by letting them to be passively advected by themomentum field and by using the concept of the
semi-direct product to express itmathematically. In themesoscopic theories inwhich distribution functions
serve as state variables, the group representing kinematics is the Lie group  ( )kin of canonical (i.e. the symplectic
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structure preserving) transformation of the particlemechanics. The distribution function can then be seen as an
element of the dual of the Lie algebra corresponding to  ( )kin .

The fact that the Euler fluidmechanics equation (i.e. amesocopic time evolution equationwith
x=hydrodynamic fields) can be cast into the form =ẋ LEx with á ñA LB,x x being the Poisson bracket has been
noted first by AlfredClebsch [3].With the relation between Lie groups and the bivector L, noted in [4], the
presence of the term LExhas been recognized inmany othermesoscopic time evolution equations (see [5]). For
instance the Liouville reformulation of the time evolution equations of classicalmechanics (i.e. a formulation of
the classicalmechanics inwhich x is theN-particle distribution function, ~N 1023 known as the Liouville
equation) can also be cast into the form =ẋ LEx with á ñA LB,x x being the Poisson bracket.

Let the state variable x be chosen (on the basis, for example, of our physical insight into the systemunder
consideration and on the basis of our interest in particular applications), what is L expressing its kinematics?. A
general answer to this question is not known. The interested reader can find some partial results, for example, in
[6, 7]. Very useful is also the computer assisted verification of the Jacobi identity developed in [8].We shall
return to this question in several different contexts later in this paper. A useful strategy forfinding Lmay be to
invert thewhole process of selecting the state variables. Instead of startingwith choosing xwe start with choosing
a Lie group representing themesoscopic kinematics.Making such choice, we then arrive at both themesoscopic
state variables x and L representing their kinematics.

2.2. Thermodynamics

If the state spaceM includes all the data needed in the classicalmechanics (i.e. if Îx M includes position vectors
and velocities of all the particles composing themacroscopic systemunder investigation) then equation (1)
without the second termon its right hand side governs the time evolution. If however some data aremissing (i.e.
whenwe are ignoring in x some details that do not interest us) then the time evolution of x is not governed by
=ẋ LEx. This is because the ignored details, however unimportant in the context of the chosenMESO

viewpoint ofmacroscopic systems, still influence theMESO time evolution of x. Howdoes one take into account
such influence? For the answerwe turn to the classical thermodynamics.We introduce a new potential S(x),
called an entropy, that tends always to itsmaximumallowed by constraints. This entropymaximization process
(calledMaxEnt principle) represents then the influence of the ignored details on the behavior of x. If we interpret
S(x) as ameasure of disorder thenMaxEnt is the process inwhich the ignored details are causingmaximum
disorder, allowed by constraints, in M.

In order to implement theMaxEnt principle in the context of the time evolution, we have to introduce new
dynamics thatmaximizes S(x). It is quite straightforward to suggest three candidates for such dynamics. Thefirst
one is

=˙ ( )

( ) ( )

x M x S

M x is a symmetric and positive definite operator 2

x

the second is

* *

*

*= =˙ [ ( ) ]

( ) ( )

x M x x x
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,

, 3

x Sx

and the third is

*

* * *
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* *= Y
Y =
Y =
Y =
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( )

( ) ( )

x x x

x

x x reaches its minimum as a function of x at x

x x is a convex function of x in a neighborhood of x

,

, 0 0

, , 0

, 0 4

x x Sx

Wenote that all three time evolution equations imply Ṡ 0.We also note that (3) is themost general among
them (see [9]), and (2) is a particular case of (4) corresponding to * * *Y = á ñ( ) ( )x x x M x x, ,

1

2
. The potentialΨ,

introduced in (4), is called a dissipation potential.
The relaxation equation (2) is known as theGinzburg-Landau [10] and alsoCahn-Hilliard [11] equation. Its

physical and geometrical significance has recently been investigated in [12].
The dissipation potential as well as the entropywill be discussed in the rest of this section (see in particular

sections 2.9 and 2.8) .

2.3.Mechanics& thermodynamics

We look for equations whose solutions represent the experimentally observed approach to equilibrium states at
which the classical equilibrium thermodynamics describes well the observed behavior.We therefore beginwith
equilibrium thermodynamics. The quantities serving as state variables in classical equilibrium thermodynamics
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are (E,N), where E is the energy per unit volume andN the number ofmoles per unit volume. The fundamental
thermodynamic relation is given by

= = =( ) ( )S S E N E E N N, ; ; 5

where ÎS is the equilibrium thermodynamic entropy per unit volume. It is in the function S(E,N)where the
individual nature of themacroscopic systemunder consideration is expressed.

On theMESO level the state variables are x and the fundamental thermodynamic relation is

= = =( ) ( ) ( ) ( )S S x E E x N N x; ; 6

Weobtain (5) from (6) byMaxEnt, i.e. bymaximizing S(x)with constraints E(x) andN(x), or in other words,
bymaking a reducing Legendre transformation.We introduce

m
m

F = - + -( ) ( ) ( ) ( ) ( )x T S x
T

E x
T

N x, ,
1

7

called a thermodynamic potential. The symbolsT andμ stand for the equilibrium temperature and the
equilibrium chemical potential respectively. Next, we solve the equationΦx=0. Let its solutions be xeq(T,μ).
Finally, we evaluate the thermodynamic potentialΦ at xeq and obtain

m m m m
m

m mF = - + - = -( ( ) ) ( ( )) ( ( )) ( ( ) ( ) ( )x T T S x T
T

E x T
T

N x t
P

T
T, , , ,

1
, , , 8eq eq eq eq

whereP is the thermodynamic pressure. For later use, we introduce the following notation:
* * *= = =E S N S x S; ;E N x; * * * *F =( ( ) )x E N E N, , ,eq * * *( )S E N, . In terms of the standard notation used

in the classical equilibrium thermodynamics we thus have * * *= = - = -m
E N S; ;

T T

P

T

1 .

So far, we have succeeded to pass from the fundamental thermodynamic relation (6) to the relation
* * * *= ( )S S E N, . From this relationwe then pass to the fundamental thermodynamics relation (5) by the
standard Legendre transformation (i.e. we introduce
* * * ** ** * * * ** * ** *F = - + +( ) ( )E N E N S E N E E N N, , , , , solve the equations * *

* *
F = F = 0

E N
, evaluate

*F at the solutions andmake the identifications: ** ** **= = =S S E E N N; ; ).
Nowwe turn to the time evolution.We require that the time evolution that we seek has the following

properties: (i) itmakes the passage from the fundamental thermodynamic relation (6) to the relation
* * * *= ( )S S E N, that wemade above by applying the reducing Legendre transformation, (ii) it combines the
Hamiltonian and the gradient dynamics discussed in the previous sections and implies

 = =˙( ) ˙ ( ) ˙ ( ) ( )S x E x N x0; 0; 0 9

Wenote that (1) satisfies both these requirements provided L andΨ are appropriately degenerate. The
degeneracy of L ismathematically expressed by

* * * *á ñ = " á ñ = " ( )S Lx x N Lx x, 0, ; , 0, 10x x

The degeneracy requirements onΨ and alternatively onM take the form

* ** *á Y ñ = " á Y ñ = " ( )E x N x, 0, ; , 0, 11x x x x

and

* * * *á ñ = " á ñ = " ( )E Mx x N Mx x, 0, ; , 0, 12x x

In the commonly accepted terminology, a real valued functionC(x) satisfying = á ñ"{ }C A C LA A, ,x x is called a
Casimir.We suggest to call it a symplectic Casimir and to call a real valued functionC(x) satisfying

**á Y ñ = "C x, 0,x x ametric Casimir.
It is easy to verify thatwith these additional requirements on L andΨ, equation (1) describes indeed the

preparation process for applying the equilibrium thermodynamics. The relations (9) are verified, the
thermodynamic potential (7) plays the role of the Lyapunov function (provided the potentials in (6)) are convex)
for the approach to the equilibrium state xeq, and the passage from (6) to the equilibrium fundamental
thermodynamics relation * * * *= ( )S S E N, ismade by following the time evolution to its conclusion.

In order to address the question of uniqueness of the split of the right hand side of (1) into the sumof two
terms, we introduce (seemore in [13]) two properties of vector fields: dissipativity and time reversibility.We say
that a vector field  is dissipative if  á ñS , 0x and nondissipative if á ñ =S , 0x . In order to define the time
reversibility we need an idempotentmapping  N N: .We say that the vector field  is time reversible if
  = -( ) ( )T x x and time irreversible if   =( ) ( )T x x . By the symbol T we denote the action induced

on the tangent space of N by themapping  in N . For example, influidmechanics, where x are hydrodynamic
fields, the operator  changes the sign of the velocity field. Some authorsmake an additional requirement on (1)
(e.g. [13]), namely that the first termon the right hand side of (1) is always nondissipative, Hamiltonian and time
reversible, and the second term always dissipative, gradient or generalized gradient in the sense of (4) and time
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irreversible. This and the choice between (3) and (4) (see also section 2.9) have been and continue to be probably
themost contested elements of theGENERIC structure (see also section 2.13).

Time evolution equations involving both theHamiltonian and the gradient part have appeared first in [14],
in [15] (that was presented at the AMS-IMS-SIAM Joint Summer ResearchConference in theMathematical
Sciences on Fluids and Plasmas: Geometry andDynamics, held at theUniversity of Colorado, Boulder, CO,
USA, 17–23 July 1983) and in [16–22]. In [20, 21] the abstract equation (1) has been calledGENERIC. The
adaptation of (1) to quantum systems has been discussed in [23].

2.4. Boltzmann kinetic equation

Weconcentrate in this paper on the fundamental aspects of equation (1). It is nevertheless useful to have inmind
at least one of its specific realizations. The archetype example of a particular realization of (1) is the Boltzmann
kinetic equation

ò ò
¶

¶
= -

¶
¶

+ ¢ ¢ ¢

´ ¢ ¢ -

( ) ( )
( )

[ ( ) ( ) ( ) ( )] ( )

( )
r v v r v

r
v v v v v v

r v r v r v r v

f

t m

f
d d W f

f f f f

, ,
; , ,

, , , , 13

B
1 1 1

1 1

( )r vf , is the one particle distribution function, r is the position vector, and v momentumof a particle with the
massm. Thefirst termon the right hand side of (13) represents the free flow, the second termbinary collisions
taking place at r and transforming themomenta ( )v v, 1 of the incoming two particles into themomenta ¢ ¢( )v v, 1

of the outcoming two particles, ( )W B is a real valued non negative function that is symmetric with respect to the
exchange ¢ ¢( ) ( )v v v v, ,1 1 of the particle and its partner in the collision, and the exchange ¢ ¢( ) ( )v v v v, ,1 1

between themomenta before and after the collision.Moreover,W remains unchanged if the signs of all the
velocities are reversed and is different from zero (and positive) only if + = ¢ + ¢v v v v1 1 and

+ = ¢ + ¢( ) ( ) ( ) ( )v v v v
2

1
2 2

1
2 expressing the conservations of themomentum and the energy in the binary

collisions. The formof the Boltzmann collision term appearing in (13) comes from considering binary collisions
as chemical reactions of species parametrized by themomentum coordinate v (seemore in [24]).

Themodules of (1) corresponding to (13) are the following: the state variable x is the one particle distribution

function ( )r vf , , ò ò= -
¶

¶

¶

¶

¶

¶

¶

¶
⎡
⎣

⎤
⎦{ } r vA B d d f,

r v r v

A B B Af f f f

ò ò ò ò ò òmF = ¢ - m
( ) ( ) ( ) ( ) ( )v r v r v r v r v r v r vf T k d rr d f f d d f d d f, , , ln , , ,

v

B m T2T
1

2

* ò ò ò ò òY = ¢ ¢ ¢ ¢ + --( ) ( )( )r v v v v v v v vf f d d d d d W f e e, ; , , 2X X
1 1 1 1 , where

* * * *= - - + ¢ + ¢( ) ( ) ( ) ( )r v r v r v r vX f f f f, , , ,1 1 is the thermodynamic force driving the binary collisions
and ( )W B appearing in (13) andW appearing in the dissipation potential are related by

= ¢ ¢[ ( ) ( ) ( ) ( )]( )
r v r v r v r vW W f f f f, , , ,B 1

2
1 1

1
2 . It is easy to verify that theGENERIC equations (1)with the

modules specified above becomes indeed the Boltzmann kinetic equation (13).
The Poisson bracket expressing the kinematics of the one particle distribution function ( )r vf , is the Lie-

Poisson bracket (see section 2.1) that can be obtained from the Lie group of canonical transformations in the one
particle phase space with coordinates ( )r v, or alternatively by a reduction [6]. The dissipation potential
corresponding to the binary collisions is a particular case of the dissipation potential arising in chemical
kinetics [24].

2.5.Mathematical rigor

Inmesoscopic theories, the state variable x is typically a collection offields (as it is influidmechanics) or a
distribution function (as it is in the kinetic theory). This is because x characterizes only a part (the part that
directly interests us) of the fullmicroscopic state characterization. The interesting part is often of the statistical
nature and thus it is expressed in terms of a distribution function.Moments of the distribution function are then
thefields. The state spaceM is thus typically infinite dimensional. Thismeans that themathematically rigorous
discussion has to includemany elements that are not needed in the case whenM is afinite dimensional space. In
particular, we have to choose in the rigorous analysis the topology that gives a precisemeaning to the notion of a
limit and is thus also essential for a rigorous use of the calculus. From the physical point of view, these extra
requirements could play the role of additional tools that can be used to express the physics involved. This type of
interaction of physics andmathematics is not yet however very developed. There are only a few particular
realizations of (1)with infinite dimensional spacesM for which the questions arising in themathematically
rigorous analysis have been addressed.We recall below some examples.

The question of the global (in time and space) existence of solutions to the Boltzmann kinetic equation has
been answered in [25]. The topology used in the proof has not received yet, to the best of our knowledge, a
physical interpretation.Wewill not therefore discuss the physical significance of this result. There is however
anothermathematically rigorous result about solutions of the Boltzmann equation, obtained byGrad [26] and
Villani andDevillettes [27], that does provide a newphysical insight. The problem studied in [26, 27] is the
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approach of solutions to the Boltzmann equation to the spatially homogeneousMaxwell distribution. Their
rigorous analysis shows that the thermodynamic potential (7), satisfying the properties (9), can play the role of
the Lyapunov function for the approach. There is an important physical insight revealed in the analysis. The
second termon the right hand side of (1), called in the context of the Boltzmann equation the Boltzmann
collision term, drives, if considered only by itself, the distribution function to the local (i.e. spatially
inhomogeneous)Maxwellian distribution. If it is however considered together with the first term (called, in the
context of the Boltzmann equation, a free flow term), that by itself leaves the entropy unchanged, then solutions
approach, as  ¥t , the total (spatially homogeneous)Maxwell distribution. Thismeans that just by changing
themanifold of the localMaxwellian distributions from an exact invariantmanifold to an approximate invariant
manifold (by adding to the vectorfield a term that by itself leaves the entropy invariant)we in fact enhance the
dissipation. In otherwords, just by following the time evolution generated by both the collision term and the free
flow term, the dissipation increases.We believe that this result has a profound significance for understanding the
emergence of the dissipation and the time irreversibility. Originally a very small dissipation (for example created
bymaking themicroscopic particle indistinguishable—see [28])—may gradually increase into the dissipation
needed for the approach to equilibrium states.

TheVlasov kinetic equation (addressing the time evolution of a collisionless gas with long range attractive
interactions) is a particular realization of (1)without the second termon its right hand side. In spite of the
complete absence of the dissipation in the vector field, solutions to theVlasov equations are shown to approach a
spatially homogeneous distribution. This property is called a Landau damping. Villani andMouhot [29] have
shown in their rigorous analysis that the dissipation emerges as the loss of regularity of the solutions. A physical
interpretation, in the context of themultiscale GENERIC dynamics, has been recently given to this result in [30].

Another examplewhere themathematical rigor appears to be very closely associatedwith the physical
content arises in the investigation of the systemof partial differential equations known as the systemofGodunov
local conservation laws [31–33]. Existence of the companion local conservation law (from the physical point of
view, the local conservation of entropy) implies that the initial value problem for the partial differential
equations is well posed.

A rigorous analysis of the interplay betweenGENERICdynamics and stochastic processes investigated in
[34, 35] are also contributing to a deeper understanding of the physics involved in theGENERIC structure.

TheGENERIC equations arising in the rheologicalmodeling of complexfluids have also attracted attention
of the rigorous functional analysis [36, 37]. The physical interpretation and the physical significance of these
investigations remain to be clarified.

2.6. Contact geometry

The classical equilibrium thermodynamics ismathematically expressed in the fundamental thermodynamics
relation (5) and theMaxEnt principle. How canwe formulate it geometrically? Gibbs has suggested [38] to
regard (5) as a two dimensionalmanifold, calledGibbsmanifold, imbedded by themapping
( ) ↪ ( ( ) )E N S E N E N, , , , in the three dimensional spacewith coordinates (S, E,N). But this geometrical
formulation does not include theMaxEnt principle. How canwe include it? This question has been answered by
Hermann in [39]. The chain of arguments leading toHermann’s answer can be formulated as follows (see [40]).
MaxEntwith constraints is, from themathematical point of view, a Legendre transformation. The group of
Legendre transformations is thus the fundamental group of thermodynamics. Following now the reasoning
developedmainly in the elementary particle physics, we look for the geometry inwhich the transformations in
the fundamental group appear as natural transformations. This leads us to the contact geometry since the
1-form specifying the contact structure is preserved in the Legendre transformations. In the context of the
classical thermodynamics, the passage to the contact formulationmeans to lift the two dimensional Gibbs
manifold imbedded in the three dimensional space with coordinates (S,E,N) to another two dimensional
manifold, denoted( )GL , imbedded in thefive dimensional space with coordinates * *( )S E N E N, , , , by the
mapping ( ) ↪ ( ( ) ( ) ( ) )E N S E N S E N S E N E N, , , , , , , ,E N . Such lift is also called a 1-jet extension of the
function S=S(E,N). Thefive dimensional spacewith coordinates * *( )S E N E N, , , , , called a contact
thermodynamic space, is, from themathematical point of view, * ´T Neq , whereNeq is the space of

equilibrium thermodynamics, (i.e. Î( )E N N, eq), and *T Neq is the cotangent bundle ofNeqwith coordinates
* *( )E N E N, , , . The contact thermodynamic space is naturally equippedwith the 1-form
* *q = - -dS E dE N dN . This form is preserved in Legendre transformations. Themanifold onwhich the

contact 1-form equals zero is called a Legendremanifold. On themanifold( )GL the 1-form θ equals zero and it
is thus a Legendremanifold. In the context of thermodynamics we call it a Gibbs-Legendremanifold since it is a
natural lift of theGibbsmanifold from the space with coordinates (S,E,N) to the contact thermodynamic state
spacewith coordinates * *( )S E N E N, , , , .
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Following [40], we extend now the above contact formulation of classical thermodynamics to the
mesoscopic thermodynamics expressed in the fundamental thermodynamic relation (6).We begin by
introducing a space * * = ´ ´ ´ ´( )

M M N N
eq

eq eq with coordinates * * f( )x x y y, , , , . The space *M

with elements *x is the dual space of themesoscopic state spaceM, similarly, *Neq with elements y* is the dual

space of the equilibrium state spaceNeq. The space( )eq is naturally equippedwith the 1-form
* *J f= - -d x dx ydy . The thermodynamic potential takes the form * * F = - + á ñ( ) ( ) ( )x y S x y x, , ,

wherewe use a shorthand notation  =( ) ( ( ) ( ))x E x N x, . TheGibbs-Legendremanifold( )
( )
Meq
GL expressing

geometrically the fundamental thermodynamic relation (6) is now the image of themapping
* * * * **F F F( ) ↪ ( ( ) ( ) ( ))x y x y x x y y x y, , , , , , , ,x y . Thismanifold displays the fundamental thermodynamic

relation (6) in * =[ ]( )
( )
Meq
GL

y 0 aswell as the states xeq representing the thermodynamic equilibrium

in * =[ ]( )
( )
Meq
GL

x 0.

As in section 2.3, wewant to introduce time evolution, now it will be the time evolution in( )eq , thatmakes
the reducing Legendre transformation from the levelMESO to the level equilibrium. However, we nowhave an
extra requirement on this time evolution [41].Wewant it to be the time evolution that preserves the contact
structure, i.e. that leaves invariant the 1-formϑ.We begin by asking the question of what is a general formof the
time evolution equations preserving the 1-form θ. The answer to this question is well known (see e.g. [42]):

* *

*

*

*

*

 
  

  f

= = -Y +

= = - +

=- + á ñ + á ñ

f

f

˙ ˙

˙ ˙

˙ ( )

x x x

y y y

x y

;

;

, , 14

x x

y y

x y

where, called a contactHamiltonian, is a real valued function of * * f( )x x y y, . . , .
It remains tofind the contactHamiltonian forwhich: (i) theGibbs-Legendremanifold( )

( )
Meq
GL is an

invariantmanifold, and (ii) (equation (14))( )

( )

Meq
GL is theGENERIC equation (1). It is easy to verify (seemore in

[40, 41, 43, 44]) that

* * * *
*

* *  = - +( ) ( ) ( ) ( )x x y x x y
E

x x y, , , ,
1

, , 15

where

* * * * * *

* * *

*


= Y - Y
= á F ñ

=F( ) ( ) [ ( )]

( ) ( )

x x y x x y x x y

x x y x L

, , , , , ,

, , , 16

x

x

x

is such contactHamiltonian providedwe put an extra requirement

* ** * * *á Y ñ = á Y ñ == =[ ] [ ] ( )x x, , 0 17x x E x x Nx x

on the degeneracy of the dissipation potentialΨ
The lift of themetriplectic equation (1) to the contact equation (14)makes the cohabitation of the two

unfriendly vector fields appearing on the right hand side of (1), one symplectic and the other gradient,
harmonious. In the contact equation (14) there is only one geometry, namely the contact geometry,
transforming the covector (arising as a gradient of a generating potential) into a vector. The contact geometry is
fixed and remains unchanged in the time evolution. The symplectic and themetric parts of theGENERIC
dynamics (1) enter the contact dynamics (14) as two terms in the generating potential (15).Moreover, the
thermodynamic aspects of theGENERIC time evolution enter the contact formulation (14) in the geometry of
theGibbs-Legendremanifold( )

( )
Meq
GL onwhich the time evolution takes place. Contact geometry has been

recently discussed in the context of thermodynamics also in [45–50].
Among the interesting open problemswemention a few: (i) to clarify the physicalmeaning of the time

evolution governed by (14) outside theGibbs-Legendremanifold( )
( )
Meq
GL , (ii) to lift theGENERIC equations

discussed in section 3 to contact dynamics, (iii) to use the contact formulation for developing physically
meaningful discretizations (an attempt in this direction ismade in section 4.3.4 in [40]).

2.7. Variational formulation

It is well known that theHamilton dynamics allows variational formulation (Hamilton’s variational principle).
Such formulation does not extend however to themetriplectic dynamics (1). An important advantage of the
contact formulation (14) is that it allows the variational formulation and that the formulation has a very clear
physical interpretation: the total entropy generated during the time evolution reaches its extremum.
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We introduce a functional (see [40, 50–52])

* * * ò= - á ñ( ( ) ˙ ) ( )dt x x y x x, , , 18

We see that  [ ]
( )

( )

Meq
GL has the physical interpretation of the entropy generated during the time evolution.We also

see that the Euler–Lagrange equations d = 0 (variations with respect to both x and x*) on( )
( )
Meq
GL become

equivalent to (1).

2.8.What is the nonequilibriummesoscopic entropy?

In order to be able to apply equilibrium thermodynamics (i.e. the equilibrium level of description), the
macroscopic systems have to be prepared. This is the Postulate 0 inCallen’s formulation of thermodynamics [2]
(see also [28] for the extension of this postulate tomesoscopicmultiscale thermodynamics). The preparation
process consists of leaving themacroscopic systems sufficiently long time free of external influences. The time
evolution involved in the preparation process is governed by (1). The potential S(x) entering this equation is the
nonequilibriummesoscopic entropy. This is our definition of the nonequilibriummesoscopic entropy.We thus
see the existence of the nonequilibriummesoscopic entropy as a consequence of the Postulate 0. The question:
does the nonequilibriummesoscopic entropy exist andwhat it is? is the same question as: can themacroscopic
systemunder consideration be prepared for using equilibrium level andwhat exactly is the time evolution
involved in the preparation process?.

The terminology and the notation are also, at least partially, responsible for difficulties and confusions that
are associatedwith the concept of entropy. For example S(x) entering (1) and S(xeq), where xeq is  ¥t solution
of (1), are two different quantities, having two different physicalmeanings, but they are both often called simply
an entropy.Moreover, we note that the nonequilibriummesoscopic entropy S(x), defined above, depends on the
initial levelMESO. By changing theMESO level (i.e. by changing thewaywe see themacroscopic systems)we
change the entropy. There are therefore asmany entropies S(x) as there areMESO levels. In section 3, wherewe
consider the passages MESO meso, we shall see in addition that the entropies also depend on the target level
meso. The notation introduced in section 3 (used already in [28]) attempts to eliminate unnecessary
disagreements when discussing the concept of entropy.

We emphasize that the entropy is an interscale (or in other words interlevel) concept (i.e. a concept that
needs two different levels to be defined and that addresses the relation between them). This fundamental aspect
of the entropy is not directly visible in the classical thermodynamics that is formulated only on a single level,
namely the equilibrium level. The equilibrium entropy on the equilibrium level is S*(T,μ), or its Legendre
transform S(E,N), thatmakes its appearance in the Postulates 1, 2, and 3 of Callen [2]. In theGENERIC
viewpoint of thermodynamics, that we follow in this paper, the equilibrium entropy S(E,N) arises as a Legendre
transformation of * m m m= F( ) ( ( ) )S T x T T, , , ,eq , where xeq(T,μ) is the asymptotic  ¥( )t solution of the
GENERIC equation (1) inwhich the potential S(x) appears as the potential generating the approach to xeq(T,μ).

The interscale nature of the entropy is, on the other hand, clearly visible in theGibbs equilibrium statistical
mechanics addressing the passage MICRO equilibrium. The levelMICRO (playing now the role ofMESO in
the passage MESO equilibrium) is themicroscopic level of description onwhich the state variable x consists
of the position vectors andmomenta of allNmicroscopic particles composing themacroscopic systemunder
investigation (or alternatively, in the Liouville representation, the distribution function

Nf of allN particles)).

The entropy on theMICRO level is theGibbs entropy ò= -( )( )
N N NS f k f flnGibbs

B , where the integration is
over the phase space of allN particles. Theminimization of the thermodynamic potential (7), with x being the
distribution function

Nf , S(x) being theGibbs entropy ( )( )
NS fGibbs ,E(x) being the average energy of theN

particles, and ò=( ) NN x f , provides the equilibrium entropy S*(T,μ). Thismeans that in theGibbs equilibrium

statisticalmechanics we indeed obtain * m( )S T , as * m m m= F( ) ( ( ) )S T x T T, , , ,eq , where m( )x T ,eq is the
distribution function Nf at which the thermodynamic potentialΦ reaches itsminimum.What ismissing in the
Gibbs equilibrium statisticalmechanics is the time evolution on theMICRO level inwhich m( )x T ,eq is
approached as  ¥t . Themicroscopic dynamics on theMICRO level (governed byHamilton’s equations
governing the time evolution ofN particles) is replaced in theGibbs equilibrium statisticalmechanics by: (i) the
conservation of the total energy and the total number of particles, (ii) ergodic-type hypothesis about solutions of
Hamilton’s equations governing the time evolution ofN particles, and (iii)MaxEnt principle with theGibbs
entropy ò= -( )( )

N N NS f k f flnGibbs
B .

Summing up, we answer the question of how to extend thewell known concept of the equilibrium entropy to
nonequilibriumby reversing it.We ask the question of how to reduce thewell known concept of the
nonequilibrium entropy to the equilibrium entropy. The nonequilibrium entropy is well understood because it
is the potential driving the process inwhich themacroscopic systems under investigation become prepared for
using the equilibrium thermodynamics as a viable theory. The equilibrium entropy then arises simply by
following the preparation process to its conclusion.
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Attempts to answer directly the question of extending the concept of the equilibrium entropy to
nonequilibriumhave to beginwith the question of how to understand the equilibrium entropy. There are indeed
several very interesting and very useful ways to define the equilibrium entropy (e.g. through an analysis of the
Carnotmachines, or, inspired by theGibbs equilibrium statisticalmechanics, as a quantity proportional to the
logarithmof the volume of the region in theN particle phase space that corresponds to a single state on the
equilibrium level, or others) the problem is that neither of these viewpoints of the equilibrium entropy extends
well to other levels of description and to nonequilibrium.

2.9.Dissipation potential

The concept of the dissipation potential has appeared in [53] and [54]. From the geometrical point of view, (2)
represents the gradient dynamics and (4) a generalized gradient dynamics. The generalization (4) of (2) has
appeared in [15] in the context of the Boltzmann equation, in chemical kinetics [24], the diffusion theory [34], in
stochastic processes [55] (in particular in the large deviation theory [35]), in the investigation of stochastic
extensions of chemical kinetics (by lifting the chemical kinetics to the Fokker-Planck type kinetic theory [24]), in
attempts to derive (1) from themicroscopic dynamics [56], and in attempts to provide themost suitable
geometrical setting for (1) (discussed in section 2.6) above. TheGENERIC equation has appeared in the form (1)
also in [20])where the nameGENERICwas introduced. It is therefore highly inappropriate to call (1) a
generalizedGENERIC equation.

As for choosing among (2), (3), and (4), we note that (2) is clearly insufficient to express the dissipation term
that arises inmanywell knownmesoscopic dynamical theories (for example in chemical kinetics and in the
Boltzmann equation). Both forms (3) and (4) can be however used. For instance the chemical kinetics can be put
into the form (3) (see [21, 57])) aswell as to the form (4) (see [24]). Also the Boltzmann equation has been put
into the form (3) in [58] and into the form (4) in [15, 28]. Strong arguments in favor of the choice (4) have been
recalled in the previous paragraph.

In order to seemore into the difference between (3) and (4), wemake the following observation. Let us
consider = ¼( )x x x, ,1 2 . The equality of (3) and (4) implies

* *
*

*
=

¶Y
¶
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( )M x x x
x x

x
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By differentiating this equationwith respect to *xk we get
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The «i k symmetry of the right hand side and the symmetry ofM imply
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This is the integrability condition thatmakes (3) identical to (4).
This integrability condition is clearly satisfied forM that is independent of x* (i.e. a particular case of (4) for

the quadratic dissipation potential). At this stage, we do not see any direct physical interpretation of the
integrability condition (21). Indirectly however, there aremany arguments,mentioned above, in favor of (4).

2.10.Howmany generating potentials are there?

In order to formulate themesoscopic thermodynamics on theMESO level we need to specify the three potentials
(6). In order to formulate themesoscopic dynamics on theMESO level that is compatible with themesoscopic
thermodynamics we need to specify the same three potentials (6). The number ofmolesN(x) enters the
dynamics only indirectly (since it is both the symplectic and themetric Casimir), the energy E(x) generates the
Hamiltonian part of the time evolution and is themetric Casimir, the entropy S(x) generates the thermodynamic
part of the time evolution and is the symplectic Casimir. All three potentials (6) can be combined into one
thermodynamic potential (7) that can serve as a single generating potential but then theGENERIC equation (1)
takes the form

* *= F - Y =F˙ [ ] ( )x TL 22x x x x

provided the requirement of degeneracy ofΨ includes also (17). In the case of themacroscopic systems that are
kept at a constant temperatureT, we can absorb the constantT into L and consider (1) as the time evolution
equation involving only a single generating potentialΦ. In general however, theGENERIC time evolution is
always generated by the three potentials (6).
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2.11. GENERIC statisticalmechanics

We recall theGibbs equilibrium statisticalmechanics. Themathematical formulation of the classical
equilibrium thermodynamics consists of the fundamental thermodynamic relation (5) and theMaxEnt
principle. There is only onemodule that needs to be specified, namely the function S=S(E,N). Given a
macroscopic system, the specification can bemade by following three routes: (i) bymaking experimental
observations (results of the observations are collected in Thermodynamic tables), (ii) by starting on theMESO

level with (6) that is specified by using a (mesoscopic) physical insight, and then applying theMaxEnt principle,
and (iii) by turning to theGibbs equilibrium statisticalmechanics that provides a universal passage

MICRO equilibrium (see also section 2.8). ByMICROwedenote themicroscopic level of description on
which the state variable x includes position vectors andmomenta of all themicroscopic particles composing the
macroscopic systemunder investigation. Themapping is based on the assumption that the only thing that enters
to the passage MICRO equilibrium from themicroscopic dynamics is themass and energy conservation and
the assumption that themicroscopic trajectories are ergodic (in the sense that the time averages can be replaced
by appropriate averages in themicroscopic state space) together with theMaxEnt principle. The precise nature
of the ergodicity that is sufficient for the validity of the equilibrium statisticalmechanics passage

MICRO equilibrium has not yet been established.
Nowwe turn to theGENERIC equation (1). Instead of onemodule, we nowhave to specify all themodules

(represented by the symbols Y( )E S N L, , , , ) appearing in (1). Is there a universal passage MICRO MESO

that would provide amapping between themicroscopicHamiltonian and theGENERICmodules, similarly as
the passage MICRO equilibrium introduced byGibbs provides amapping between themicroscopic
Hamiltonian and the fundamental thermodynamic relation (5)? TheGibbs passage MICRO equilibrium is
called an equilibrium statisticalmechanics.We can correspondingly call the passage MICRO MESO aMESO

statisticalmechanics or alsoGENERIC statisticalmechanics (this name is used in [22]). It is clear that the
universality of themapping MICRO MESO, if it exists,must be limited since themappingmust depend on
the choice of theMESO level. In addition, it seems to be also clear that in order to arrive at themodules (E, S,N,
L,Ψ), theMICRO dynamics cannot be reduced only to themass and the energy conservation and to the
ergodicity hypothesis. Nevertheless, in particular if one considers only the version of (1)with the dissipation (2),
very useful results in this direction have been obtained (see [22, 59]). The investigation described in [22] follows
and extends the arguments introduced inOnsager’s derivation of theOnsager relations [60, 61] and in theGreen
andKubo investigations [62, 63] providingmicroscopic formulas for theOnsager coefficients.

2.12.Numericalmethods preserving theGENERIC structure

If wewant computers to assist us in solving the time evolution equations, themathematical formulations have to
be adapted to their abilities. In particular, the formulations have to be discrete andfinite dimensional. From the
physical point of view, we can see the discretization as a passage MESO , where is the level of
description suitable for computers. On theMESO level the time evolution is governed by a particular realization
of theGENERIC equation (1) and on the level the time evolution is governed by another particular
realization of the sameGENERIC equation (1). In otherwords, we require the general structure expressed in (1)
to be preserved in the passage MESO . Tomake such passage is a big challenge from themathematical
point of view. Below, wemention a few examples.

Discretization in the finite dimensional state space that preserves the symplectic structure (i.e. only the time
is discretized) has been extensively studied [64]. In the context of (1) this is the case whenM isfinite dimensional
and the second termon the right hand side of (1) ismissing. An extension of some of themethods developed in
the symplectic-structure-preserving time discretization to theGENERIC-structure-preserving time
discretization has been recently investigated in [65].

Another example of discretization, in this case in both the time and the space, inwhich a physically
meaningful structure is preserved is theGodunov numericalmethod. The time evolution equations on the
MESO level are theGodunov local conservation laws (the time derivative of afield equals gradient of a flux plus a
source term), mentioned already in section 2.5. The discretized time evolution equations are again conservation
laws but in discrete space elements and in discrete time. The limitation of theGodunov numericalmethod to
local conservation laws is not severe sincemany time evolution equations (including for examplemany
GENERIC equations arising in the context of complexfluids) can be cast, after appropriately extending them,
into the formof theGodunov local conservation laws [66].

2.13.Why and how tomake a nonGENERICmodel GENERIC?

Aswe have alreadymentioned in Introduction,modeling the time evolution of specificmacroscopic systems
consists of constructing specific particular realizations of (1), i.e. one needs to specifying all themodules
appearing in (1). The specification ismade by using the physical insight into themacroscopic systemunder
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investigation. The insight is acquired from seeing results of experimental observations and from ahypothetical
microscopic picture of the physics involved. If themodules satisfy all the general properties listed in sections 2.1,
2.2, and 2.3 and are put together in accordance with (1), the compatibility with the equilibrium thermodynamics
and all other properties of solutions of (1) discussed above in this section are guaranteed.Manymodels have
been constructed in this way (see the review in [1]).

There are however alsomanymodels that have been constructedwithout the assistance of (1).Many of them
have been validatedwith experimental observations and can be thus considered to bewell establishedmodels.
Examining theirmathematical structure onefinds that at least some of themdo not possess theGENERIC
structure. How shall we deal with this situation? There are two routes to take. Thefirst one is toweaken the
GENERIC structure so that the non-GENERIC butwell establishedmodels will possess it. For example, we can
abandon the requirement that the split of the vector field into dissipative and nondissipative is the same as the
split into irreversible and reversible and also the same as the split into gradient (or generalized gradient) and
Hamiltonian (see also the end in section 2.3). Some researches indeed have taken this route.We take the second
route.We shall consider thewell establishedmodels that do not possess theGENERIC structure as
approximations ofmodels (we shall call them extendedGENERICmodels) that do possess it. By constructing
the extendedGENERICmodels (see also section 3.2)we provide: (i) an extra validation by proving the
compatibility with the equilibrium thermodynamics, (ii) extra properties of solutions implied by the strong
GENERIC structure, (iii) an extra physical insight that is revealed in the extension process (see section 3.2).

How shall wemake the extension? Below, we shall provide two examples (seemore in section 3.2). In thefirst
one, in section 2.13.1, we show that a large class of well established but nonGENERICmodels can be seen as
quasi-static approximations of extendedGENERICmodel inwhich a velocity type field has been adopted as an
extra state variable. In the second example, in section 2.13.2, we present awell established non-GENERICmodel
(the Enskog kinetic equation) for which the problemof casting it, or its extension, to theGENERIC form (1)
remains an open problem.

2.13.1. Quasi-static approximation of GENERICmodels

Weconsidermodels inwhich the reversible part of the vector field is nondissipative but notHamiltonian. The
problem is to extend suchmodel to a fullyGENERICmodel and illuminate in the process the physics involved.
As an illustration, we consider a large family ofmodels arising in themodeling of complexfluids. If the
suspended particles ormacromolecules are passively advected by the overall velocity (which is the only velocity
type field included in the state variables) then themodels are fully GENERIC.Due to the complex interactions
on thefluid-particle interface or due to internal deformations of the particles, the particles do not follow exactly
the overallflow, a slip emerges, [67].With the slip, the reversible part remains nondissipative (this can be seen in
fact as a condition determining the expression for the stress tensor, [68, 69]) but ceases to beHamiltonian. From
the physical point of view, that in the case of the slip, the velocity in the vicinity of the particle-fluid interface is
different from the overall velocity. If such velocity is adopted as a new independent state variable, themodel
becomesGENERIC. By assuming that the extra velocityfield evolvesmuch faster than the rest of the state
variables (the quasi-static approximation), theGENERICmodel reduces to the originalmodel. The interested
reader can find details in [71] and a very simplefinite dimensional illustration in section 3.2 in [70].

2.13.2. Enskog kinetic equation

In this example we recall an importantmodification of the Boltzmann kinetic equation (13), namely the Enskog
kinetic equation. From the physical point of view, the collisions of point particles are replaced in the Enskog
extension by collisions of a finite size hard core particles. Thismodification brings a new term into the time
reversible part and a corresponding to it a new term into the Boltzmann entropy.With themodified entropy, the
reversible part of the Enskog kinetic equation remains nondissipative [72]. As towether themodified reversible
part remains alsoHamiltonian is an unsolved problem. To the best of our knowledge, theHamiltonian structure
thatwouldmake the Enskog kinetic equation (or its appropriate extension)GENERIC is not known.

If, in addition, the particles are let to interact also via long range attractive forces that are taken into account
in the kinetic equation in theVlasovmeanfield term (see [30]), the equilibrium thermodynamics implied by
such Enskog-Vlasov equation is the equilibrium thermodynamics of the van derWaals gas [73]. TheVlasov
kinetic equation is clearly GENERIC (see [30]) but theGENERIC structure of the Enskog-Vlasov (or its
appropriatemodification) is not known.

3.NewDirections inGENERIC

TheGENERIC equation (1) discussed in the previous section addresses the passage MESO equilibrium.We
now replace the equilibrium level with ameso level that is less detailed than theMESO level but still more detailed

11

J. Phys. Commun. 2 (2018) 032001 MGrmela



than the equilibrium level. An investigation of the MESO meso passage (discussed in section 3.1 is an
interesting and an important generalization of the investigation of the passage MESO equilibrium sincewe
can include into our consideration also externally driven systems that are prevented from reaching the
equilibrium states (thismeans that the equilibrium level is not admissible to them) but still admit amesoscopic
level of description. For example, the observed behavior of the Rayleigh-Bénard system (a horizontal layer of a
fluid heated frombelow) is known to bewell described on the level offluidmechanics. Thismeans that anymore
detailed description of the Rayleigh-Bénard system (for example the description on the level of kinetic theory)
has to approach, as  ¥t , the level offluidmechanics. The two external forces, namely the gravitational force
and the imposed temperature gradient, prevent the approach to the complete thermodynamic equilibrium and
consequently the equilibrium thermodynamics is not applicable.

In section 3.2we then consider the passage meso MESO that represents an extension ofmeso level to a
more detailedMESO level.

3.1.Multiscale reductions

What newwemeet in the investigation of MESO meso? First of all, there is no time evolution on the
equilibrium level but there is a time evolution, at least in general, on themeso level. From theMESO level point of
view, we call the dynamics involved in the passage MESO meso a reducing dynamics and the dynamics on the
meso level a reduced dynamics. This terminology has been introduced in [28]. By using it, the time evolution
involved in the passage MESO equilibrium, that we have discussed in section 2, is the reducing time
evolution and the reduced time evolution in the passage MESO equilibrium is no time evolution.

Having theMESO time evolution, the problem that we are facing is to split it into the MESO meso

reducing time evolution and themeso reduced time evolution in such away that the originally givenMESO time
evolution is well approximated by the reducing time evolution followed by the reduced time evolution.We can
see the reformulation of theMESO dynamics into MESO meso andmeso dynamics as a nonlinear version of
the block diagonalization known in the linear dynamics. The split of theMESO dynamics into the reducing is a
result of a pattern-recognition investigation of solutions of theMESO dynamics. Collections of all theMESO

trajectories (i.e. solutions, passing through all Îx M , to the governing equations of theMESO dynamics) form
theMESO phase portrait (using the dynamical-system terminology). The problemof splitting theMESO

dynamics into the reducing and the reduced dynamics is the problemof recognizing a pattern in theMESO

phase portrait. The recognized pattern represents then themeso phase portrait and the process revealing it
represents the reducing dynamics.We shall not discuss this very difficult problemhere, wemake only a few
remarks that are inspired by its connectionwith thermodynamic.

Let us assume that we know themeso dynamicsMoreover, we also know that themeso dynamics is found to
describe well the experimentally observed behavior. Thismeans that the split of theMESO dynamics into the
reducing and the reduced dynamicsmust exist. Themeso dynamics (that we assume to know) is the reduced
dynamics.Howdowe find the reducing dynamics?We have seen in the previous section that the reducing
dynamicsmaking the passage MESO equilibrium is GENERIC.Weassume that the reducing time evolution

making the passage MESO meso is also GENERIC.Making this assumption, the problem that we face now is
to adapt theGENERIC equation (1) to MESO meso (i.e. an equations replacing (1) in the MESO meso

investigations) and then to construct its appropriate realizations. This problemhas been discussed in [28]. Here
we only recall a few essential points.

Before proceeding with the investigation of theGENERIC equation representing the passage
MESO meso we emphasize that in the context of externally forced systems (i.e.macroscopic systems that are

prevented from reaching the equilibrium level) the governing equations of neitherMESO dynamics nor themeso

dynamics areGENERIC.Whatwe assume however that the dynamics involved in the passage MESO meso is
alwaysGENERIC (due to the fact that both the levelsMESO andmeso are found to describe well the
experimentally observed behavior of the externally forced systemunder investigation).

The state space on themeso level is denoted by the symbolN, the state variables are Îy N. The time
evolution of y, governed by

=˙ ( ) ( )y Y y 23

is assumed to be known. The fundamental thermodynamic relationwithwhichwe replace (6) is

= =( ) ( ) ( )( ) ( )S S x y y x; 24Mm Mm

The upper index (Mm)makes reference to MESO meso. The potential S(Mm)
(x) is the entropy associated

with the passage MESO meso. Next, we introduce the MESO meso thermodynamic potential

* *F = - + á ñ( ) ( ) ( ) ( )( ) ( )x y S x y y x, , 25Mm Mm
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The simplest GENERIC equation representing the reducing MESO meso dynamics is

= - F˙ ( ) ( )( ) ( )x M x 26Mm
x
Mm

where ( )( )M xMm is degenerate in the sense that =( )M y 0Mm
x and positive semi-definite operator. As  ¥t ,

solutions to (26) approach amanifold Ì( )
M

Mm and * * * = F( ) [ ( )]( ) ( )
( )S y x y,Mm Mm Mm is the fundamental

thermodynamic relation on themeso level corresponding to the reducing dynamics MESO meso. This
fundamental thermodynamic relation is a new addition to themeso level description that does not come from
themeso dynamics itself but from the reducing dynamics describing the MESO meso passage.

Given theMESO dynamics, themeso dynamics, and y=y(x), howdowe find ( )( )S xMm and ( )( )M xMm ? A
very extensive (pattern-recognition type) investigation of solutions to theMESO time evolution equations is
needed to answer this question (see e.g. [74, 75]).We can also ask another question. Given theMESO dynamics,
y=y(x), and the entropy ( )( )S xMm , what is the corresponding to itmeso dynamics? This is in fact the question
asked byDreyer in [76] in the context ofMESO dynamics being the Boltzmann kinetic theory and y=y(x) being
the projection onGrad’smoments (see [77, 78])does not consider the passage to themanifold Ì( )

M
Mm

(called a closuremanifold in this context) as a result of the reducing dynamics (26) but simply as theMaxEnt
principle. The governing equations of themeso dynamics are the governing equations of theMESO dynamics
restricted to( )Mm with the vector field projected on( )Mm by themapping induced on the tangent spaces by
themapping y=y(x). The entropy ( )( )S xMm chosen byDreyer is the classical Boltzmann entropy arising in the
passage MESO equilibrium. This entropy can, at best, be only an approximation of the entropy ( )( )S xMm

arising in the reducing passage from the Boltzmann equation to the equation governing the time evolution of a
finite number ofGrad’smoments.

If themacroscopic systemunder investigation is free from external influences then themicro dynamics is
GENERIC since it describes the passage meso equilibrium. In such casewe have three types of the approach
to equilibrium: (1) MESO equilibrium, (2)  MESO meso equilibrium, and (3) meso equilibrium.
How they are related? This is one of the open questions (seemore open questions in section 3.3).

An alternative consideration of the MESO meso passage has also been developed in [28].We replace (24)
with

= = =( ) ( ) ( ) ( )( ) ( )S S x y y x Y Y x; ; 27Mm Mm

Thismeans thatwe do not only specify the state variables yused on themeso level as functions of x (that is the
state variable used on theMESO level) butwe also specify the vector field (constitutive relations) governing the
time evolution of y as a function of x.

The reducing time evolution (26) is replaced by

*= -˙ ( ) ( )( ) ( )M Px x Y, 28Mm
x
Mm

where ( )( )M xMm is degenerate in the sense that =( )M y 0Mm
x , =( )M Y 0Mm

x , and positive semi-definite
operator, ( )P Mm is the thermodynamic potential

* *= - + á ñ( ) ( ) ( ) ( )( ) ( )P Sx Y x Y Y x, , 29Mm Mm

The quantitiesY* are the external forces acting on themeso level or, as functions of y*, thermodynamic forces
determining the constitutive relations. The time evolution governed by (28) approaches the vectorfield
(constitutive relations) on themeso level (see (23)). For this reason the equations of the type (28) have been called
in [28]CR-GENERIC (CR stands for Constitutive Relations). It has been shown in [28] that *( )( )S YmM (which
is ( )( )S xMm evaluated at the  ¥t solution to (28)) has the physical interpretation of the entropy production
on themeso level. Themaximization of ( )( )S xMm achieved in the reducing time evolution (28) is thus a version
of theMaximumRate Entropy principle (MaxREnt).

3.2.Multiscale extensions

Until now,we have looked in this paper down toward levels that involve less details. Our intentionwas to
identify a simpler description thatmore directly addresses the overall properties of solutions of the governing
equations that are of our principal interest. In this sectionwe shall look in the opposite direction. The need for
looking at the passage meso MESO (that we shall call an extension of themeso level ) comes from an
unsuccessful validation of themesomodels and/or from the need to obtain an additional thermodynamic
information on themeso level that arises from the reduction process MESO meso as the fundamental
thermodynamic relation ( )( )S ymM (see section 3.1).

The validation is unsuccessful if the results of experimental observations cannot be satisfactory seen in
solutions of themesomodels. It becomes obvious that themeso description is incomplete. Some details ignored
on themeso levelmust be actually important for arriving at a satisfactory agreementwith results of our
experimental observations.Where and how shall we look for the important physics that ismissing inmeso?
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In the case of externally unforced systems (i.e. the systems that are allowed to reach the equilibrium level) the
meso dynamics is GENERIC andwe shall, of course, require that the equation governing the time evolution on
the extendedMESO level is also aGENERIC equation (1). For externally forced systems that are prevented from
reaching the equilibrium level neither themesonor the extendedMESO dynamics is GENERIC.

There are essentially three different routes that have been explored in the search for the extra physics
involved in the extendedMESO theory .We shall briefly describe them in the three following sections.

3.2.1. Langevin extensions

The experimental evidence driving this route to extensions is the observation offluctuations. Results of the
experimentalmeasurements are not found to be always the same. This is because the state characterized by one y
is in fact a family of states. Results of the experimentalmeasurements are different for different states in the
family. This thenmeans that one value of y is associatedwith a family of experimental values.

In the Langevin extension one does not try to identify themicroscopic causes of thefluctuations (i.e. the
missing physics on themeso level). The objective is to appropriately describe the observed fluctuations.
Following Langevin, we turn to themathematics of random variables and stochastic processes [34, 35, 55]. The
physical aspects of the Langevin extension are discussed for example in [79–83]. Below, we shall briefly recall the
GENERIC formulation in a simple setting. Amore completeGENERIC formulation is discussed in [34, 35].

Our objective is to extend themeso level to aMESO level that takes into account fluctuations seen on themeso

level. First, we turn to the choice of state variables. The quantity y serving as the state variable on themeso level is
either replaced by ŷ that is a randomvariable or by f (y) that is a distribution function. Below, we shall follow the
latter extension. The state variable x on theMESO level is thus f (y).

Next, we need to formulate aGENERIC equation (1)with f (y) serving as state variable on the extended
MESO level from a knownGENERIC equation (1)with y serving as the state variable on themeso level.We shall
restrict ourselves in this paper to themeso dynamics with the quadratic dissipation potential

* * *Y = á ñ( ) ( )( ) ( )y y y M y y, ,m m1

2
, where ( )M m is a positive definite operator. No restrictions are placed on the

Poisson bracket = á ñ{ }( ) ( ) ( ) ( ) ( ) ( )A B A L B, ,m m m
y
m m

y
m , and the thermodynamic potential F ( )( ) ym .

Nowwe proceed to the extension = ( )y f y x. In kinematics, wemake the extension

ò={ } { } ( ){ }( ) ( ) ( ) ( ) ( ) ( )
( )

( )
( )

( ) ( )A B A B dyf y A B, , ,m m m M M M
f y
M

f y
M m , in the dissipation potential

* * * *
* *

òY = á ñ á ñ = Y¶
¶

¶
¶

( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( )y y y M y y dyf y M y x x, , , ,m m f y

y
m f y

y
M1

2

1

2
, and in the

thermodynamic potential òF F + = F( ) ( )( ( ) ( )) ( )( ) ( ) ( )y dyf y y k f y xlnm m
B

M , where * = F( ) ( )
( )f y f y
M and

kB is the Boltzmann constant. The equation governing the time evolution on theMESO level is thus

¶
¶

= -
¶
¶

F +
¶
¶

F +
¶
¶

¶
¶

⎛

⎝
⎜

⎞

⎠
⎟

( )
( ( ) ( )) ( ( ) ( ) ( )) ( )

( )
( )( ) ( ) ( ) ( ) ( )

f y

t y
f y TL y

y
M y f y y

y
k M y

f y

y
30m

y
m m

y
m

B
m

Thefirst termon the right hand side is the term arising in the Liouville formulation of the time evolution
equation on themeso level. The last two terms on the right hand side represent the dissipative part of theMESO

time evolution. The first one is the Liouville formulation of the dissipation termon themeso level, the second is a
new (Fokker-Planck like) term that arises due to the presence offluctuations. The fact that the operator ( )( )M ym

is the same in both terms is a formulation of the fluctuation-dissipation theorem.We thus see that in this
GENERIC formulation the fluctuation-dissipation theorem is a simple consequence of the requirement that the
GENERIC structure is preserved in the extension.

3.2.2. Kirkwood extensions

The prime example of the experimental evidencemotivating this type of extensions is the observation of the flow
behavior of complex fluids (for example the flowbehavior of the eggwhite). Flow of the eggwhite ismanifestly
different from the flowofwater. Since themain difference betweenwater and the eggwhite is the size of the
molecules composing them, it is natural to suggest that the reason for the difference in theflowbehavior is the
strong coupling between themotion of the largemacromolecules composing the eggwhite (involving all types of
deformations and rotations)with the overall fluidmotion. Such coupling is on the other hand absent inwater
where themolecules composing it are small. The deformations and rotations of the small watermolecules enter
the classicalfluidmechanics (representing in this example themeso level) only in unchangingwith timematerial
parameters like viscosity and heat conductivity coefficients.

Motivated by the example of polymeric fluids, we choose x (serving as the state variables on the extended
MESO level) as y (serving as state variable on themeso level) supplementedwith quantities characterizing the
internal structure.With such extended state variables we have to then construct the equation governing their
time evolution. By requiring it to beGENERIC,we face the problemof constructing appropriate new particular
realizations of theGENERIC equation (1).Many such realizations have indeed beenmade andmany are
reviewed in [1]. In the standard approach tomodeling, the equations offluidmechanics that are extended by
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taking into account the internal structure have appeared first in theKirkwood investigation of the reduction of
the fullymicroscopic Liouville equation (formulated in the formof the BBGKYhierarchy) to the level of fluid
mechanics [84]. This is the reasonwhywe call this extension aKirkwood extension. TheKirkwood investigation
have been then followed systematically in rheology [85].With the internal structure created in the flow (the

turbulence type structure), theKirkwood like extension of theVlasov kinetic equation has been explored in [30].
In the context of the nonequilibrium thermodynamics the extensions involving internal state variables have
been introduced in [86, 87].

An alternative way to include the internal structure into the state variables is to increase the dimension of the
space of the variables onwhich thefields forming themeso state variables depend.

This has been introduced in the continuum theory in [88], in kinetic theory in [89] and in [90] (where the
one particle distribution function, depending on the position vector r and the velocity v , is let to depend also on
another scalar parameter that addresses the internal structure of the gas particle and that enters the dynamics in
collisions), and in in chemical kinetics in [92]where themass concentrations of species (forming themeso state
variables in chemical kinetics) are let to depend on a scalar parameter labeling the intermediate states in the

chemical reactions (the parameter enters the dynamics in the energy).
Still another extension of this type has been introduced in [91]. The physical systems under investigation in

[91] are polymeric fluids. The setting inwhich themodeling in [91] begins is already extended classicalfluid

mechanics inwhich a newfield, namely the one dumbbell distribution function (themacromolecules are
modeled as dumbbells) has been adopted as an extra state variable. Amore realisticmodel ofmacromolecules is
a chain composed of dumbbells. The problem is now to extend the one dumbbellmodel to a chainmodel. De
Gennes suggested to formulatemathematically themore realistic chain view ofmacromolecules by letting the
one dumbbell distribution function to depend on an extra scalar parameter having the physical interpretation of

the coordinate on the string on the chain. In dynamics, this parameter enters the deGennes analysis in a new
diffusion termhaving the physical interpretation of the snake-likemotion (called reptation by deGennes) of the
macromolecular chain. In this way deGennes has succeeded to express (while still keeping the one chain
distribution function as the state variable) the strong chain-chain interactions influencing the overall flow
properties of polymeric fluids. Still unexplored possibility is to include the chain coordinate also in the energy.

Suchmodificationwould allow to consider the influence of the curvature of the chain and of its elastic
deformations on the overallmotion of polymeric fluids. In theGENERIC form, the deGennes reptation theory
has been discussed in [93] and, on amoremacroscopic level onwhich the states ofmacromolecules are
characterized by an internal deformation tensor, in [94].

3.2.3. Grad extensions

The extra state variables are found on this route to extensions in the vector fields appearing on themeso level.We
beginwith a simplemotivating example. Let the state variable y on themeso level be the position vector r and the

equation governing its time evolution =˙ ( )r v r . The vectorfield ( )v r on thismeso level is called a velocity (or
alternatively aflowof r), its specification, i.e. the specification of the function ( )v r , is called a constitutive
relation.Nowwe proceed to the extension.We consider v as a new state variable. The state variable x on the

extendedMESO level is thus ( )r v, . The equations governing its time evolution is = = - x
˙ ˙

( )
r v v;

F r v

m m
, where

( )F r has the physical interpretation of a force, x > 0 is a friction coefficient, andm>0 is another parameter
having the physical interpretation ofmass. The meso MESO extension that we have just described is an
extension ofmechanics without inertial intomechanics with inertia andwith friction. The limit m 0 is a

reduction MESO meso leading back to =˙ ( )r v r with the constitutive relation =
x

( )
( )

v r
F r .

TheGrad hierarchy formulation of the Boltzmann kinetic equation provides an excellent setting formaking
this type of extension in the classical fluidmechanics. Such extension has been considered in [77, 90] (where the

extended fluid dynamics theories are called ExtendedThermodynamics (ET)), and in [95] (where the extended
theories are called Extended Irreversible Thermodynamics (EIT)). Themain difference between ET and EIT is
that ET remains to be closely attached to theGrad hierarchy and thus to the gas dynamics (including however
both themonoatomic and the polyatomic gases [90]), while the extensions that have been developed in EIT are
moremotivated by fluid-mechanics type considerations and the intended applications reach beyong the gas

dynamics. Both ET and EIT extensions are however extensions inwhich the constitutive relations are replaced
by time evolution equations and thus extensions introducing a higher order inertia.

TheGENERIC approach to this type of extensions has recently been explored in [78].We have also already

used the introduction of an extra inertia in section 2.13 as away to bring theGENERIC structure to non
GENERICmodels.
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3.3.Questions

Many questions arise in the investigations ofmultiscale reductions and extensions.Wemention below four such

questions. Detailed investigation of applications in specific physical contexts (e.g. heat transfer, dynamics of
complexfluids and complex solids)will certainly help to answer them (see also [96]).

Question 1

The reducing and the reduced dynamics are different and appear to be independent one of the other. The
former takes place on theMESO level and the latter on themeso level. The two dynamics cannot be however

completely independent since they both represent theMESO dynamics.We conjecture that their dependence
manifests itself in particular in the following two features.

(i) Let the system under investigation be externally unforced. As  ¥t , the system reaches the complete
thermodynamic equilibrium state and the equilibrium level is thus applicable.We have therefore three levels

onwhichwe can describe the observed behavior of the system, namelyMESO,meso, and equilibrium. In
such settingwe are in position to investigate three passages to the equilibrium level: MESO equilibrium,

meso equilibrium, and  MESO meso equilibrium.We conjecture that the relation between the
reducing and the reduced dynamics willmanifests itself in the transitivity of the passages. In otherwords, we
conjecture that the fundamental thermodynamic relation obtained by following all three passages are the

same. If we denote the entropy arising in the passage MESO equilibrium by the symbol ( )( )S xMe and
( ))( )S E N,eM the Legendre transformof m=[ ( )]( )

( )S xMe
x x T ,eq

then the conjecture takes the

form = =( ) ( ) ( )( ) ( ) ( )S E N S E N S E N, , ,eM em emM .

(ii) The emergence of a new pattern on themeso level (e.g. the emergence of convection in the Rayleigh-Bénard

system) is seen as a bifurcation in the reduced dynamics (i.e. themeso dynamics) and as a phase transition in
themeso-fundamental thermodynamic relation ( )( )S ymM . This conjecture is based on the observation
according towhich an emergence of new features on themeso level is always associatedwith an emergence
of largefluctuations on themeso level. This then indicates that the emergence of new features on themeso

level is seen also as an emergence of new features on themoremicroscopicMESO level. New features in the

reducedmeso dynamics are seen as bifurcations, new features in the reducing dynamics are seen as a loss of
convexity (i.e. as a phase transition) of the generating potential.

Question 2

Another interesting question that remains unanswered is of what is the relation between themeso-level
fundamental thermodynamic relation * * *= ( )( ) ( )S S yMm Mm implied by the reducing thermodynamic potential
(25) and anothermeso-level fundamental thermodynamic relation * * *= ( )( ) ( )S S YMm Mm implied by theCR
reducing thermodynamic potential (29).

Question 3

An interesting problem that arises in extensions is the relation between theKirkwood and theGrad

extensions. On the first sight, they are very different. The former brings new interactions (i.e. the potentials E(y)

and S(y) are extended)while the latter is extending the kinematics (bringing the extra inertia). However, if we
realize that the flux bringing the extra inertia to the velocity has the physical interpretation of a force, we see that
both extensions follow a similar route.

Question 4

In section 2.13.2we have described another open problem, namely the problemof casting the Enskog kinetic
equation, or its appropriate extension, into theGENERIC form (1).

4. Concluding remarks

If we take a very detailed viewpoint ofmacroscopic systems (e.g. the viewpoint taken inmicroscopic numerical
simulations) thenwe see details butwe lose the overall picture. If, on the other hand, we choose amesoscopic
viewpoint that ignores details (e.g. the viewpoint taken influidmechanics description) then the picture that we

are getting is incomplete if some of the ignored details play an important role in determining the overall view.
This happens, for example, inmacroscopic systems arising in nanotechnology and biotechnology. The best
solution is to regard complexmacroscopic systems simultaneously on several different levels that take into
account different amounts of details. Such amultilevel (multiscale) viewpoint can be however useful only if the
relations among the levels is understood. Such understanding is the objective of theGENERIC thermodynamics

and dynamics discussed in this paper.
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