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Within th strongly r gulat d avionic  ngin  ring fi ld, conv ntional graphical d sktop hardwar and softwar application
programming int rfac (API) cannot b us d b caus th y do not conform to th avionic c rtification standards. W obs rv th 
n  d for b tt r avionic graphical hardwar , but syst m  ngin  rs lack syst m d sign tools r lat d to graphical hardwar . . 
 ndors m nt of an optimal hardwar archit ctur by  stimating th p rformanc of a graphical softwar , wh n a stabl r nd ring
 ngin do s not y t  xist, r pr s nts a major chall ng . As prov n by pr vious hardwar  mulation tools, th r is also a pot ntial
for d v lopm nt cost r duction, by  nabling d v lop rs to hav a first  stimation of th p rformanc of its graphical  ngin  arly
in th d v lopm nt cycl . In this pap r, w propos to r plac  xp nsiv d v lopm nt platforms by pr dictiv softwar running on
a d sktop comput r. Mor pr cis ly, w pr s nt a syst m d sign tool that h lps pr dict th r nd ring p rformanc of graphical
hardwar bas d on th Op nGL Saf ty Critical API. First, w cr at nonparam tric mod ls of th und rlying hardwar , with
machin l arning, by analyzing th instantan ous fram s p r s cond (FPS) of th r nd ring of a synth tic 3D sc n and by drawing
multipl tim s with various charact ristics that ar typically found in synth tic vision applications. . numb r of charact ristic
combinations us d during this sup rvis d training phas is a subs t of all possibl combinations, but p rformanc pr dictions can
b arbitrarily  xtrapolat d. To validat our mod ls, w r nd r an industrial sc n with charact ristic combinations not us d during
th training phas and w compar th pr dictions to thos r al valu s. W find a m dian pr diction  rror of l ss than 4 FPS.

1. Introduction

In r c nt y ars, th r has b  n an incr as d int r st in th 
avionics industry to impl m nt high-p rformanc graphical
applications lik synth tic vision syst ms (SVSs) that display
p rtin nt and critical f atur s of th  nvironm nt  xt rnal to
th aircraft [1]. .is has promot d th adv nt of fast r
graphical proc ssing hardwar . B caus it is a highly r gulat d
fi ld, conv ntional d sktop and  mb dd d graphics hardwar 
could not b us d b caus th y do not conform to th DO-
178C and DO-254 avionic c rtification standards (th in-
t rnational standards titl d “RTCA DO-178C—Softwar 
Consid rations in Airborn Syst ms and Equipm nt C rti-
fication” and “DO-254—D sign Assuranc Guidanc for

Airborn El ctronic Hardwar ” ar th primary standards for
comm rcial avionics softwar and hardwar d v lopm nt)
[2, 3]. Consid ring th n  d of avionic hardwar with high r
p rformanc , w obs rv that graphical application d v l-
opm nt tools and hardwar b nchmarks and simulators
availabl for conv ntional  mb dd d or d sktop graphical
applications s  m still to b missing for avionics applications.
.is fact is mad  sp cially cl ar wh n a quick s arch through
th sp cifications of th most r nown d tools such as Nvidia
Nsight [4], AMD P rfStudio [5], or SPECVi wP rf [6] l ad to
th sam conclusions. Ev n though, th r ar som WYSI-
WYG (“what you s  is what you g t”) GUI toolbox s
availabl for th ARINC-661 standard [7, 8], it s  ms that
th r is no p rformanc b nchmark, p rformanc pr diction
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tool, or p rformanc -corr ct simulator availabl for graphical
avionic hardwar . . int r st in having such tools is  sp -
cially significant b caus most d v lopm nt proc ss s includ 
a d sign phas b for th actual impl m ntation. Taking th 
 xampl on th classical V-Mod l [9], d sign rs must mak 
choic s in r gard to th purchas or th in-hous d v lop-
m nt of graphical hardwar . But as th y want to  valuat th 
p rformanc of such hardwar r lating to th choic s mad ,
th y n  d som kind of p rformanc m trics and b nch-
marks. .is b nchmarking tool should b provid d by th 
softwar d v lopm nt t am but as th proj ct is still in th 
d sign phas , th y hav not y t n c ssarily impl m nt d
a graphical  ngin to  nabl p rformanc t sting. P rfor-
manc pr diction can b us ful to (1) furth r  xtrapolat th 
b nchmark p rformanc r sults for any volum of graphical
data s nt to th hardwar and (2) r duc th numb r of
b nchmarks r quir d to  valuat various us cas s. Going
furth r, th p rformanc mod ls g n rat d can th n b us d
to d v lop a p rformanc -corr ct hardwar simulator that
d v lop rs can us on th ir workstation, in ord r to hav 
a g n ral pr vi w of th  fficacy of th ir softwar , b for 
 x cuting it on th r al syst m. As this is th cas with th 
most hardwar  mulation tools, this r duc s th d v lopm nt
costs by facilitating functional v rification of th syst m [10].

In this work, w d monstrat two prototyp tools that can
b us d as a pip lin to  valuat and th n pr dict th p r-
formanc of graphical hardwar .. first tool is a b nchmark
that can g n rat and th n r nd r custom proc dural sc n s
according to a s t of sc n charact ristics such as th numb r
of v rtic s, siz of t xtur s, and mor . It  valuat s and outputs
th numb r of fram s g n rat d p r s conds (FPS). . 
s cond tool tak s th output of a c rtain numb r of  x cutions
of th b nchmark and g n rat s a nonparam tric p rfor-
manc mod l, by using machin l arning algorithms on th 
p rformanc data. .os p rformanc mod ls can th n  x-
trapolat pr dictions of p rformanc for any d ns 3D sc n 
r nd r d on this pi c of hardwar . W  valuat d th dis-
tribution of pr diction  rrors  xp rim ntally to find that most
pr diction  rrors will not  xc  d 4 FPS.

In th r st of th pap r, S ction 2 pr s nts th main
probl ms which mak inad quat th afor m ntion d
 xisting tools for th avionics industry. It also pr s nts th 
work r lat d to th various algorithms and m thods us d by
thos standard tools. S ction 3 pr s nts th first contribution
which is th graphical avionic application b nchmarking
tool. . n, S ction 4 pr s nts th s cond contribution which
is th p rformanc mod l g n ration tool. S ction 5 pr s nts
th  xp rim ntal m thod us d to  valuat th pr diction
pow r of th s mod ls. S ction 6 pr s nts analys s and
discuss s th achi v d pr diction  rror distributions. Finally,
S ction 7 provid s information for thos who would lik to
r p at th  xp rim nt.

2. Background

Among th diff r nc s b tw  n conv ntional (consum r
mark t) and avionics graphic hardwar d v lopm nt, thr  
ar d not d as  sp cially standing out. . first is th us of
Op nGL SC inst ad of Op nGL ES or th full Op nGL API

to communicat with th hardwar [11]. . s cond is th 
us of a fix d graphics pip lin inst ad of l tting th pos-
sibiliti s of using shad rs or custom programs that can b 
s nt to th graphics hardwar tomodify th functionaliti s of
c rtain ar as of th r nd ring pip lin [12]. Finally, th r is
th r s arch int r st in th d v lopm nt of DO-254-com-
pliant graphical hardwar , in th form of softwar GPUs,
FPGAs, and CPU/GPU on-a-chip to nam a f w [2]. . 
natur of th hardwar is th n not n c ssarily a proc ssor,
and c rtain m trics sp cific to that natur cannot b appli d,
such as instruction count. Also, avionics graphical hardwar 
is usually a v ry s cur d black box that cannot b intrud d to
actually p rform th instruction count m trics on th in-
t rnal programs. .us, p rformanc b nchmark and pr -
diction tools in an avionics cont xt should account for th s 
sp cificiti s. By only using th functions availabl in
Op nGL SC to  valuat th p rformanc of th hardwar , w 
mak sur of th following two points: (1) to us th standard
fix d pip lin that accompani s this v rsion of th API and
(2) to b ind p nd nt on th natur of th und rlying
hardwar b yond that int rfac .

To th b st of our knowl dg , graphics hardwar p r-
formanc pr diction in th avionics cont xt do s not  xist in
th lit ratur . Looking for m thods to clos ly r lat d fi lds
would thus b th b st approach. It is th n int r sting to look
ov r th lit ratur to find th m thods that hav b  n us d in
a conv ntional d sktop and  mb dd d cont xt. It is also
int r sting to wid n this r vi w to g n ral comput r
hardwar and microarchit ctur , as w ll as graphical
hardwar p rformanc pr diction. Num rous b nchmarks
for graphic hardwar  xist in th conv ntional cont xt, such
as SPECVi wP rf or Bas mark [6, 13], to nam a f w. Ev n if
th y do not satisfy th sp cial probl matic of th avionics
n  ds, th ir workflow can b a sourc of inspiration. For
 xampl , SPECVi wP rf allows us rs to cr at a list of t sts,
 ach varying diff r nt charact ristics of th sc n s or th 
r nd r stat , such as local illumination mod ls, culling,
t xtur filt rs, simpl , or doubl buff ring. It th n r turns th 
av rag FPS attain d during th r nd ring of th sc n for
 ach t st. . us of th av rag FPS might b mor sig-
nificant for th us r, but b caus th FPS distribution is not
normal it los s a lot of statistical significanc . As for th 
p rformanc pr diction tools, th y t nd to b mad availabl 
by th graphic hardwar manufactur rs such as th 
NVIDIA®Nsight™ [4] or th AMDGPU P rfStudio [5].. 
probl mwith th s tools is that th y ar only availabl for th 
d sktop and  mb dd d domain and ar not adapt d to th 
n  ds of avionics, as  xplain d pr viously. It is still in-
t r sting to r vi w th lit ratur to b tt r und rstand how
thos profiling tools might work int rnally. . r ar thr  
main approach s to g n rat mod ls: analytical mod ling,
param tric mod ling, and machin l arning. Analytical
mod ls att mpt to cr at math matical mod ls that r pr -
s nt p rformanc as a s t of functions d scribing th 
hardwar . . y oft n us m trics such as instruction count
and prop rti s such as fr qu ncy clock of th proc ssor
[14–17]. . main issu with th s m thods is that th y
r quir a good und rstanding of th hardwar ’s inn r
workings, which is difficult in an avionics cont xt b caus 
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th y ar s cur d black box  ntiti s. Also, b caus of th fix d
pip lin of th graphics card, syst m  ngin  rs cannot obtain
th inn r programs op rating th pip lin and thus cannot
us analytical m trics such as instruction count. Also, th 
lit ratur s  ms to indicat that it is v ry difficult to truly
id ntify all factors influ ncing p rformanc and thus to
math matically mod l th m. How v r, th r is on ana-
lytical mod l that has th pot ntial to b us d in an avionic
cont xt. It is a function that  stimat s th transf r tim of
data from th main to th graphic m mory [18].

. cr ation of param tric mod ls impli s th us of
param tric r gr ssions such as lin ar or polynomial r -
gr ssions. It has b  n us d for microarchit ctur and CPU
d sign-spac  xploration [19–22], but b caus w only hav 
acc ss to th int rfac of th hardwar , it is hard to id ntify
all th factors influ ncing th p rformanc . .us, th s 
m thods would hav difficulty to  xplain most of th var-
ianc of th p rformanc data and can th n p rform poorly.
.is is usually solv d by using nonparam tric r gr ssion
mod ls cr at d with machin l arning.

Ev n though th r ar a larg numb r of machin 
l arning that can b us d to cr at p rformanc mod ls, w 
id ntifi d four algorithms that ar mainly us d throughout
th lit ratur to g n rat p rformanc mod ls in th sp cific
cas of proc ssors, microarchit ctur  xplorations, or par-
all l applications: r gr ssion tr  s, random for st, multipl 
additiv r gr ssion tr  s (MART), and artificial n ural
n tworks. P rformanc and pow r consumption pr diction
in th cas of d sign-spac  xploration of g n ral purpos 
CPUs has b  n achi v d with random for sts [23] and
MART [24, 25]. R gr ssion tr  s [26] hav b  n us d for
p rformanc and pow r pr diction of a GPU. Artificial
n ural n tworks hav succ ssfully b  n us d for p rfor-
manc pr diction of a parall liz d application [21], but also
for workload charact rization of g n ral purpos proc ssors
[27, 28], sup rscalar proc ssors [29], and microarchit ctur s
[30]. A variant of th MARTm thod has also b  n us d for
pr dicting p rformanc s of distribut d syst ms [31]. R -
gr ssion tr  s ar usually l ss accurat , and its mor robust
v rsion, th random for st, is usually pr f rr d. Madougou
 t al. [25] us d nvprof, a visual profil r, to coll ct p rfor-
manc m trics (cach miss, throughput,  tc.) and  v nts of
CUDA k rn ls running on NVIDIA GPUs. . data ar 
stor d in a databas and furth r us d for mod l building.
.is approach s  ms v ry promising but cannot b  asily
adapt d to th n  ds of avionics, as  xplain d pr viously.

Anoth r probl m with tr  -bas d m thods is th ir low
p rformanc to pr dict valu s from pr dictors out of th 
rang of th valu s of th obs rvations us d to train th m
( xtrapolation). R c nt work on hybrid mod ls g n rat d
from a mix of machin l arning and first-principl mod ls
has also yi ld d good r sults for similar applications [32–34].

3. Avionics Graphic Hardware
Performance Benchmarking

. r ar two main st ps in th cr ation of our p rformanc 
mod ls. First, a b nchmark must b  x cut d to gath r
p rformanc data for various sc n charact ristics. . GPU

b nchmarking consists in its lf in th g n ration of a cus-
tomizabl synth tic 3D sc n and in th analysis of th 
r nd r tim of  ach fram . S cond, p rformanc mod ls ar 
g n rat d with machin l arning from th p rformanc data
obtain d in th first st p. For our  xp rim ntal purpos s, w 
add a mod l validation phas to  valuat th pr dictiv 
pow r of thos p rformanc mod ls by comparing th 
pr dictions with th r nd r tim of a customizabl and
distinct validation 3D sc n . Figur 1 pr s nts this dataflow.
. r maind r of this s ction will pr s nt th r quir m nts
and th impl m ntation of our propos d avionics GPU
b nchmarking tool.

P rformanc data acquisition for a pi c of hardwar is
achi v d with our b nchmarking tool as follows. First,
a synth tic sc n is g n rat d according to various pa-
ram t rs. . n, th sc n is r nd r d and  xplor d by
following a sp cific cam ra mov m nt patt rn. Finally, a last
analysis st p is p rform d to  valuat for  ach fram th 
p rc ntag of th numb r of v rtic s of th sc n that has
b  n r nd r d. W us a study cas from an industrial
partn r to  nabl us to  num rat th various charact ristics
of graphical data that might hav an impact on th r nd ring
p rformanc of an avionic graphical application. . study
cas was a SVS using til -bas d t rrain r nd ring.

Syst m p rformanc s can b m asur d in s v ral ways by
t st b nch s. For a 3D graphics syst m, on of th most
 ff ctiv m thods is to try to r produc th b haviour of
a r al syst m [35]. .us, w charact riz d our industrial
partn r’s study cas to  xtract an  xhaustiv list of all th 
graphical f atur s to tak into account whil impl m nting
our b nchmarking tool. Our tool t sts th s f atur s on by
on , by inputting a s t of valu s to t st p r f atur . It th n
outputs r sults that giv a pr cis id a of how  ach graphical
f atur impacts r nd ring p rformanc . . graphical f a-
tur s involv d in our industrial partn r’s study cas and
which w t st d in our tool ar as follows:

(1) Numb r of v rtic s p r 3D obj ct (t rrain til )

(2) Numb r of 3D obj cts p r sc n 

(3) Siz of th t xtur appli d on 3D obj cts

(4) Local illumination mod l,  ith r p r-v rtic s (flat) or
p r-fragm nt (smooth)

(5) Pr s nc or abs nc of fog  ff ct

(6) Dim nsion of th cam ra frustum

(7) D gr  of obj ct occlusion in th sc n 

.os param t rs follow th hypoth sis that th prin-
cipal factors that would influ nc th p rformanc s ar 
dir ctly r lat d to th amount of data s nt through th 
graphic pip lin . . amount of work r quir d by th 
graphic hardwar would b in r lation to th amount of data
n  d d to b r nd r d b caus of th amount of op rations
r quir d to s nd all th s data across th pip lin .

Compar d to th list of f atur s t st d in a cont mporary
graphical b nchmark, this s t list brings us back to th 
b ginnings of 3D graphics  ra. . r ason why this list is
mad of basic graphic f atur s is b caus critical graphical
avionic softwar us s a v rsion of Op nGL which is stripp d
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down to its simpl st form: Op nGL Saf ty Critical (SC) [36].
.is simpl API was sp cifically d sign d for saf ty-critical
 nvironm nts b caus it is  asi r and fast r to c rtify.
Op nGL SC was also d sign d for  mb dd d syst m limit d
hardwar r sourc s and proc ssing pow r.

Nowadays, graphical b nchmarks ar d sign d for n w
g n ration graphic cards, gam consol s, or smartphon s.
. s platforms w r d sign d to d liv r a gigantic graphical
proc ssing pow r in a noncritical  nvironm nt. It is thus
normal that this kind of product has its own s t of
b nchmarking tools. Bas mark® ES 2.0 [37] (and now
Bas mark ES 3.0 [13]), on of th most popular graphical
b nchmarking suit for GPUs us d in th mobil d vic 
industry, off rs b nchmarks that ar not suitabl for avionics
platforms for s v ral r asons:

(1) It us s Op nGL ES 2.0 which is an API too rich and
compl x to b a r asonabl candidat for th full
d v lopm nt of a c rtifiabl driv r on saf ty-critical
platform [12].

(2) Sophisticat d lighting m thods ar t st d lik p r-
pix l lighting (us d to cr at bump mapping  ff cts),
lightmap (us d to cr at static shadow  ff cts), or
shadow mapping (us d to cr at dynamic shading
 ff cts). Although th s lighting m thods off r rich
visual  ff cts, th y r main pointl ss within an avionic
cont xt, wh r r nd ring accuracy is th main
conc rn for 3D graphics.

(3) Various imag proc ssing  ff cts ar t st d lik tilt
and shift  ff ct, bloom  ff ct, or anamorphic l ns
flar s  ff ct. Mor compl x lightning mod ls such as
Phong int rpolation and particl  ff cts ar also
t st d (usually by impl m nting shad rs). Onc 
again, th s visual  ff cts will not  nhanc th ac-
curacy of r nd ring, and also shad rs ar not sup-
port d in Op nGL SC.

(4) R sults and m trics r sulting from th s kinds of
b nchmarks ar usually undocum nt d n bulous
scor s. .os scor s ar us ful wh n w want to
compar GPUs b tw  n th m, but th y cannot b 
h lpful wh n syst m archit cts want to figur out if
a particular pi c of hardwar satisfi d a graphical
softwar proc ssing r quir m nt. Wh n d signing
a saf ty-critical syst m, m trics lik GPU’s RAM
loading tim (bandwidth, lat ncy), l v l of imag 
d tail (maximum numb r of polygons and 3D

obj cts p r sc n ), and maximum siz of t xtur s or
th proc ssing tim p r fram ar much mor sig-
nificant data.

Sinc th curr nt graphical b nchmarking tools w r not
d sign d for a saf ty-critical  nvironm nt, w thus d cid d
to impl m nt sp cializ d b nchmarking tool for th avionic
industry.

Bas d on this analysis, from thos 7 factors, w divid 
a til -bas d synth tic sc n that would  valuat r nd ring
p rformanc bas d on th s factors. . b nchmark tool
tak s a list of “t sts” as input. Each t st influ nc s th 
g n ration of th proc dural 3D sc n by manipulating
a combination of thos factors.. output of th b nchmark
tool is a fil with tim p rformanc according to th inputt d
charact ristics. Each t st is d sign d to  valuat th p r-
formanc of th sc n r nd r d by varying on of th 
charact ristics and k  ping fix d  v ry oth r. Consid r, for
instanc , th til r solution t st, for  ach valu , th 
b nchmark will b  x cut d, and a v ctor of p rformanc 
will b outputt d. During this t st  v ry oth r charact ristics
( .g., th numb r of til s or th siz of t xtur s) shall b fix d.
It is important to m ntion that til -bas d sc n s ar stor d as
h ight maps or  v n d ns 3D sc n s, r moving th n  d for
analyzing th numb r of triangl s or fac s b caus it can
always b d riv d or approximat d from th numb r of
v rtic s.

3.1. Synthetic Scene Generation. Each til of our synth tic
sc n contains a singl pyramidal-shap d m sh. W us d
this shap b caus it can mod l various ground topography
by varying th h ight of th pyramid. Furth rmor , it  nabl s
th possibility to hav an obj ct occlusion wh n th cam ra
is at a low altitud and it is ori nt d p rp ndicularly to th 
ground. Also, this shap is  asy to g n rat from a math -
matical mod l. . r maining of this subs ction pr s nts
how th visual compon nts of th proc dural 3D sc n ar 
g n rat d and how th y h lp to produc mor r pr s ntativ 
p rformanc data.

3.1.1. Tiles’ Dimensions. Til s hav a fix d dim nsion in
Op nGL units, but th numb r of v rtic s it can contain can
vary d p nding on th corr sponding b nchmark input
valu . To simplify th v rtic s count of our mod ls, w us 
a p r-dim nsion count c for th squar bas of th pyramids,

Customizable
synthetic scene

generation

Synthetic scene
performance

benchmarking

Synthetic scene
performance

analysis

Performance model
generation

Performance model
validation

Customizable
validation scenes

Figure 1: Dataflow of th propos d tool in an  xp rim ntal cont xt.

4 Sci ntific Programming



m aning that  ach til has a r solution of c2 v rtic s. Wh n
th p rsp ctiv distortion is not appli d,  ach v rt x of th 
pyramid is at  qual distanc of its n ighbours in th XZ plan 
(Figur 2).

3.1.2. Noise. To furth r r produc a r alistic ground to-
pography, w add random nois to th pyramid fac s to
unsmooth th m.. quantity of nois appli d is mor or l ss
10% of th h ight of th pyramids and is only appli d to th 
Y coordinat s (attribut d to th h ight) as shown in Figur 3.
.is proportionality h lps to k  p th g n ral shap of th 
pyramid, r gardl ss of its h ight.

3.1.3. Grid Generation. . grid of til s is g n rat d
according to th corr sponding b nchmark input valu . As
for th til r solutions, th grid siz is m asur d as a p r-
dim nsion valu v, m aning that th total grid siz is v2, and
thus th grid has a squar shap . In a r al cont xt, a LOD
functionality is usually impl m nt d, making farth st til s
load at a low r r solution and n ar st til s at a full r so-
lution. How v r, b caus w  valuat th worst-cas  x -
cution p rformanc of th hardwar ,  v ry til has full
r solution.

3.1.4.  yramid Height. . h ight of th pyramids vari s
from til to til , d p nding on th ir position in th til grid,
but th maximum h ight will n v r  xc  d th quart r of th 
l ngth of th sc n . .is constraint  nabl s th possibility to
hav various d gr  s of obj ct occlusion for th sam sc n ,
d p nding on th position and ori ntation of th cam ra.
B caus of th positioning of th cam ra and th mov m nt
patt rn ( xplain d pr viously), th bigg r th til grid is, th 
high r th pyramids ar . To obtain consist nt sc n topol-
ogi s for  ach b nchmark t st, th pyramid h ight is cal-
culat d from th ind x of th til in th grid (Figur 4) and is
always a factor of two from th maximum pyramid h ight.

3.1.5. Texture Generation. . Op nGL SC API r quir s th 
us of t xtur dim nsions that ar pow rs of two. For
simplicity, w cr at RGB-24 proc dural t xtur s which
consist of an alt rnation of whit and black t x ls. For  ach
v rt x of th til , th t xtur its lf and th t xtur co-
ordinat s ar comput d b for th fram r nd ring tim r
starts. In r al cas s, this information is normally alr ady
availabl in som kind of databas and not g n rat d in r al
tim , so it should not b tak n into account by th tim r
m asuring th p riod tak n to draw th fram .

3.2.CameraMovement attern. According to th cas study,
th r ar thr  typical us cas s for th cam ra mov m nt
and position patt rns:

(1) Low altitud : a small p rc ntag of th sc n is
r nd r d with th possibility of much obj ct
occlusions

(2) Midrang altitud : about half of th 3D obj cts ar 
r nd r d with possibly l ss obj ct occlusions

(3) High altitud : th whol sc n is pot ntially r nd r d
with low chanc s of obj ct occlusions

For  ach t st of a b nchmark, th cam ra position go s
through  ach of th s us cas s. To achi v this, th cam ra
always starts at its maximum h ight ov r th til at th 
middl of th grid. . cam ra th n p rforms a 360 d gr  s
rotation in th XZ plan , whil also varying its inclination
ov r th Y-axis d p nding on its h ight. Aft r  ach 360
d gr  s rotation, th cam ra h ight is r duc d and th r ar 
 ight possibl valu s for  ach t st. . inclination angl ov r
th Y-axis is not constant throughout th various h ights
tak n by th cam ra, in ord r to cov r th high st possibl 
numb r of vi wpoints of th sc n . At th maximum h ight,
th inclination l ans towards th  dg s of th grid, and at th 
low st h ight th cam ra points p rp ndicularly towards th 
ground. . cam ra inclination for  v ry cam ra h ight is
calculat d with a lin ar int rpolation b tw  n th in-
clinations, at maximum andminimum h ights. Ov rall,  ach
360 d gr  s rotation of th cam ra will yi ld 32 fram s for
a total of 320 fram s for  ach b nchmark run.

. cam ra frustum is cr at d to mimic th on us d by
th study cas SVS. It impl m nts a 45 d gr  s horizontal
fi ld of vi w and a v rtical fi ld of vi w corr sponding to th 
4 : 3 ratio of th scr  n, according to th Op nGL standard
p rsp ctiv matrix. Also, to maximiz th pr cision of th 
d pth buff r, it is d sirabl to show a maximum of v rtic s
with th small st frustum possibl . . last important pa-
ram t r is to d fin th maximum h ight of th cam ra. W 
s t this limit to th valu of th l ngth of th sc n in
Op nGL units b caus th sc n will b small r than th siz 
of th scr  n pass d that l ngth. .us, th far plan of th 
frustum must car fully b chos n in r gards of th sc n 
l ngth as th maximum d pth of th sc n will most lik ly
vary accordingly.

3.3. LoadingData to theGraphicMemory. To h lp r duc th 
randomn ss of th p rformanc of th graphics hardwar 
and du to th int rnal prop rti s of most r nd ring
pip lin s, w apply th tipsify algorithm [38] to th v rt x
ind x buff r b for s nding it to th graphics pip lin . .is
should r duc th av rag cach miss ratio of th standard
int rnal v rt x program of th fix d pip lin . All th 3D data
is load d to th graphics m mory b for b ginning th 
r nd ring and th p rformanc tim r. B caus th sc n is
static, no furth r data n  d to b s nt to th hardwar , so th 
loading tim do s not influ nc th ov rall p rformanc .
.is would not b th cas in a r al cont xt, but as pr s nt d
in S ction 2, th lit ratur pr s nts at l ast on m thod to
 stimat th influ nc of data loading during th r nd ring
proc ss. If n  d d, th b nchmark tool can r turn th tim 
r quir d to load this static data from th mainm mory to th 
graphics m mory.

3.4. Analysis of the  ercentage of Scene Drawn. . data s nt
to th graphical hardwar for r nd ring usually contain 3D
obj cts that could b ignor d during th r nd ring proc ss
b caus th y ar  ith r uns  n or hidd n by oth r 3D
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obj cts, du to th ir spatial positioning. .us, culling
m thods ar commonly us d to avoid th r nd ring of such
obj cts. . s m thods ar (1) th frustum culling which
ignor s th r nd ring of triangl s outsid of th cam ra

frustum, (2) th back-fac culling which ignor s th r n-
d ring of triangl s that ar facing away from th cam ra
ori ntation, and (3) th Z-t st which ignor s th p r-frag-
m nt op rations such as th smooth lighting.

(a) (b)

(c) (d)

Figure 2: Pyramid v rtic s g n rat d with a c-by-c dim nsion top facing (a) and front facing (b). Pyramid r nd r d m sh without add d
nois (c) and with add d nois (d).

(a) (b) (c)

Figure 3: Various int nsity of nois d p nding on th h ight of th pyramid. Low-nois amplitud (a) to high-nois amplitud (c).
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As m ntion d  arli r, th final st p of th b nchmarking
proc ss is th analysis of th p rc ntag of th v rtic s of th 
sc n that w r us d during th r nd ring proc ss. To do
this, w count th numb r of v rtic s that ar in th cam ra
frustum and also that ar part of front facing surfac s. W 
us d a g om tric approach by comparing th position of
 ach v rt x with th six plan s of th frustum in ord r to
d t rmin if th v rt x is insid it or not. If it is, th n xt st p
is to d t rmin if it is front or back facing. To do this, w first
transform th normal of th surfac , of which th v rt x is
a part, fromworld-spac to cam ra-spac .. n, w compar 
th angl b tw  n th normal and th cam ra-spac  y 
v ctor, which is a unit v ctor pointing in th Z-axis. If th 
angl is b tw  n 90 and 270 d gr  s, th n th v rt x is
consid r d to b front facing. Finally, w can  valuat th 
p rc ntag of v rtic s drawn as th siz of th s t of v rtic s
that pass both t sts, divid d by th total numb r of v rtic s in
th sc n .

3.5. Rendering  erformance Metrics. . p rformanc 
m tric r turn d by th b nchmark is th instantan ous
fram p r s cond (IFPS), which is m asur d for  ach fram 
by inv rting th tim it took to r nd r th fram . It is mor 
d sirabl than a moving-av rag FPS ov r multipl fram s
b caus w can th n apply mor sp cializ d smoothing
op rations to  liminat furth r any outli rs. On th oth r
hand, th b nchmark us s a v rtical sync of twic th 
standard North Am rican scr  n r fr sh rat : 120Hz. W 
found that not using v rtical sync yi lds a v ry high rat of
outli rs for IFPS gr at r than 120. Also, using a vsync of 60
FPS may cr at l ss accurat mod ls as most of th sc n 
charact ristics will yi ld th maximum fram rat . Finally, to
 nsur th prop r calculation of th IFPS for  ach fram , w 
us th glFinish command to synchroniz th high r solu-
tion tim r with th  nd of th r nd ring.

4. Avionics Graphic Hardware
Performance Modeling

P rformanc mod ling of 3D sc n s by using th charac-
t ristics of th latt r is chall nging b caus it is hard to tak 
into account th nois mad by random  v nts in th ab-
stract d hardwar (proc ssor pip lin stall, branching,  tc.).

. first st p in th cr ation of a p rformanc mod l is to
 valuat which of th b nchmark sc n charact ristics b st
 xplains th varianc of FPS. In pr liminary t sts, w ran th 
b nchmark by varying th valu s of on charact ristic, whil 
k  ping fix d  v ry oth r. .is is r p at d for  ach char-
act ristic until all of th m hav b  n  valuat d. W con-
clud d that th siz of th grid of til s and th r solution of
v rtic s in  ach til ar th most significantly w ll pr dict d
charact ristics by th machin l arning algorithms. . siz 
of th scr  n and th siz of th t xtur also contribut to th 
variation of th FPS, but th y w r hard r tomod l using our
m thod. To pr dict IFPS in t rms of t xtur siz s and scr  n
siz s, a distinct p rformanc mod l must b g n rat d for
 ach of th ir combinations, by training it with a subs t of
 v ry possibl combination of grid siz , til r solution, and
p rc ntag of v rtic s r nd r d. .is limitation is b ing
work d on as a futur contribution. To g n raliz til -bas d
sc n s to d ns vox liz d sc n s without fix d r solutions in
 ach vox l, th til r solutions can b r plac d by th m an
numb r of v rtic s p r vox l.

B sid s, anoth r k y factor in th cr ation of good
mod ls is th fact that th y can b g n rat d  ffici ntly
without th n  d to f  d th FPS obtain d for  v ry possibl 
combination of sc n charact ristics to th l arning algo-
rithms. .is numb r has b  n calculat d to b about 58
million combinations of grid siz and numb r of v rtic s.
Compar d to this numb r, th numb r of combinations of
t xtur siz s (10) and of scr  n siz s (5) is r lativ ly small.
G n rating a distinct p rformanc mod l for  ach combi-
nation of t xtur and scr  n siz s would b a mor trivial
task, if th numb r of combinations of grid siz , til r so-
lution, and p rc ntag of v rtic s r nd r d could b r duc d.
To organiz thos p rformanc mod ls, w cr at a thr  -
l v l tr  , wh r th first two l v ls r pr s nt th combi-
nations of t xtur and grid siz .. third l v l contains a l af
pointing to a nonparam tric mod l train d with machin 
l arning that pr dicts IFPS in t rms of grid siz s and til 
r solutions. .os nonparam tric mod ls ar cr at d by
f  ding th machin l arning algorithms with only a small
p rc ntag of th p rformanc of th whol combinations of
grid siz s, til r solutions, and p rc ntag of v rtic s, whil 
k  ping fix d th t xtur and scr  n siz charact ristics
according to th l af par nts.. choic of th subs t of total
grid siz s and til r solution combinations to us is chos n
by s l cting thos inducing th worst-cas r nd ring p r-
formanc . W run th b nchmark only twic by running th 
til r solution and grid siz variation t sts and by concat-
 nating th output p rformanc v ctors of  ach. . 
charact ristics  valuat d by th b nchmark for th training
datas t ar shown in Tabl 1.

4.1. Machine Learning Algorithms Configuration. As stat d
in S ction 2, thr  machin l arning algorithms ar of sp cial
int r st for th task of p rformanc pr diction in th cas of
proc ssors and parall l applications: random for st, MART,
and artificial n ural n tworks. W off r th comparison
b tw  n th pr dictiv pow rs of nonparam tric mod ls
train d with  ach of th s algorithms in ord r to d t rmin 

Figure 4: Ov rall g n rat d synth tic sc n with pyramids h ight
varying according to th ir position in th grid.
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which on is th most suit d for this application. W chos 
thos algorithms to r fl ct th pr vious work of th sci ntific
programming community as w f lt th y would b th b st
fit for GPU pr diction. Oth r machin l arning m thods ar 
pr s nt in th lit ratur such as Bay sian n tworks and
gradi nt boosting machin s, to nam a f w, but hav not
b  n consid r d in th curr nt  xp rim nt. Each of th s 
algorithms has to b configur d b for its us : th numb r of
hidd n lay rs and th numb r of nod s p r lay rs in th 
artificial n ural n tworks, th numb r of bootstrapp d tr  s
in th cas of random for st, or th numb r of w ak l arn rs
in th cas of MART. Most of th tim , th r is no singl 
optimal param t r. It usually tak s th form of a rang of
valu s. . s rang s w r found during pr liminary  x-
p rim ntation and ar giv n in Tabl 2. In th cas of ar-
tificial n ural n tworks, w us d a multilay r f  dforward
p rc ptron train d with backpropagation bas d on th 
L v nb rg–Marquardt algorithm. W also try to improv 
th probl m g n ralization and r duc ov rfitting by using
 arly stopping m thods and scaling th input p rformanc 
valu s in th rang [−1, 1]. Early stoppingm thods consist in
stopping pr matur ly th training of th n ural n twork
wh n som conditions ar m t. It can b aft r a c rtain
numb r of  poch (1000 in our cas ), wh n th p rformanc 
m tric has r ach d a c rtain thr shold (m an squar d  rror
is 0.0). But th most commonly us d  arly stopping m thod
is to divid th training datas t in two subs ts: a training
subs t (70% of th initial datas t) and a validation subs t
(r maining 30%). Aft r  ach  poch, th n ural n twork
mak s pr dictions using th validation datas t and training
is stopp d wh n thos pr dictions ar accurat  nough ( .g.,
 rror m tric b tw  n th pr diction and th pr dict d valu 
is low r than a c rtain thr shold).

B caus of th random natur of th optimality of
a param t r valu , w cr at thr  p rformanc mod ls for
 ach machin l arning algorithm. . first mod l us s th 
low st param t r valu , th s cond mod l us s th middl 
rang on , and th last mod l us s th upp r on . During th 
validation phas , w r tain th mod l which yi lds th low st
pr diction  rror.

4.2.  erformance Data Smoothing. . p rformanc data
output by th b nchmark its lf is randomly bias d b caus it
cannot  xplain som of th varianc of IFPS, which can vary
 v n for sc n s with similar charact ristics. . fact that w 
only analyz th input and output of a graphical hardwar 
black box partially  xplains th varianc b caus many in-
t rnal factors can influ nc th output for th sam input:
cach miss s ratio, proc ssor instruction pip lin , and in-
struction branching unpr dictability to nam a f w. B caus 

th program running on th hardwar is fix d, w can as-
sum that th s factors ar not  nough random to mak th 
analysis of input/output unusabl for p rformanc pr -
diction. To r duc this nois in th b nchmark output data,
w apply an outli r-robust locally w ight d scatt rplot
smoothing. .is m thod, known as LOESS, r quir s larg r
datas ts than th moving av rag m thod but yi lds a mor 
accurat smoothing. Similar to th moving av rag m thod,
this smoothing proc dur will av rag th valu of a data
point by analyzing its k-n ar st points. In th cas of th 
LOESS m thod, for  ach point of th datas t, a local lin ar
polynomial r gr ssion of on or two d gr  s is comput d
with th ir k-n ar st points, by using a w ight d l ast squar 
giving mor importanc to data points n ar th analyz d
initial point. . analyz d data point valu is th n corr ct d
to th valu pr dict d by th r gr ssion mod l. Mor in-
formation is availabl in [39]. In our cas , th k-n ar st
points corr spond to th IFPS of th 6 fram s pr c ding and
th 6 fram s following th analyz d fram . . us of th k-
n ar st fram s is possibl b caus th charact ristics of th 
sc n b tw  n adjac nt fram s ar spatially r lat d. .is can
b g n raliz d to most graphical applications b caus th 
mov m nt of th cam ra is usually continuous.

4.3. Quantifying Scene Characteristics Equivalency. To fur-
th r h lp th machin in th p rformanc mod ling, w 
transform th output format of th b nchmark (IFPS in
terms of th numb r of points, sc n or grid siz , and
p rc ntag of sc n drawn), into a format that is mor 
similar to th sc n charact ristics that will b giv n by th 
syst m d sign r (IFPS in terms of th numb r of points and
sc n s or grid siz ). Also, th tool can b mor  asily us d if
th p rc ntag s of sc n drawn param t r could b omitt d:
to hav to choos a p rc ntag of sc n drawn wh n qu -
rying th tool for pr dictions might l ad to confusion. .us,
it is n c ssary to int rnally find a proportionality factor that
can h lp  valuat th  quival ncy of p rformanc b tw  n
various points in th training data. . basic assumption is
that th IFPS of a sc n drawn with a c rtain s t of char-
act ristics (IFPS1) will b som what  quival nt to th IFPS of
th sam sc n drawn with anoth r s t of charact ristics
(IFPS2) if th charact ristics of both sc n s follow a c rtain
proportionality. . first charact ristic in this cas is th siz 
of th sc n without accounting for d pth: (v1 for th first s t
of charact ristics and v2 for th oth r)  ith r in Op nGL
units or in th siz of th grid of vox ls or til s in th cas of
til -bas d applications. . oth r charact ristic is th til 
r solutions in  ach til or vox l c1 and c2. As m ntion d
 arli r, thos conc ntrations and thos siz s in th cas of

Table 1: Valu s us d for th til r solution grid siz t sts.

Variation t st
Valu s of til 
r solution

Valu s of grid siz 

Til 
r solution

7; 9; 13; 17; 21; 25;
31; 37; 45

25

Grid siz 25 7; 9; 13; 17; 21; 25; 31; 37; 45

Table 2: Param t rs for th machin l arning algorithms us d.

Algorithm Param t r natur Optimal rang 

Artificial n ural
n twork

Numb r of hidd n lay rs 1
Numb r of nod s in
th hidd n lay r

[5; 15]

MART Numb r of w ak l arn rs [500; 1000]
Random for st Numb r of bootstrapp d tr  s [50; 150]
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our b nchmark ar  xpr ss d as a p r-dim nsion valu .
.us, th y ar always  qual in 2D (l ngth and width). For
simplicity, w us th following notation:

ci � c
2
widthi � c

2
d pthi, (1)

and

vi � v
2
widthi � v

2
d pthi. (2)

It impli s that

IFPS1 ≈ IFPS2 ⇔
c1
c2
∝ v1
v2
. (3)

Consid ring that a sc n drawn at a c rtain p rc ntag 
p1 with a s t of charact ristics, th n v1 r pr s nts th fraction
of th total v2 ar a that is drawn as

v1 � p1 ∗ v2. (4)

In this cas , sinc v1 and v2 ar tak n from th sam 
sc n , w hav c1 � c2. . r for ,

v1
v2
� p1∗

c1
c2
, (5)

wh r p1 is th proportionality factor.
.is  xampl us s a singl sc n with a singl s t of

charact ristics to h lp find th proportionality factor, but th 
formula can also b us d to compar sc n s with diff r nt
initial charact ristics, which is a pow rful m tric for  x-
trapolation. During th d sign of th typical us cas of our
tool, w assum d that th d sign r would want to r qu st
a p rformanc  stimation of th r nd ring of th sc n wh n
it is  ntir ly drawn, and not just drawn at a c rtain p rc ntag 
(worst-cas sc nario). A way had to b found to us th p1

factor during th training phas , but to r mov th n  d to us 
it in th p rformanc qu ri s, onc th mod l is g n rat d.

From  quation (5), w obtain

p1∗
c1
v1
� c2
v2
. (6)

. n, w found that th machin l arning can cr at 
slightly mor pr cis mod ls if p1 is  xpr ss d in t rms of th 
conc ntration of triangl s inst ad of in t rms of th con-
c ntration of v rtic s. Consid ring that in our til -bas d
application th numb r of faces erTile is obtain d as follows:

#facesPerTile �(
�
c

√
− 1)2∗2. (7)

From th proportionality function (6) and from (7), w 
d duc 

p1∗
��
c1

√ − 1􏼐 􏼑2∗2
v1

�
��
c2

√ − 1􏼐 􏼑2∗2
v2

� K. (8)

. l ft part of  quation (8) can b obtain d by th sc n 
charact ristics, and th b nchmark output p rformanc 
m trics provid a valu K which in turn allows to find valu s
for c2 and v2. W ar thus capabl of obtaining approxi-
mat ly  qual IFPS valu s b tw  n that sc n r nd r d with
c2 and v2 at 100% and th sam sc n drawn with c1 and v1 at
p1 p rc nt. . machin l arning algorithms ar th n

train d with a v ctor containing a c rtain numb r of tupl s
(IFPS in terms of K and th numb r of points drawn) wh r 

#pointsDrawn � p1∗#totalNumberOfPoints, (9)

and

#totalNumberOfPoints � c1∗v1. (10)

. d sign r can th n cr at a pr diction qu ry by in-
putting K and th numb r of points h d sir s to r nd r
without having to mind about a p rc ntag of sc n drawn
p1. . tool would th n output an IFPS pr diction for th 
input param t rs.

4.4. Identifying the  ercentage of Space  arameters Evaluated.
. b st way to pr dict th p rformanc would b to
 valuat th r nd ring sp  d of th sc n with  v ry com-
bination of charact ristics. In this cas , w would not  v n
n  d to cr at nonparam tric mod ls, but this could r quir 
th  valuation of millions of possibiliti s,  nding in way too
long computation tim s (about a y ar). .is p rformanc 
pr diction tool thus  valuat s a v ry small subs t of all thos 
combinations in r asonabl tim (about half an hour). In th 
following, w d t rmin th p rc ntag of th numb r of
combinations that our tool n  ds to  valuat .

Giv n:

(i) nscr  n � 640 × 480, 800 × 600, 1024 × 768, 1152 ×{
864, 1920 × 960}, th discr t numb r of studi d
scr  n siz s

(ii) nt xtur � x ∣ x � 2i ∧ 1≤ i≤ 10∧x ∈ N􏼈 􏼉, th s t of
studi d t xtur siz s

(iii) nv rtic s � x ∣ 1≤x≤ 1,300,000∧x ∈ N{ }, th s t of
all possibl quantity of points

(iv) ngrid � x2 ∣ 1≤ x≤ 45∧x ∈ N􏼈 􏼉, th s t of studi d
til grid siz s such that  ach til has th sam siz in
Op nGL coordinat s

W g n raliz d th conc pt of til -bas d sc n s for any
d ns sc n by r moving th til r solution conc pt and
r placing it by th conc ntration of any numb r of v rtic s
low r than 1,300,000 divid d by any grid siz in ngrid. W 
chos this maximum numb r of v rtic s and also this
maximum grid siz arbitrarily as it should cov r most data
volum s in most of th hardwar us cas s. W can th n
 valuat th total numb r of combinations of charact ristics
influ ncing th d nsity of points for  v ry studi d scr  n and
t xtur siz s NTotal as

NTotal � nv rtic s
􏼌􏼌􏼌􏼌 􏼌􏼌􏼌􏼌∗ ngrid

􏼌􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏼌∗ nscr  n
􏼌􏼌􏼌􏼌 􏼌􏼌􏼌􏼌∗ nt xtur 

􏼌􏼌􏼌􏼌 􏼌􏼌􏼌􏼌 � 2,925,000,000.

(11)
. tool th n n  ds only to t st a small fraction of all

thos combinations to produc ad quat p rformanc 
mod ls. As m ntion d  arli r, th tool only n  ds to run two
t sts of th b nchmark to construct ad quat mod ls for
a fix d scr  n and t xtur siz . Each t st is configur d
initially to  x cut th b nchmark with nin varying t st
param t rs as shown in Tabl 1.
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Giv n:

(i) NTool, th total numb r of combinations of char-
act ristics analyz d by th tool

(ii) STrainingS t � 5760, th siz of any training datas t
output by th b nchmark for a grid siz and til 
r solution t st with fix d t xtur and scr  n siz 
which corr sponds to th numb r of fram s r n-
d r d for both t sts of th b nchmark

W th n suppos that  ach fram r nd r d during th 
b nchmarking r pr s nts on uniqu combination of thos 
billions and find th numb r of combinations t st d by th 
tool NTool as

NTool � STrainingS t ∗nscr  n ∗ nt xtur � PTrainingS t ∗ 288,000.
(12)

. tool is th n guarant  d to train succ ssful mod ls by
using only about 0.0098% of th total combinations of
charact ristics.

5. Prediction Error Evaluation

.is s ction pr s nts th  xp rim ntal s tup and also th 
 xp rim ntal consid rations us d to validat th pr dictiv 
pow r of th p rformanc mod l.

5.1. Experimental Setup. W us d a Nvidia QuadroFX570,
a graphic card mod l which should hav consist nt p r-
formanc with th curr nt avionic hardwar . Sinc Op nGL
SC consists of a subs t of th full Op nGL API’s functions
and that this subs t of functions is v ry similar to th 
Op nGL ES 1.x sp cification, w work d around th abs nc of
an Op nGL SC driv r by using an Op nGL ES 1.x simulator
which transforms th application’s Op nGLES 1.x function calls
to th curr nt install d driv rs which is Op nGL. A m ticulous
car has b  n tak n to mak sur to us only functions availabl 
in th curr nt Op nGL SC sp cification with th  xc ption of
on v ry important m thod, nam d vertex buffer objects.

.  xp rim nt b gins in th training phas with th 
g n ration of th p rformanc mod ls as pr s nt d in
S ction 4. . pr diction pow r of thos mod ls is th n
validat d during th validation phas for which an industrial
sc n is b nchmark d many tim s with varying charact r-
istics. .os p rformanc s ar th n compar d to th pr -
dictions g n rat d by th mod ls. . following s ctions
 xplain this validation phas in d tail.

5.2.  erformance Model Validation. To validat th p rfor-
manc mod l cr at d, w us d a 3D sc n from th World
CDB r pr s nting a hilly location in Qu b c, Canada. . 
sc n was subsampl d to various d gr  s to  nabl th 
validation of th mod l at various r solutions. . mod ls
w r first validat d for th ir int rpolation pr dictiv pow r
by comparing th pr dictions with th validation sc n 
r nd r d with charact ristics similar to th on s us d to train
th mod ls. . mod ls w r th n validat d for th ir  x-
trapolation pr dictiv pow r with th sam m thod but by

r nd ring th validation sc n with charact ristics untr at d
during th mod l training. It is also important to s l ct w ll
thos charact ristics in ord r to produc sc n s that ar not
too  asy to r nd r. B caus it is  asi r for th mod ls to
pr dict th maximum V-sync d FPS, th validation sc n 
charact ristics should b s l ct d in a way that mak s th 
r nd ring op rations g n rat various p rc ntag s of fram s
drawn with maximum IFPS. W analyz d th influ nc of
having about 0%, 50%, or 100% of fram s in th datas t
drawn with maximum IFPS. As with th synth tic sc n s,
th whol validation sc n is load d in graphic m mory
prior to r nd ring th sc n . . r for , th loading tim is
not tak n into account during th FPS calculation.

To validat a mod l, th b nchmark is  x cut d, but
inst ad of displaying th usual synth tic sc n , it r nd rs
th on from th World CDB subsampl d according to th 
various param t rs shown in Tabl 3. Figur 5 shows an
 xampl of th r nd ring of a CDB til in our application at
various r solutions. . output of th validation datas t is
th n smooth d in th sam way as th training datas t. . 
siz of  ach datas t is 5760 obs rvations and is clos ly
r lat d to th numb r of fram s produc d by  ach run of
th b nchmarking tool from S ction 3 (320 fram s p r
run).

W th n compar th smooth d instantan ous FPS of
 ach fram to th pr dict d on s with th following m trics.

5.3.Metric Choice and Interpretation. . choic of a m tric
to  valuat th pr diction  rrors is still subj ct to d bat in
th lit ratur [40]. Esp cially in th cas of mod ls g n rat d
with machin l arning, th  rror distribution ar rar ly
normal-lik and thus mor than on m trics ar commonly
us d to h lp und rstand and quantify th c ntral t nd ncy of
pr diction  rrors.W us th m an absolut pr diction  rror
MAE pr s nt d in  quation (9) and also th root d-m an-
squar d pr diction  rror RMSE pr s nt d in  quation (10).
To conform to th lit ratur , w also giv th MAE in t rms
of r lativ pr diction  rrors PE pr s nt d in  quation (13).
B caus th  rror distributions will b most lik ly not
normal, w also giv th m dian  rror valu which could
yi ld th most significant c ntral t nd ncy. .is last m tric
contribution to th und rstanding of th distribution is to
indicat that 50% of th pr diction  rrors ar l ss r than its
valu .

MAE � 1

n
􏽘
n

i�1

􏽣FPSi − FPSi
􏼌􏼌􏼌􏼌 􏼌􏼌􏼌􏼌, (13)

RMSE �

���������������������
1

(n− 1) 􏽘
n

i�1

􏽣FPSi − FPSi􏼐 􏼑2
􏽶􏽴

, (14)

PE � 1

n
􏽘
n

i�1

􏽣FPSi − FPSi
􏼌􏼌􏼌􏼌 􏼌􏼌􏼌􏼌

FPSi
∗100%, (15)

wh r 􏽣FPSi is th i-th pr diction, FPSi is th i-th m asur d
valu , and n is th numb r of pr diction/m asur m nt pairs.
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6. Results

R sults ( .g., Figur s 6–9) show that th pr diction  rrors do
not follow a normal distribution, but  v n though th r is
som sk wn ss in th m, th y still r tain a half-b ll lik 
app aranc . . most ad quat c ntral t nd ncy m tric is
thus th m dian. Furth rmor , th artificial n ural n twork
has a b tt r pr diction than th two oth r algorithmsmost of
th tim , follow d clos ly by random for st. Tabl 4 shows
that th gap b tw  n th m dian pr diction  rrors of both of
th s algorithms n v r  xc  ds 1 FPS. On th oth r hand, th 
MARTm thod p rform d poorly on all datas ts with a gap
of up to about 12 FPS. Also, th p rformanc mod ls train d
with artificial n ural n tworks mad quit good pr dictions
in an int rpolation and  xtrapolation cont xt, as shown by
th c ntral t nd nci s of  rrors of all validation datas ts
confound d. Anoth r  xplanation for th low p rformanc 
of th tr  -bas d m thods com s from th fact that th y do
not p rform w ll for  xtrapolation as m ntion d in S ction 2.
. c ntral t nd ncy gap b tw  n thos two s ts n v r
 xc  ds 4 FPS in this  xp rim nt. By analyzing th maxi-
mum absolut pr diction  rror of most datas ts, w s  that
th r is a small chanc that a v ry high pr diction  rror is
produc d. . s high  rrors can b as high as 43 FPS in th 
third datas t. Ev n though th g n ral accuracy of th mod l
is pr tty good, th pr cision can b improv d. Hop fully, th 
mod of  ach  rror distribution is always th first bin (rang 
of valu s) of th histogram, which m ans that th high st
probability of a pr diction  rror is always th low st  rror.

7. Discussion

Figur 10 som how illustrat s why param tric mod ling
would p rform poorly as it would b hard to assum a g o-
m tric r lationship b tw  n th IFPS and th pr dictors.

Pr liminary work also d monstrat d th in ffici ncy of thos 
m thods, and thus th y w r not includ d in this work.

B caus th r is a v ry small chanc (l ss than 1%) that
a pr diction might hav a high  rror, th final pr diction
off r d by th tool for a combination of charact ristics
should b a w ight d av rag or a robust local r gr ssion of
a small s t of p rformanc with similar sc n charact ristics,
in ord r to h lp r duc th influ nc of th s pr diction
outli rs. Also, th sc n us d to train and validat our
mod ls ar all d ns , and thus our  xp rim nt cannot imply
any significanc for spars sc n s. But, as most graphical
applications in an avionics cont xt us s d ns sc n s, this
should not b a major issu .

W also do not us fog  ff cts in our tools which is
a f atur that could b us d in a r al industrial cont xt as this
f atur will b part of n xt r l as s of Op nGL SC.

On th oth r hand, b caus of th high costs of avionics
hardwar , w had to abstract d sktop graphic hardwar 
b hind an Op nGL ES 1.x  nvironm nt to simulat an
Op nGL SC  nvironm nt which might w ak n th corr -
lation of our r sults to th on s that would b obtain d with
r al avionics hardwar . R lat d to this issu , w us d
standard d sktop graphics hardwar for th sam r ason.
. pr s nt d m thod has b  n d v lop d to abstract th 
natur of th hardwar und rlying th API, and th us of
full-fl dg d avionics graphics hardwar would improv th 
cr dibility of th r sults. How v r, this do s not m an that
our m thod would work for any us cas of standard d sktop
graphics hardwar . It has b  n d sign d for th sp cific
probl matic of th avionics industry: fix d graphics pip lin ,
us of Op nGL SC (or  quival nt), and abstraction of th 
und rlying hardwar . .is is fundam ntally th opposit of
th av rag d sktop graphics hardwar us cas .

W also us d only on validation sc n subsampl d
into four distinct sc n s. It could b of int r st to r produc 

Table 3: Valu s of th World CDB sc n charact ristics.

Datas t Nam Vari d param t r Til r solution Grid siz 
% of fram s with
maximum IFPS

Validation (CDB sc n )

#1 Grid siz 25 7; 9; 13; 17; 21; 25; 31; 37; 45 44.38
#2 Grid siz 17 7; 9; 13; 17; 21; 25; 31; 37; 45 44.51
#3 Til r solution 7; 9; 13; 17; 21; 25; 31; 37; 45 25 0%
#4 Til r solution 7; 9; 13; 17; 21; 25; 31; 37; 45 17 100%

(a) (b) (c)

Figure 5: M sh and normals of on til of th validation sc n sampl d at a r solution of 9× 9 (a), 19×19 (b), and 31× 31 (c) shown b for 
applying th randomiz d t xtur .
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Figure 7: Pr diction  rror distribution of th validation datas t #2
for th artificial n ural n twork.

0 2 4 6 8 10 12 14 16 18

Absolute prediction error

0

200

400

600

800

1000

1200

1400

1600

1800

F
re

q
u

en
cy

Figure 6: Pr diction  rror distribution of th validation datas t #1
for th artificial n ural n twork.
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Figure 8: Pr diction  rror distribution of th validation datas t #3
for th artificial n ural n twork.
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Figure 9: Pr diction  rror distribution of th validation datas t #4
for th artificial n ural n twork.

Table 4: C ntral t nd nci s of th pr diction  rror distributions for  ach machin l arning algorithm and for  ach validation datas t.

Validation datas t nam 
Sup rvis d l arning

algorithm
RMSE (FPS)

R lativ pr diction
 rror (%)

M an absolut pr diction
 rror (FPS)

M dian absolut pr diction
 rror (FPS)

#1
Random for st 2.71 2.12 1.36 0.45

MART 9.37 10.15 6.85 4.86
N ural n t 2.29 1.99 1.26 0.50

#2
Random for st 10.87 8.74 5.85 2.06

MART 16.53 17.65 12.16 10.39
N ural n t 7.90 8.50 5.16 3.51

#3
Random for st 5.94 5.98 4.10 2.79

MART 9.99 10.60 7.51 6.15
N ural n t 2.97 3.03 2.39 2.13

#4
Random for st 15.80 9.12 10.94 3.98

MART 30.20 18.78 22.53 15.02
N ural n t 4.02 2.58 3.10 3.01

Figur s 6–9 pr s nt th  rror distribution of  ach nonparam tric p rformanc mod l for th four validation sc n s.
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th  xp rim nt with a bigg r datas t of d ns sc n s.
Consid ring our r sults as r producibl , th pr diction  r-
rors mad by our tool would b low  nough for industrial
us . Oth rwis , w confirm that th c ntral t nd ncy of our
pr diction  rror distributions is similar to th on s pr s nt d
in th lit ratur , wh n th s m thods ar appli d to oth r
kinds of hardwar or softwar p rformanc pr dictions.

8. Reproducing the Results

As our m thod includ s two important  xp rim ntal st ps:
datas t g n ration and machin l arning, w for s  that th 
r ad r may want to r produc  xp rim ntally  ith r on or
both of th s  xp rim ntal st ps by using our datas t or by
r g n rating th ir own datas ts to train th n ural n twork.

To g n rat our training datas t, w us d our proc -
durally g n rat d 3D sc n s. . r ad r may  ith r want to
cr at its own r nd ring tool following our sp cifications or
w could mak th C++ cod availabl [41]. To g n rat th 
validation datas t, w r nd r d a privat 3D sc n , not
availabl to th public, but any 3D sc n consisting of
a r nd r d h ight fi ld could b us d inst ad. W provid 
our raw datas ts [41], mor pr cis ly th p rformanc data
g n rat d by our tool for both 3D sc n s, raw and
unsmooth d.

Using our datas ts or with a datas t g n rat d by a third
party, th actual training of p rformanc mod ls can b 
r produc d. . r ad r will hav to smooth th data as
d scrib d using th LOESS algorithm and us th Matlab
Curv Fitting Toolbox to achi v this. . n, th r ad r will
hav to g n rat th p rformanc mod ls with th N ural
N twork ToolBox. Our Matlab cod could also b mad 
availabl [41].

9. Conclusion

W hav pr s nt d a s t of tools that  nabl p rformanc 
b nchmarking and pr diction in an avionics cont xt. . s 
w r missing or not off r d in th lit ratur . W b li v that
avionics syst m d sign rs and archit cts could b n fit from

th s tools as non oth r ar availabl in th lit ratur . Also,
th p rformanc pr diction  rrors w r shown to b r a-
sonably low, thus d monstrating th  fficacy of our m thod.

Futur work will includ th d v lopm nt of a p rfor-
manc -corr ct simulator for avionics graphics hardwar and
also th addition of oth r sc n charact ristics lik fog  ff cts
or antialiasing in th p rformanc mod ls. Also, it is of
int r st to  valuat th possibility to  nhanc our mod ling
by using Bay sian n tworks, gradi nt boosting machin s,
and hybrid mod ls mad from machin l arning. Finally, w 
plan to automat mor our proc ss s and th n  xp rim nt
diff r nt us cas s and param t rs. .is will h lp us to
d t rmin with mor pr cision th upp r bound of th cost
r duction.
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