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Résumé

L’objectif principal de cette thèse est d’aborder la conception et le développement d’un

montage d’imagerie en champ proche (CP) basé sur la technique de diffusion modulé

(TDM). La TDM est une approche bien connue et utilisée pour des applications où

des mesures précises et sans perturbations sont nécessaire. Parmi les applications

possibles disponibles pour la fabrication d’une sonde TDM, que ce soit électrique,

optique, mécanique, le diffuseur optique modulé DOM a été pris en considération

afin de fournir des mesures quasi sans-perturbations en raison de l’invisibilité des

fibres optiques face aux champs radiofréquence électromagnétiques. La sonde est

composée d’une puce photodiode commerciale “off-the-shelf” (dispositif non-linéaire),

d’une antenne dipôle courte agissant comme diffuseur et un réseau d’adaptation (cir-

cuit passif). Cet dernieér améliore les propriétés de diffusion et augmente également

la sensibilité de la sonde DOM dans la bande de fréquence pour laquelle le réseau

correspondant est optimisé. Les caractéristiques de rayonnement de la sonde, y

compris sa réponse de polarisation croisée et sa sensibilité omnidirectionnelle, ont

été théoriquement et expérimentalement étudiés. Enfin, la performance et la fia-

bilité de la sonde a été étudiée en comparant des mesures de distribution de champs

proche avec une distribution de champs simulé. Une vitesse d’imagerie accrue a été

obtenue utilisant un réseau de sondes DOM, ce qui réduit les mouvements mécaniques

résultant ansi en une amélioration remarquable de la vitesse de mesure. Le couplage

mutuel, le temps de commutation et l’effet d’obscurité, des effets qui peuvent affecter

les performances du réseau ont été explorés. Ensuite, les résultats obtenus par le

réseau ont été validé par une imagerie CP en mesurant la distribution des champs E

d’une antenne sous test (AST) et la comparant à des résultats de simulation. Une

calibration et un calcul de moyenne ont été appliqués à des données brutes pour com-

penser pour les incertitudes dans la fabrication et l’interaction entre réseau/AST et

réseau/antenne de réception. La plage dynamique et la linéarité de la réponse de

l’imagerie CP ont été améliorées en ajoutant un circuit suppresseur de porteuse en

avant de l’antenne. Le suppresseur élimine la porteuse sur laquelle aucune information

n’est transmise et laisse les bandes latérales intactes. Cela nous permet d’augmenter

le gain d’amplification pour obtenir un meilleur rapport signal-bruit (RSB) et surtout



vi

d’élargir la plage dynamique. La porteuse au port de réception est minimisée en com-

binant le signal reçu avec un signal hors phase de 180 dont l’amplitude et la phase

sont ajustés de manière adaptative. Nous observons d’abord les performances du

suppresseur, qui donne une réduction d’amplitude d’environ 60 dB de la porteuse, et

étudions ensuite son impact sur les performances de l’imagerie CP. Des améliorations

significatives des images CP ont été obtenues en termes de la portée dynamique et la

linéarité.
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Abstract

The main focus of this thesis is to address the design and development of a near-field

(NF) imaging setup based on the modulated scatterer technique (MST). MST is a

well-known approach used in applications where accurate and perturbation-free mea-

surement results are necessary. Of the possible implementations available for making

an MST probe, including electrical, optical and mechanical, the optically modulated

scatterer OMS was considered in order to provide nearly perturbation-free measure-

ment due to the invisibility of optical fiber to the radio-frequency electromagnetic

fields. The OMS probe consists of a commercial, off-the-shelf (COTS) photodiode

chip (nonlinear device), a short-dipole antenna acting as a scatterer and a match-

ing network (passive circuit). The latter improves the scattering properties and also

increases the sensitivity of the OMS probe within the frequency range in which the

matching network is optimized. The radiation characteristics of the probe, includ-

ing cross-polarization response and omnidirectional sensitivity, were both theoreti-

cally and experimentally investigated. Finally, the performance and reliability of the

probe was studied by comparing measured near-field distributions on a known field

distribution with simulations.

Increased imaging speed was obtained using an array of OMS probes, which re-

duces mechanical movements. Mutual-coupling, switching time and shadowing effect,

which all may affect the performance of the array, were investigated. Then, the re-

sults obtained by the array were validated in a NF imager by measuring the E-field

distribution of an antenna under test (AUT) and comparing it with a simulation. Cal-

ibration and data averaging were applied to raw data to compensate the probes for

uncertainties in fabrication and interaction between array/AUT and array/receiving

antenna.

Dynamic range and linearity of the developed NF imager was improved by adding

a carrier canceller circuit to the front-end of the receiver. The canceller eliminates the

carrier on which no information is transmitted and leaves the sidebands intact. This

enables us to increase the amplification gain to achieve better signal-to-noise ratio

(SNR) and more importantly to expand the imager’s dynamic range. The carrier at

the receiving port is minimized by combining the received signal with a 180-degree
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out-of-phase canceller whose magnitude and phase are adjusted adaptively. We first

examined the canceller performance, which leads to a reduction of about 60 dB in

the magnitude of the carrier, and then studied its impact on the operation of the NF

imager. Significant improvements of NF images were obtained in both dynamic range

and linearity.
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Condensé en Français

Les objectifs de cette thèse sont la conception et réalisation d’un système d’imagerie

micro-onde avec une grande plage dynamique, qui peut fournir des mesures de champ

diffusé suffisamment précises et de haute résolution pour être utile à la détection du

cancer du sein. Le montage de tomographie micro-onde (TM) devrait fonctionner

dans la bande des fréquences ISM (2.45 GHz) qui est dédiée à ce type d’application.

Motivation et objectifs

Au Canada, le cancer du sein est le deuxième type de cancer le plus répandu. En

effet plusieurs femmes (rarement des hommes) sont affectées par cette maladie. Le

cancer du sein est plus fréquent chez les femmes âgées de 20 ans et plus [25,26]. Il est

fortement recommandé pour les femmes de faire des auto-examens pour détecter des

anormalités. Il y a beaucoup des méthodes d’auto-examen disponibles. Par contre

elles ne sont pas assez efficaces et ils peuvent causer une préoccupation permanente

pour la patiente. Une telle situation peut affecter la vie quotidienne d’une femme

même si finalement c’est un faux diagnostique. Donc, il est nécessaire d’utiliser un

système de détection systématique pour la détection précoce du cancer du sein.

Un nombre croisant des techniques de détection sont utilisés en milieu clinique

pour le diagnostique de cette maladie. La méthode la plus courante est la mammo-

graphie aux rayons X. Il existe une panoplie d’autres techniques comme l’imagerie par

ultrason, l’imagerie par résonance magnétique (IRM), la tomographie par émission des

positrons (PET) etc. Chacune de ces techniques présente des inconvénients comme

le coût et les effets secondaires. Le besoin d’un système simple, précis et à faible coût

constitue la principale motivation de cette thèse de doctorat. La méthode choisie

pour cette recherche est la tomographie micro-onde (TM). Cette technique permet de

reconstruire les propriétés électriques (permittivité et conductivité) d’un objet sous

test (OST) à partir des mesures du champ diffusé par l’objet. Cette technique a be-

soin d’un système des mesures pour capturer les images du champ diffusé par l’OST

et d’une série d’algorithmes pour la résolution du problème inverse afin de reconstru-

ire les propriétés électriques de l’objet. Cette thèse consiste à étudier et à réaliser

un système de mesures approprié. D’autres membres de notre groupe de recherche
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s’occupent des autres aspects comme l’amélioration de l’illumination du sein, la con-

ception d’un modèle réaliste du sein (fantôme) et la résolution du problème inverse,

ainsi que réduction de la vitesse d’exécution des algorithmes pour cette tâche très

lourde d’un point de vue calcul. Le système des mesures peut obtenir des images du

champ diffusé à différents distances de l’OST. Dépendamment de cette distance, on

peut faire les mesures dans le champ proche ou dans le champ lointain. Une meilleure

résolution spatiale des images reconstruites et un meilleur rapport signal à bruit peu-

vent être obtenus si les mesures sont faites dans la zone de champ proche. La TM

dans la zone de champ proche peut être la solution pour une technique de détection

précoce du cancer du sein [92].

Où se trouve la région de champ proche?

Le champ rayonné par une source ou diffusé par un objet est souvent divisé en trois

régions bien connues [1], la région des champs réactifs [2], la zone de champ proche

(CP) ou région de Fresnel et la région de champ lointain (CL) ou région de Fraunhofer

[1,3]. En plus, l’expression champ très proche est souvent définie [4] comme la zone

située très proche de l’antenne (e.g. de l’ouverture de l’antenne) ou du diffuseur. Il

n’existe pas de frontières clairement définies entre les trois régions, par contre, il y

a quelques définitions communes pour ces frontières. Pour des antennes avec une

taille comparable à la longueur d’onde, la frontière entre le CP et le CL est calculé

comme étant égale à 2D2/λ, où D est la plus grande dimension de l’antenne et λ est

la longueur d’onde. Le critère r >> λ peut aussi être considéré comme la frontière

approximative entre le CP et le CL, où r est la distance entre l’antenne et le point

d’observation. Le critère r >> λ/2π doit être utilisé pour les cas où les dimensions

de l’antenne sont plus petits que la longueur d’onde. Le champ dans la région des

champs réactifs varie rapidement, proportionnellement à r−2 ou r−3, par contre le

champ dans la région de Fresnel ou Fraunhofer varie proportionnellement à r−1. À

cause de la nature du champ électrique et magnétique dans la région réactive, une

partie de l’énergie disponible est accumulé proche de l’antenne ou du diffuseur, et ne

contribue pas à la radiation [1].

Importance des mesures en champ proche

L’information contenue dans le CP a été amplement utilisé dans plusieurs d’applications

la caractérisation d’antennes et de circuits micro-onde ainsi que les tests d’émission de
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produits électronique en compatibilité électromagnétique. Les chaque proches peu-

vent aussi être utilisés pour mesurer la profondeur de pénétration des ondes dans

les matériaux et en faire la caractérisation radiofréquence (RF). L’imagerie micro-

onde est une autre application des mesures en CP. Toutes ces applications ont fait

des mesures en CP des champs électromagnétiques un sujet très intéressant pour la

recherche.

Définition du problème : Comment obtenir une mesure
précise du champ proche

Le rayonnement en champ proche d’un OST peut être obtenu par la résolution des

équations de Maxwell si la structure de l’OST est simple [3]. Par contre, cette tache

peut demander beaucoup de temps pour sa résolution. D’un autre coté, ces calculs

pour des structures complexes, prendront beaucoup de temps et généralement ne sont

pas basés sur des formules explicites. La solution par des méthodes numériques peut

être un outil intéressant pour obtenir des distributions de CP à la place d’obtenir

une solution analytique des équations de Maxwell, par contre un modéle très détaillé

est requis si on a besoin des résultats très précis. Donc, un système de mesure

en CP précis et très sensible peut être la solution aux problèmes mentionnés ci-

haut. Par contre, les systèmes d’imagerie en CP ont besoin d’être bien conçus et

fabriqués pour satisfaire les critères de précision et sensibilité. Les systèmes d’imagerie

en CP ont principalement trois désavantages : précision et sensibilité limités, long

temps d’acquisition des mesures et une plage dynamique réduite, laquelle dépend des

instruments de mesures et des composants utilisés.

Par exemple, un système de mesures en champ proche très précis et avec une

plage dynamique très grande est nécessaire pour l’imagerie micro-onde [19-23], où

l’objectif est de détecter une inhomogénéité dans un milieu ambiant. Normalement,

l’inhomogénéité (e.g. tumeur) a des caractéristiques RF (i.e. permittivité et conduc-

tivité) différentes de celles du milieu ambiant. Dans ce cas, le champ diffusé par la

tumeur est très faible comparé au champ incident [24]. Pour mesurer ce type des

champs diffusés pour une application d’imagerie, il est nécessaire d’avoir un système

de mesure en CP qui accomplit toutes les caractéristiques requises.
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Approche : Technique de diffusion modulée

Une distribution de champ proche peut être acquise en utilisant une technique

directe ou indirecte. Pour la méthode directe une sonde de mesure est branchée à

une ligne de transmission (e.g. câble coaxial) et balayée dans la région d’intérêt. La

ligne de transmission transporte les signaux captés par la sonde aux instruments de

mesure. Le plus grand désavantage de la technique directe est la perturbation des

champs mesurés due à présence de la ligne de transmission métallique. En effet, la

perturbation est produite puisque le champ électrique est court-circuité sur le métal

faisant partie de la ligne de transmission. Aussi, des réflexions multiples entre l’OST

et la ligne peuvent se produire ce qui vient perturber les champs mesurés. En plus, les

lignes de transmission flexibles, comme le câble coaxial, ne peuvent pas produire des

mesures précises et stables de l’amplitude et de la phase des champs. Ces phénomènes

mènent à des résultats de mesures imprécis, particulièrement quand la région à balayer

est grande. Par contre, les méthodes indirectes utilisent le phénomène de diffusion et

ils n’ont pas besoin d’avoir une ligne de transmission attachée à la sonde de mesure

(diffuseur). La sonde vient perturber le champ localement à sa position et elle produit

une variation au récepteur. Ces variations sont interprétées comme les résultats des

mesures (amplitude et phase) en utilisant un détecteur. Les méthodes indirectes

utilisent un diffuseur raisonnablement petit, qui ne modifie pas significativement le

champ à mesurer mais qui est suffisamment grand pour perturber le champ jusqu’au

seuil de détection du système. Ainsi, un compromis doit être fait entre la précision et

la sensibilité dans les résultats finaux. Ces pré-requis font en sorte que la conception

de la sonde de mesure est plus compliqués que pour la méthode directe. D’un autre

coté, la méthode indirecte conventionnelle (i.e. approche de diffusion passive) est

limitée en plage dynamique et en sensibilité.

La technique de diffusion modulée (TDM) permet d’améliorer les résultats de la

méthode indirecte passive. La TDM a été introduite et généralisée par Richmond

[33] pour améliorer les inconvénients des méthodes directes et indirectes. Cette tech-

nique fait un marquage du champ à chaque point de l’espace en utilisant un diffuseur

modulé [24, 29, 33]. Cette technique permet d’augmenter de manière significative la

sensibilité et la plage dynamique du système de mesures. Du point de vue de la mise

en œuvre de la sonde TDM, le marquage du champ (modulation) peut être obtenu

de façon électrique [35-37], optique [38-41], et aussi de façon mécanique [42,43]. À

l’exception de la modulation optique, les autres techniques de modulation présentent
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certains des désavantages de la méthode de mesure directe. Pour un diffuseur modulé

électriquement une paire de fils métalliques ou résistive torsadée transmet le signal

de modulation à la sonde. La présence de ces fils peut aussi perturber la distribution

de champ RF de l’OST, ce qui amène à des résultats imprécis. Par contre, avec un

diffuseur modulé optiquement le signal de modulation est transféré à la sonde avec

une fibre optique qui est invisible pour le champ électromagnétique RF [32,44]. Donc

on peut assumer que l’influence de ce type de sonde est négligeable sur la distribution

de champ à mesurer.

Dans cette thèse, la méthode de conception d’un système un d’imagerie en champ

proche muni d’un réseau de sondes modulés optiquement et est présentée. En plus,

la plage dynamique du système d’imagerie est améliorée en utilisant une technique

d’annulation de la porteuse au niveau du récepteur.

Diffusion optique modulé (DOM)

Une sonde DOM est modulée par un signal optique fourni par une fibre optique

couplée à une photodiode. L’état de cette dernière change de ‘ouvert’ à ‘ferme’ a une

fréquence d’environ cent KHz ce qui provoque une modulation du champ RF diffusé

par la sonde.

Dans les prochaines sections on explique, la conception et la mise en œuvre d’une

sonde DOM. Ainsi, des critères pour la sélection de l’antenne et du modulateur, la

conception et la mise en œuvre d’un réseau d’adaptation et la fabrication de la sonde

DOM seront présentées.

Type d’antenne

Normalement, le diffuseur doit avoir une interaction minime avec la source des

champs à mesurer. La plage dynamique du système de mesures dépend du niveau

minimal et maximal que la sonde est capable de diffuser, ainsi que du seuil de détection

et du niveau de saturation du récepteur. Pour accomplir une grande plage dynamique,

on a besoin d’un diffuseur suffisamment grand dans le but d’introduire des pertur-

bations dans la mesure. En général, pour une sonde électriquement petite, plus la

dimension est petite, moins les perturbations sont importantes. Un compromis entre

la plage dynamique et la sensibilité de la sonde est nécessaire.

En pratique, il y a un nombre limité d’antennes qui peuvent fonctionner comme

des sondes TDM. L’utilisation des dipôles, boucles, cornet et antennes micro ruban
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est détaillée dans la littérature. Le concept d’antenne à diffusion minimal (ADM)

nous permet d’avoir un critère pour la sélection du diffuseur. Conceptuellement, une

ADM est invisible aux champs électromagnétiques quand elle est en circuit-ouvert

ou connectée à une charge réactive approprié. Les antennes cornet et micro ruban,

ne sont pas des ADM à cause, respectivement, de la structure volumineuse de l’un

et du grand plan de masse de l’autre. Ceux-ci causent de la diffusion structurale

considérable, peu importe la charge aux bornes de l’antenne. Le dipôle court et la

petite boucle sont des antennes qui peuvent approcher le comportement ADM désiré.

Un dipôle peut être un meilleur choix à cause de sa structure plus simple comparé

à une boucle. En plus, une sonde boucle peut mesurer une combinaison de champs

électriques et magnétiques si elle n’est pas bien conçue.

Choix du modulateur

Idéalement, l’impédance d’entrée du modulateur doit varier du court-circuit au circuit-

ouvert, ce qui n’est pas possible en pratique. La sonde proposée ici utilise une photo-

diode produite par la compagnie Albis (PDCS30T). Ce composant a été sélectionné

à cause de sa grande variation d’impédance à la fréquence de 2.45 GHz en fonction

du niveau de puissance lumineuse appliquée. L’impédance d’entrée de la photodiode

a été mesurée dans une station de mesure sous pointe avec un analyseur de réseau

Agilent 8510 pour les états ‘OFF’ (i.e. pas de lumière appliquée) et ‘ON’ (i.e. avec

une puissance lumineuse de +6dBm) dans la plage fréquentielle entre 2 et 3 GHz.

L’impédance de la photodiode peut être approximativement modélisée comme un cir-

cuit RC série, avec ROFF =38.8Ω et COFF =0.31pF, et RON=15.8Ω et CON=13.66pF,

respectivement [72].

Réseau d’adaptation

À cause de la longueur de l’antenne du dipôle (L ≈ λ/12) choisie dans la con-

ception de l’antenne, celle-ci la présente une impédance d’entrée capacitive. Comme

conséquence, le niveau de champ diffusé par la sonde sera faible, même si on utilise un

modulateur idéal (ZON = 0 et ZOFF → ∞). Une telle sonde souffrira d’une sensitivité

réduite, ce qu’implique une plage dynamique limitée. La sensibilité de la sonde peut

être augmentée en ajoutant un circuit inductif à la structure.

En pratique, un tel circuit de syntonisation a été mis en œuvre en ajoutant une

inductance à la sonde de telle façon qu’une résonance est provoquée dans un des deux
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états. La valeur d’inductance est choisie de façon que le quotient entre les courants

pour les états ‘ON’ et ‘OFF’ est maximisé. L’impact de l’ajout d’un tel circuit à la

structure de la sonde est montré dans la figure 3.11, où elle est comparée avec une

sonde sans inductance. Une inductance sous forme spirale plane est utilisée et un

‘wire-bond’ est utilisé pour connecter la photodiode et le bloc central. Il est aussi

connecté aux terminaux de la sonde. La symétrie de la sonde DOM avant l’ajout

de l’inductance spirale est conservée avec la séparation de l’inductance en deux et la

connexion de celui-ci aux bras du dipôle.

Circuits micro-onde et optique du système d’imagerie champ
proche

Cette section décrit la mise en œuvre des circuits électroniques, micro-onde et

optique qui sont nécessaires pour la transmission, réception et analyse des champs

diffusés par une sonde DOM. La partie micro-onde est composée d’une source RF,

d’un circuit actif équivalent à un démodulateur I-Q conventionnel et d’un circuit

d’annulation de la porteuse. Le partie bande de base analogique et numérique com-

prend un amplificateur verrouillé en phase (LIA en anglais), SR830, manufacturé par

Stanford Research Systems, qui est capable de fournir des mesures de signaux vecto-

riels (amplitude et phase), un circuit source de courant pour exciter une diode laser,

et un contrôleur qui génère le signal verrouillé en phase qui est requis pour le LIA

et qui contrôle un commutateur RF. Ce contrôleur envoie aussi des commandes à

la diode laser pour moduler la sonde DOM. Le système complet est contrôlé par un

programme d’ordinateur écrit en LabView.

Circuit d’annulation automatique de la porteuse

Dans un système de mesure TDM les signaux reçus (modulé) sont composés d’une

fréquence porteuse et deux bandes latérales. Dans le signal modulé, l’amplitude de la

porteuse est généralement beaucoup plus élevé (∼50dB) que celle des bandes latérales.

La réception d’une porteuse de haute puissance peut générer des comportements non-

linéaires comme la saturation et la compression du récepteur. Ces signaux de haute

puissance peuvent aussi générer des débalancements d’amplitude et phase des signaux

I et Q dans un modulateur I-Q, ce qui a un effet adverse sur les mesures du champ

[2].
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Le circuit d’annulation permet d’éliminer la porteuse de façon continue au récepteur

en laissant les bandes latérales du signal modulé intactes. Cette circuit permet non

seulement de corriger les erreurs de mesure mais aussi permet d’augmenter le signal

transmis, ce qui produit une augmentation de la plage dynamique dans la quelle le

système travaille dans sa zone linéaire. Aussi, l’effet de garder le niveau de la porteuse

plus bas qu’une certaine limite permet d’amplifier les signaux I et Q sans produire la

compression et la saturation dans le circuit mélangeur. On évite ainsi de travailler

proche du plancher de bruit du LIA. Tout ceci a pour effet d’augmenter la plage

dynamique du système. La figure 5.20 montre un signal modulé avant et après son

passage dans le circuit d’annulation.

Résultats de validation de la sonde DOM

Pour vérifier les performances de la sonde DOM, elle a été utilisée pour mesurer

la distribution du champ électrique d’une ligne de transmision micro-ruban de 50Ω

en mode monostatique, où le signal mesuré est proportionnel au carré du champ

électrique (v ≈ E2). La ligne de transmission est fabriquée sur un substrat Rogers

(RO3035) avec une permittivité relative de 3.8 et une épaisseur de 60 mil (voir figure

3.30). Le champ électrique qui varie rapidement proche de la ligne est adéquat pour

prouver la résolution et plage dynamique du système. Dans cette mesure, la sonde est

balayée perpendiculairement à l’axe de la ligne micro-ruban à une hauteur de 3mm

au dessus de celle-ci, et elle mesure la distribution de champ électrique selon l’axe des

x (figure 3.31). La ligne de transmission est connectée à une charge adaptée.

Pour valider les résultats de mesure, ces dernies sent comparés à ceux obtenus

par simulation numérique ave le logiciel HFSS. Les résultats de simulation ont besoin

d’être traités pour tenir en compte l’effet des dimensions de la sonde. Dans un

intervalle de 15mm, la différence moyenne entre la simulation (avec la correction pour

la sonde) et le champ mesuré est de 6.4% en amplitude et de 3.2◦ en phase. Il faut

souligner que la correction de la sonde n’affecte pas la phase du signal mesuré.

Amélioration de la vitesse des mesures : Réseaux des sondes
DOM

Un important désavantage d’un système d’imagerie TDM est le temps requis pour

la prise de mesure. Évidement, le balayage mécanique de la sonde sur la région

d’intérêt est considéré comme le paramètre le plus important à cet égard.
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En plus, le déplacement mécanique signifie que les supports et le système de

positionnement peuvent perturber les champs considérablement. Pour résoudre ce

problème, un réseau des sondes TDM au lieu d’une sonde isolée est proposé comme

alternative. La configuration proposée est composée d’un réseau de sept sondes DOM

placés sur une ligne perpendiculaire à l’axe de des sondes. Le réseau est balayé

mécaniquement selon une direction, aux même temps que les sondes sont commutés

électroniquement (aussi mécaniquement si la résolution spatiale requis est plus grande

que l’espace entre les sondes) dans la direction orthogonal pour un balayage 2D. Donc,

cette configuration réduit le mouvement mécanique à une seule direction. Le nombre

de mouvements nécessaires est réduit par un facteur égal au nombre de sondes.

Il peut être démontré que non seulement le balayage mécanique du système de

positionnement mais aussi le temps de commutation entre les sondes peut ralentir le

temps total de prise de mesures de façon importante. Donc, pour réduire le temps

total de prise des mesures, il est nécessaire de tenir compte des deux facteurs en même

temps. C’est-à-dire que la vitesse de commutation entre les sondes doit-être plus

grande qu’un certain seuil pour profiter du nombre réduit de mouvements mécaniques.

Réseau des diodes laser : Conception spécifique du
commutateur optique

En pratique, un commutateur optique est nécessaire pour envoyer un signal modulé

à la sonde désirée et pour commuter la lumière entre les différentes sondes. Pour ac-

complir cette tâche, un réseau de diode laser contrôlé électroniquement a été conçu,

chacune des diodes est connecté à une des sondes. En activant une diode laser, la

sonde DOM est modulé (commuté ON/OFF). Un contrôleur numérique a été conçu

pour fournir les signaux adéquats à chaque sonde. Ce contrôleur produit un signal de

référence utilisé par le LIA. La stabilité de ce signal de référence est assurée en util-

isant un cristal dont la fréquence de résonance est 8MHz, ce qui évite d’avoir du bruit

de phase dans les données mesurées. Ce circuit numérique est également contrôlé

par un programme écrit en Labview. Ce commutateur électronique augmente non

seulement la vitesse de mesure mais il élimine aussi la diaphonie entre les différentes

sorties, qui avait était observée avec un commutateur opto-mécanique utilisé en [75].

Une amélioration par un facteur 14 est observée dans le temps de prise de mesures

comparées au système présenté en [75], où un commutateur opto-mécanique commer-

cial avait été utilisé.
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Mise en œuvre d’un système d’imagerie micro-onde appliqué
à la détection précoce du cancer du sein

En général, les systèmes utilisés en tomographie micro-onde, et pour la détection

du cancer du sein en particulier, sont composés d’un système des mesures et d’un

algorithme pour la résolution du problème inverse associé avec les données mesurés.

Dans les prochaines sections, les différentes parties du système traitées dans cette

thèse sont discutées.

Fantôme

Avant d’utiliser un appareil d’imagerie, il est nécessaire de valider le bon fonc-

tionnement du système de mesures et de l’algorithme d’inversion utilisé. Pour cela,

il est possible d’utiliser un modéle artificiel d’un sein précis et réaliste (fantôme). Ce

fantôme doit être suffisamment robuste pour inclure une grande variabilité de types

de sein, un organe très hétérogène, en termes de taille et des matériaux constitutifs.

En [94], une vaste recherche a été effectuée pour déterminer les propriétés électriques

d’un sein qui est un mélange hétérogène de gras, muscle et tissue glandulaire. En

utilisant cette information et en choisissant des matériaux similaires en termes de

permittivité et conductivité [95], un collègue, M. Alvaro Diaz-Bolado a conçu et mis

en œuvre un fantôme pour cette application. Ce fantôme a été conçu pour présenter

approximativement les mêmes propriétés électriques qu’un sein. Le fantôme proposé

simule un sein compressé entre deux plaques de plexiglas ce qui forme une guide

diélectrique capable de guider différents modes dans la structure. Le fantôme est

illuminé avec un réseau des deux antennes qui sont excitées en phase (mode pair) et

avec un déphasage de 180◦ (mode impair) (voir figure 6.3). Dans le mode pair (i.e.

TM1) le champ électrique a une distribution sinusöıdale entre les plaques avec un

champ électrique plus intense au milieu de la structure. Donc, cette mode doit être

plus efficace pour détecter des tumeurs localisées dans le milieu du fantôme. Comme

montré dans la figure 6.3, dans le mode impair (TM0) les antennes sont excitées en

anti-phase et elles vont concentrer le champ incident dans la zone proche des plaques.

Solution pour le problème inverse

Cette partie n’est un des objectifs de cette thèse et elle ne sera pas discutée en

profondeur. Les problèmes inverses [86,21] et ses solutions étaient le sujet central de

la thèse de mon collègue Dr. Paul-André Barrière [96].
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Résultats de détection

Pour vérifier la capacité des mesures du système des mesures en champ proche

et le fantôme développé, le système a été utilisée pour mesurer le champ diffusé par

un objet inséré dans le fantôme sur une région d’intérêt. Le fantôme étais rempli de

glycérine avec une permittivité complexe de 7.17 +j23.41 à la fréquence de 2.45 GHz.

Dans cette expérience, la distribution de champ électrique est mesurée deux fois sur

le fantôme, premièrement avec la présence d’un diffuseur (cylindre rempli d’air avec

un diamètre d’un pouce) et deuxièmement en absence du diffuseur. Les résultats

obtenus pour chacune des cas sont soustraits pour obtenir le champ diffusé. Pour les

deux modes excités, le pic du champ diffusé se trouve exactement à la position du

diffuseur. Les résultats des mesures sont aussi comparés avec une simulation utilisant

le logiciel CST Microwave Studio et un bon accord entre les deux résultats est obtenu.

Ces résultats montrent la capacité du système de mesurer le champ diffusé avec une

plage dynamique plus grande que 30 dB.

Conclusions

Cette thèse a porté sur la conception et la mise en œuvre d’un système de mesures

en champ proche qui utilise la technique de diffusion modulé (TDM). Le système

est composé de plusieurs sondes à diffusion optique modulé (DOM) qui sont très

précises et hautement sensibles. Chaque sonde est optimisée pour la fréquence de 2.45

GHz (bande ISM). L’invisibilité de fibres optiques utilisées pour les sondes DOM aux

signaux micro-onde a été étudiée et vérifiée. Cette sonde permet la mesure des champs

presque sans perturbation du champ. Le comportement de la sonde est vérifié en

utilisant la sonde pour mesurer la distribution des champs proches des différents objets

sous test. La mise en œuvre d’un réseau des sondes DOM, permet d’augmenter la

vitesse des mesures par un facteur 14 comparé à des systèmes disponibles sur le marché

qui utilisent des commutateurs opto-mécanique. Pour augmenter la précision des

résultats de mesures avec le réseau, les données brutes sont corrigées pour permettre

de compenser certaines déviations de la réponse des sondes. Le système d’imagerie

et le fantôme construit ont été testés et validés.
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Chapter 1

Introduction

1.1 What is near-field (NF) and where is the near-

field region?

The scattered field is sometimes divided into three well-known regions [1], namely re-

active near-field [2], near-field(NF) or Fresnel region and far-field (FF) or Fraunhoffer

zones [1, 3]. In addition, the term “very-near-field” region is sometimes defined [4]

as very close to the antenna (e.g., antenna aperture ). There are no clear or abrupt

boundaries between the three zones, however there are some commonly used defini-

tions for those boundaries. For antennas with a size comparable to the wavelength,

the NF and FF boundary is calculated as 2D2/λ , where D is the maximum dimension

of the antenna. Criterion r >> λ can also be considered to approximately determine

the NF and FF boundary, where r is the distance between the antenna and obser-

vation point. Criterion r >> λ/2π should be used for the cases where the antenna

dimensions are smaller than the wavelength. The field in the reactive near field region

varies rapidly, proportionally to r−2 or r−3, whereas in the Fresnel and Fraunhoffer

regions it varies with r−1. Due to the nature of electric and magnetic fields in the

reactive region, a portion of available energy is stored close to the antenna, and does

not contribute to radiation [1].

1.1.1 Definition of NF region

In the reactive near-field region of an antenna, (see Figure 1.1), the equality of

|E|/|H| =
√

μ/ε is not respected, as opposed to the far-field region. As an example

to show how the ratio of E and H varies at different distances from the radiator, we

considered an infinitesimal dipole antenna whose E and H fields are given by Equa-

tion 1.1. Figure 1.2 shows real and imaginary part of Eθ/Hφ at different observation

points. It is clear that the impedance does not take a value near 120π close to the
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Figure 1.1 Near-field region of a dipole antenna.

dipole, but it does so away. As it can be seen in Figure 1.2 the calculated ration close

to the antenna takes complex values as opposed to the far-field region.

E =
IΔz

4π
jωμ

[
1 +

1

jβr
− 1

(βr)2

]
e−jβr

r
sinθ θ̂ +

IΔz

2π
η

[
1

r
− j

1

βr2

]
e−jβr

r
cosθ r̂ (1.1)

H =
IΔz

4π
jβ

[
1 +

1

jβr

]
e−jβr

r
sinθ φ̂

1.2 Importance of the NF distribution

Information on the near fields has been widely used in many applications such as

in antennas [5], microwave circuits [6] and devices emission tests [7, 8]. It can also

be used to measure the wave penetration into materials and their radio-frequency

(RF) characterization [9, 10]. Microwave imaging [11] is another impressive use of

NF measurement. Measuring the coupling between components of microwave circuits
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Figure 1.2 Calculation of η at different distances from a dipole antenna.

[12], calculating FF radiation pattern of large antennas [6, 13, 14], and electromag-

netic compatibility EMC [12, 15, 16] and EMI [17, 18] are the other uses of NF

measurement. These have made NF measurements a very interesting topic for many

researchers.

1.3 Problem definition: obtaining an accurate NF

fields measurement

The near-field radiation pattern of any DUT or AUT can be obtained by solving

Maxwell’s equations if the AUT or DUT structure is simple [3]. However, this may be

a very time-consuming process. In contrast, such calculations for complex structures,

may require a long time and generally will not be based on a closed and explicit

formulations.

Computer simulation software based on numerical methods can be a helpful tool
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for obtaining NF field distributions instead of seeking an analytical solution for

Maxwell’s equations, although it requires very detailed models if accurate results

are needed.

Thus, having an accurate and sensitive NF measurement system can remedy the

previously mentioned issues. However, NF imagers need to be well-designed and

implemented to meet the required accuracy and sensitivity criteria. Conventional NF

imagers always suffer from three important issues: limited accuracy and sensitivity,

long measurement duration and reduced dynamic ranges, all of which depend on the

measuring instruments and components used.

For instance, a highly accurate and sensitive as well as large dynamic range NF

imager is necessary in microwave imaging (microwave tomography) [19, 20, 21, 22, 23],

where the goal is to detect a small region within a background medium. Normally,

the inhomogeneity (e.g., tumour) has different RF characteristics (i.e., permittivity

and conductivity) compared to the background region. In this case, the scattered

fields by the tumour is very weak in contrast to the incident wave [24] . To measure

these types of scattered fields for diagnostic purposes, it is necessary to have an NF

measurement system that fulfills the above-mentioned requirements.

1.4 Objectives and ultimate application

The objective of this thesis is to design and fabricate a computerized NF imaging

setup for non-invasive, accurate and rapid field distribution measurement applied

to microwave tomography, especially for breast cancer detection. Achieving high

dynamic range measurements is another objective of this thesis.

In Canada, breast cancer is the second most prevalent type of cancer, just after

lung cancer. Women and even men in rare cases are affected. Breast cancer is mostly

observed in women over 20 years old [25, 26]. Early detection plays a key role in

providing a cure, limit damage to the patient or to save the patient’s life[25]. Women

are strongly recommended to self-examine their breasts monthly to see if there are

any abnormalities. There are many self-examining methods available. They do not

always detect breast changes accurately and may cause permanent worry. Such a

feeling may affect a woman’s daily life even if she remains healthy. Therefore, the

necessity of a systematic scheme is obviously needed for early breast cancer detection.

An increasing number of breast cancer detection methods are used to make highly
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accurate scanning of breasts for diagnostic purposes. Mammography, is which consists

in X-ray imaging of the breasts provides views at different angles. Ultrasound, also

called sonography, is an imaging technique in which high-frequency sound waves are

bounced off tissue and internal organs. For magnetic resonance imaging (MRI), a

DC magnet and an RF source linked to a computer, create detailed pictures without

the use of ionizing radiation. A positron emission tomography (PET) scan creates

computerized images of chemical changes that take place in tissues. The patient is

given an injection of a substance that consists of a combination of a sugar and a

small amount of radioactive material. Electric impedance scanning is based on the

fact that different breast tissues show different impedances to electrical signals and

biopsy techniques use a sample of the breast for examination under microscope. These

are some of widely used methods of breast cancer detection.

Unfortunately, each method of detection has its disadvantages, such as expen-

sive service and setup, side effects, limited availability, and so on. Thus, the strong

requirement for a simple, highly accurate, and inexpensive method of detection for

breast tumours is the main motivation behind this research and thesis. It is also

worth noting that microwave tomography is not simply an imaging technique. Such

a technique requires also intensive data processing after image capture. This thesis

addresses only the first task; other team members are currently working on other

aspects such as improving the illumination technique of the breast, designing a re-

alistic breast model (i.e., phantom), solving the inverse scattering problem and also

increasing the data processing speed.

In order to remedy the issues mentioned above, this thesis will strive to achieve

the following objectives: design and realization of a microwave near-field imaging

system with large dynamic range, that provides accurate and high resolution scans

useful for breast cancer detection. The microwave tomography (MT) setup will be

working at S-band frequency, Industrial Scientific Medical(ISM) frequencies, which

is dedicated to science and industry. The most important criteria in the selection of

the test frequency is the need for high contrast between malignant and healthy breast

tissue and also low RF signals dissipation.
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1.5 Approach

The distribution of near fields can be acquired using one of the two well-known tech-

niques, namely direct [27, 28] or indirect [24, 29, 30, 31]. In the direct method a

measuring probe is pigtailed with a transmission line (e.g., coaxial cable), and scans

over the region on interest. The transmission line carries the signals picked-up by

the probe to the measurement instruments. The major drawback associated with the

direct technique is the perturbation applied to the fields to be measured by the pres-

ence of the metallic transmission line. In fact, the perturbation comes from the fact

that electric fields are short-circuited on the metallic constituents of the transmission

line [24]. Multiple reflections may also occur between the DUT and the line [24, 29]

resulting in perturbed fields measurement. Moreover, the flexible transmission lines

such as a coaxial cable, which is widely used in microwave systems, do not always

give accurate magnitude and phase stable measurements [24, 32]. This phenomenon

in turn leads to inaccurate measurement results, particularly where the measuring

probe has to scan a large area. In contrast, indirect methods [33, 34] are based on

scattering phenomenon and requires no transmission line attached to the measuring

probe (scatterer). The probe locally perturbs the fields at its position and yields a

variation at the receiver output port, which could be the AUT itself (i.e., monostatic

mode) or an auxiliary antenna held remotely (i.e., bistatic mode). These variations

correspond to the probe positions and are interpreted as the field measurement re-

sults (magnitude and phase) by means of a detector. The indirect method employs

a scatterer which is reasonably small, which does not perturb the fields but which is

sufficiently large so that it is able to perturb the field minimum up to the system’s

measurement threshold. Thus, a trade-off has to be made between accuracy and

sensitivity in the final results. Such assumptions make the probe design more compli-

cated compared to its counterpart, the diret method. Beside that, the conventional

indirect method suffers from limited dynamic range and sensitivity [29].

To overcome the drawbacks mentioned above, a technique known as the modulated

scatterer technique (MST) was proposed and developed. For the first time, MST was

addressed and generalized by Richmond [33] to remedy the drawbacks of both the

direct and indirect methods, simultaneously.

Principally, it is based on marking the field at each spatial set point using an MST

scatterer, which is called the MST probe [24, 29, 33]. This technique brings some out-
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standing advantages in the context of NF imaging such as eliminating the need to

attach a transmission line to the measuring probe and improving the sensitivity and

dynamic range of the measurement. From the point of view of implementation of the

MST probe, tagging the field (modulation) can be done either electrically [35, 36, 37]

or optically [38, 39, 40, 41], and sometimes, mechanically [42, 43]. Unlike optical

modulation, the other modulation techniques somehow show the same disadvantages

as the direct method. In an electrically modulated scatterer (EMS) a pair of twisted

metallic or resistive wires carry modulation signals to the probe. The presence of

these wires may perturb the field distribution of DUT, resulting in inaccurate mea-

surements, whereas in an optically modulated scatterer (OMS) the modulating signal

is transferred throughout an optical fiber that is invisible to the electromagnetic radio-

frequency signal [32, 44]. Thus, it can be assumed that it will barely influence the

DUT’s field distribution to be measured.

Beside all the outstanding features of an MST-based NF imager, a time-consuming

measurement process still remains a disadvantage [45, 46]. Obviously, an MST probe’s

mechanical translation over the region of interest is considered as the most effective

parameter in this regard. Moreover, mechanical means such as actuators, support,

and positioning system may perturb the AUT’s NF fields considerably. To tackle this

problem, an array of MST probes replacing an isolated one was proposed [46]. An

MST array eliminates or at least restricts mechanical movements. This replacement

will yield remarkable improvements in measurement duration when NF measurement

is performed by an imager [47].

In this thesis, considering the outstanding advantages of the MST such as low-

perturbation, phase stable, low cost and simple microwave circuitry, a NF imager

equipped with an array of optically modulated scatterer (OMS) probes that is able to

overcome the drawbacks associated with the conventional direct and indirect methods

is addressed and a detailed implementation procedure is discussed. Moreover, the

dynamic range of the NF imager is improved by proposing a technique called carrier

cancellation, which consists in eliminating the carrier in the modulated signals that

are received by the receiver.
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1.6 Thesis Structure

In the following, the contents of this thesis are highlighted and briefly explained.

These contents are covered within three successive chapters in the order explained

below.

• Single OMS Probe: Design and implementation of a non-invasive and perturbation-

free measurement setup based on a modulated scatterer technique (MST) that

is equipped with an optically modulated (OMS) probe.

• OMS Probe Array: Achieve increased measurement speed using a linear array

of OMS probes.

• Carrier Cancellation: Improve the dynamic range and linearity of the developed

NF imager by a carrier cancellation, a circuit eliminating carrier at the receiving

stage. It increases the potential of higher amplification levels leading to a higher

dynamic range and consequently improved linearity of the imager.
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submitted in 2010.

3. Memarzadeh-Tehran, H., Diaz-Bolado, A., Laurin, J.-J., J.-F., and and
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gation Letters. To be submitted in 2010.
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1.8 Organization of the thesis

This thesis is organized into four main chapters.

1. Chapter 2:

• Literature review

2. Chapter 3:

• OMS probe design and implementation

• OMS probe characterization

• The NF imager microwave circuitry

• Validation of the OMS probe results
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• Discussion and conclusions

3. Chapter 4:

• OMS probes array design and implementation

• Laser-diode array and controlled driver development

• Mutual coupling and shadowing effect study

4. Chapter 5:

• Carrier cancellation circuit design and implementation

• NF canceller test and result validation of the NF imager

5. Chapter 6:

• Microwave Tomography Setup

• Validation of the measurement results (i.e., detection) obtained using the

developed NF imager
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Chapter 2

Literature Review

2.1 Near-field measurement techniques

Direct and indirect measurement techniques were introduced in Chapter 1. In the

following, we will discuss the advantages and disadvantages of the probes used in

both techniques. Finally, Opto-electronic NF probes will be briefly described.

2.2 Direct technique probes

2.2.1 Probe loaded with a RF detector

This type of probe is one of the simplest to implement; it consists of an antenna

loaded with an RF detector and is depicted in Figure 2.1 [28]. The picked-up signal

is converted to a DC voltage (e.g., ∝ |E2| in E-field measurement) and then is trans-

ferred by a pair of wires, metallic, or resistive [28], to the measurement instruments.

The antenna can be a dipole, a horn or a loop antenna. As RF signals are rectified

by a detector in this probe, only a magnitude measurement is possible and it does

not give any information on the phase of signals (Although phase could be recovered

with magnitude-only measurement if holographic techniques are used).

In practice, using straight (i.e., untwisted) wires to transfer the signal picked up

by the probe to the measurement instruments, is susceptible to coupling between

those wires and the fields to be measured [48]. Such coupling can be reduced by

using a pair of twisted wires as illustrated in Figure 2.1. However, twisted wires are

only capable of reducing inductive crosstalk (i.e., magnetic field coupling) and not

capacitive crosstalk (i.e., electric field coupling). So, one can conclude that this type

of probe is not essentially crosstalk free. However,“twisted wires can reduce capacitive

crosstalk only if the terminations at both ends are balanced,” as mentioned in [48].

In [28], it is proposed that resistive wires should be used instead of metallic ones
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Figure 2.1 NF probe with an RF detector.

to minimize the interaction between the fields and transmission line. However, using

resistive wires reduce the strength of the signals available for the measurement system,

leading to a limited dynamic range. Noise susceptibility is another issue when such

probes are used.

2.2.2 Conventional NF probe

This is the most popular type of NF probe in the direct measurement technique [49].

It consists of a small antenna such as a dipole, loop and horn antenna that is pigtailed

by a transmission line (e.g., coaxial cable). The schematic of such a probe (dipole)

is followed by a balun and is demonstrated in Figure 2.2. Similar to the probe

introduced in Section 2.2.1, the presence of its metallic transmission line can perturb

the field to be measured. However, the effect of the transmission line can be reduced

by properly orienting the probe and putting absorber around it [29].

2.2.3 Electro-optic (EO) probe

In probes of this kind, a small antenna is loaded with a piece of electro-optic (EO)

crystal. The crystal’s optical behaviour changes when exposed to electromagnetic

fields and an optical fiber is also coupled to the crystal providing illumination. The
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Figure 2.2 Schematic depicts a conventional NF probe scanning a co-planar waveguide
(CPW).

crystal is continuously illuminated at an appropriate wavelength. When the probe

is moved over the region of interest, the optical characteristics of the crystal (i.e.,

refractive index) changes due to a variation of electromagnetic fields accordingly. As

a consequence, the polarization of the reflected light is changed by the probe crystal

[51]. Such variation causes the phase of the reflected laser beam to change, which is

then measured by an optical detector and interpreted as an indicator for the measured

fields. Figure 2.3 shows a schematic of the probe (i.e., Mach-Zehnder interferome-

ter), which is loaded with LiNbO3 crystals and the setup needed to establish a NF

measurement [52]. Even if this technique is perturbation-free and there is no metallic

transmission lines attached to the measuring probe for S21 measurement, S21 is de-

fined as the coupling between the DUT’s fields and EO probe, it has a complicated

setup that is not cost effective. Moreover, due to the associated losses with the optical

probe, the excitation signal fed to the DUT has to be very high [52, 50]. Otherwise,

the field to be measured, may fade in spurious signals and background noise. Be-

ing a complicated setup, the need for a high-power level to test a DUT and long

warm-up time for optical parts (e.g., laser and detector), make it rather difficult to
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Figure 2.3 An example of an EO NF probe [50].

take measurement using EO probes. However, it has a remarkably high measurement

resolution.

2.3 Indirect techniques probes

In Section 2.2, it was shown that the direct method except EO NF probes, can

not essentially be considered as a perturbation-free method for measuring a field

distribution profile [24]. Therefore, in order to overcome the associated drawbacks

with the direct method, NF measurement using the indirect was introduced.

In the following, indirect NF measurement techniques and the associated probes

will be discussed in detail. The indirect method includes two different techniques:

perturbation technique and the modulated scatterer technique (MST). Advantages

and disadvantages of each technique will be discussed as well.
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Figure 2.4 Schematic of the scattering technique, monostatic implementation. Draw-
ing is not to scale.

2.3.1 Perturbation technique: passive scattering probe

The indirect method is based on the scattering phenomenon in which the measuring

probe is not connected to a transmission line [53, 54]. Instead, the small scatterer (i.e.,

probe), which is designed to have an optimum width, length and material, is moved

over the region where the field distribution is required. The principle of this technique

is shown in Figure 2.4. The probe perturbs the fields locally and causes a variation at

the receiving front-end, which could be AUT itself (monostatic mode) or an auxiliary

antenna (bistatic mode). Then, the variations corresponding to the probe positions

are interpreted as the field measurement results. In this technique, the scatterer has

to be reasonably small so that it does not perturb the near field, and at the same

time it should be able to perturb the fields at least up to the measurement system’s

threshold. Thus, a trade-off has to be made between the accuracy and sensitivity of

the results. Such an assumption will introduce some complications in probe design

and will limit its dynamic range.

In order to improve the sensitivity and dynamic range of the scattering technique,

it is recommended to use a resonant scatterer that is able to re-radiate stronger fields

than a nonresonant probe [54]. In addition, the AUT has to be well-matched to

the excitation port so that the reflected signals is mainly coming from the scattering
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probe. Additionally, it is necessary to increase the isolation between the excitation

port of AUT and the receiver input port in order to decrease the leakage from the

excitation to the receiver port. In [29], it is recommended to improve this isolation to

as high as 90 dB. To do this, one can use a microwave tuner before the AUT to improve

the matching. However, tuners can limit the measurement frequency bandwidth.

2.3.2 Perturbation technique: modulated probe

To overcome the drawbacks of the perturbation technique, Richmond first proposed

a method known as the modulated scatterer technique[33]. It is perturbation-free,

rapid and low-cost as well as accurate and sensitive. These advantages make the

modulated technique a feasible alternative in many NF imaging applications. In the

following sections, the principles of the MST probe and its design and implementation

are extensively discussed and explained.

2.4 MST principle

The principle of the MST is based on marking the field at each point using an MST

scatterer, which is also known as an MST probe. This technique is an indirect one.

Therefore, there is no need to connect a transmission line to the measuring probe.

As mentioned before, this is improving the sensitivity, accuracy, and dynamic range

compared to the direct NF measurement techniques. In this technique, the AUT does

not need to be well-matched to the excitation port as mentioned in Section 2.3.2 and

isolation between the incident and reflected signals is not as crucial.

In practice, a small antenna such as a dipole with βl <0.1, where β and l are

propagation constant and physical length of the antenna respectively, is loaded with

a nonlinear device such as a diode or photosensitive device. The response of the

so obtained loaded scatter is modulated with an external modulation signal (low

frequency) applied to the probe [29]. Consequently, the probe modulates and scatters

the field at its location and toward the receiving antenna. From the implementation

point of view, an MST-based NF imager can be implemented in the monostatic or

bistatic mode. In monostatic, the AUT itself picks up the modulated scattered fields

and sends the signals to the receiving equipment. In this case, the setup is simple and

there is no need to have an auxiliary antenna to pick up the scattered fields. However,
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Figure 2.5 Schematic of an MST-based NF imager in monostatic mode.

the monostatic mode suffers from sign ambiguity when data is post-processed (square

root) to obtain the electric field distribution [44]. As opposed to the monostatic

mode, the bistatic mode needs an auxiliary antenna, which is held away to collect the

scattered fields. Multiple reflections phenomena between the auxiliary antenna/probe

and AUT are inevitable and should be compensated for if the NF imager is configured

in the bistatic mode [55].

2.4.1 Monostatic

In the monostatic setup, the measured voltage is proportional to the square root of

the electric field at each point, namely E ∝ √
I2 + Q2), where for convenience, I

and Q can be measured with a lock-in amplifier (LIA). Figure 2.5 demonstrates a

monostatic setup in which an MST probe measures the E-field distribution of a horn

antenna.

Mathematically, a square root of a complex number has two answers. Thus,

in order to obtain the field distribution of an AUT, it is necessary to remove sign
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ambiguity from the equation E ∝ ±√
v, where v is the measured voltage (I+jQ). If

one simply uses the square root value obtained by a data processing software (e.g.

Matlab) directly without paying attention to field continuity, sharp non-physical will

be observed in the field distributions. This is illustrated in Figure 2.6, where the

returned phase values are always in the first and fourth quadrant of the complex

plane.Therefore, the phase measurement of the data varies ±90 degrees instead of

±180.

To overcome this problem and choose the correct sign, the sign of an arbitrary data

point (maximum gain) within the data set is considered as a reference and to which

the rest the data points and square root sign are compared, accordingly [44]. The

corrected results after the removal of the sign ambiguity is demonstrated in Figure

2.6 (solid line), varying between ±180 degree.

Practically in a monostatic setup, the excitation signal is fed to the AUT via a cou-

pler or circulator, which enables the measurement system to receive the backscattered

signals. As addressed in [56], one of the leading criteria in selecting a suitable coupler

or circulator is the level of isolation which can be achieved between the excitation

port of the AUT and the receiving stage input port [29].

2.4.2 Bistatic

Unlike the monostatic setup, the bistatic setup needs an auxiliary antenna to collect

the signals scattered by the MST probe. In this case, the measured fields are directly

proportional to the signals to be measured, that is E ∝ v, and obviously there is no

sign ambiguity. However, in a bistatic setup the interaction between the auxiliary

antenna and the AUT, and also with the measuring probe, can perturb the fields and

lead to inaccurate results [24].

From a practical point of view, when a measurement is performed the distance

between the probe and the auxiliary antenna has to be kept constant. Otherwise,

the measured results do not represent the field distribution of the AUT, unless the

radiation pattern of the auxiliary antenna is compensated and extracted from raw

data. Figure 2.7 shows an example of an MST-based NF imager working in the

bistatic mode.
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Figure 2.6 The result showing the effect of sign ambiguity in a monostatic setup.

2.5 MST probe implementations

2.5.1 Electrical

In electrically modulated probes similar to any basic MST probes, the probe consists

of a small antenna and a nonlinear device that acts as a scatterer and a modulator,

respectively [36, 57]. The modulator can receive the modulation signal via a pair of

twisted metallic or resistive wires [37]. The scatterer can be selected between dipoles,

loop and horn antennas, and also patch antennas. Figures 2.8 demonstrates two

MST probes. However, horns and patch antennas are rarely used in practice due to

their bulky structure and large ground planes. Short-dipole and small-loop antennas

are the best alternatives for making MST probes. However, small loop antennas

have disadvantage due to the fact that they can pick-up the electric field as well as

a magnetic field. Basically the recorded signal (v) results from a superposition of

two field components, with generally not well known weighting. This effect will be

discussed in Section 3.4. Figure 2.9 shows a photograph of the electrically modulated

probes developed in this project, which are modulated via pairs of low scattering
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Figure 2.7 Schematic of an MST-based NF imager in bistatic mode.

resistive wires (394Ω/cm).

The probe shown in Figure 2.9 was set to measure a normal component of the

E-field above a transmission line, as demonstrated in Figure 2.10. One can notice that

when the probe scans toward negative x values, the probe crosses the transmission

line. Due to interaction between the line and the resistive wires the measurement

results are perturbed significantly (> 5dB), as shown in Figure 2.11. Whilst the

probe measures on the other side of the line (positive x) because the wires are away,

such perturbation is not seen. Therefore, it can be concluded that using this type of a

probe does not always provide very accurate results. Moreover, the probe incorporates

a built-in loop antenna as indicated in Figure 2.10, that acts as a parasitic probe and

disturbs the outcome results.
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Figure 2.8 Schematic of a horn and a patch antenna based MST probe.

2.5.2 Optical

The optically modulator scatterer (OMS) probe structure is similar to its electrical

counterparts and only differs in the type of modulator used. In OMS probes, a pho-

tosensitive device such as a photodiode and a phototransistor can act as a modulator

[32]. Using such modulators implies using direct illumination techniques or optical

fibers to carry modulating light. Optical fibers as opposed to other transmission

lines are transparent to RF electromagnetic fields (see Figure 2.12). Thus, it can be

assumed that measurements using an OMS probe are nearly perturbation-free. It is

worth mentioning that in an early OMS probe prototype [58], the photo-activated de-

vice (i.e., photoconductive) was modulated remotely by a chopped light beam. In the

early 90’s, Hygate reported for the first time a fiber-based OMS probe consisting of a

short-dipole integrated with a phototransistor [44]. The principle and benefits of the

OMS probe were also demonstrated. However, the fiber and photodiode combination

were custom-designed for the application. It was thus not available commercially
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Figure 2.9 Photograph of an EMS probe operating at 2.45 GHz modulated via pair
of resistive wires (394 Ω/cm).

and was expensive to make [32]. The growth of the optics industry and increas-

ingly available low-cost optical components have had led to an increasing number

of probes. In recent years, Liang [59], Nye [60] and Sowa [61] made contributions

in the development of probes for application in antenna measurement, calibration of

electromagnetic interference test facilities and far-field calculation of large antennas.

2.5.3 Mechanical

The mechanical method of modulation can be obtained by spinning or vibrating the

probe monotonically right at the position where the field distribution is required

[42, 43, 37]. Such perturbation modulates the fields at the probe position and no

matter whether or not it is loaded with a nonlinear device. Simultaneous mechanical
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Figure 2.10 The photograph shows the MST probe measuring normal component of
E-field at a distance of 5mm above a microstrip line.

and electrical modulation can also be used. Figure 2.13 shows two different types

of mechanical MST probe: one modulates fields by spinning around its axis and the

other by rotating along a line perpendicular to the strip surface. The use of MEMS1

switch in fabricating an MST probe has also been reported [62].

2.6 MST probes array: a remedy for long mea-

surement duration in NF imagers

In addition to accuracy, sensitivity and dynamic range, measurement speed is a very

crucial parameter in NF imagers, particularly in biomedical applications [63, 24].

1Micro-Electro-Mechanical Systems (MEMS)
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Figure 2.11 The measurement results of normal component of E-field at h=5mm.

Conventional NF imagers generally implement mechanical translation of the measur-

ing probe over the region of interest, which implies a slowing-down of the process

[47]. Also, support, holders and actuators can perturb fields by producing parasitic

scattering. Thus, instead of using a single MST probe, introducing an array of them

is recommended to minimize mechanical movements. Table 2.1 summarizes an in-

vestigation by Bolomey [46] that shows the benefits of using different kinds of MST

arrays (e.g., 1-D [64] or 2-D [55]) to improve measurement speed.

2.6.1 Array configuration

In theory, MST arrays can be developed by arranging a number probes into one

dimensional (e.g., linear) and two dimensional (e.g., planar) setups. Arrays of linear

and 2D probes are among the most popular configurations utilized. A linear array

developed with E-plane extent is shown in Figure 2.14. Examples of a circular and

a 2D arrays are also demonstrated in Figure 2.15.
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Figure 2.12 Schematic of an OMS probe.

Table 2.1 Estimation of Measurement time using different NF imager setups [24]

Antenna size (D/λ) Single Probe 1D MST Array 2D MST Array
1120 698 h 2 h 1.2 h
280 44 h 20 min 10 min
70 3 h 2 min 40 sec
25 25 min 40 sec 5 sec
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Figure 2.15 Schematic of a circular and a 2D array [24].
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2.7 Criteria on selecting optimum working frequency

[65]

In [65], the authors extensively investigated the performance of biological tissue imag-

ing at different frequencies. Below, the discussion has been shown from [65]:

“The operating frequency in imaging system intended for biological appli-

cations is a compromise between spatial resolution and tolerable attenua-

tion. Spatial resolution of electromagnetic images is limited by diffraction

to the order of a half wavelength of the radiation in the object explored;

thus the resolution improves when the frequency is increased. It is worth

mentioning that a half wavelength limit is true when the scattered fields

are measured away from the body under test (BUT) (i.e., its far-field

region). While, one can obtain much better resolution within in the near-

field region (i.e., sub-wavelength imaging) of the BUT at the same fre-

quency.

The wavelength in biological tissues is substantially shorter than values

in air because of the high water content. Water has a relative dielec-

tric constant of the order of 70 to 80 at microwave frequencies and room

temperatures. The wavelength is reduced in this medium by a factor of

almost 9 in relation to air values. Therefore a theoretical resolution of

several millimetres can be achieved with operating frequencies of a few

gigahertz. On the other hand, biological bodies exhibit strong attenua-

tion at microwave frequencies because of the high content of water and

conducting solutes [66]. The attenuation increases rapidly with frequency,

which limits effectively the working frequency depending on the size of the

body, the illumination power, and the receiver sensitivity. For safety rea-

sons, the illumination power density must be kept below the microwave

radiation standards for continuous exposure. Receiver sensitivity is linked

to the integration time of each measurement and consequently is propor-

tional to the acquisition time. Imaging usually requires the measurement

of thousands of scattered field complex data, which means that in order to

have acquisition times of the order of seconds the integration time must

be around 1 ms. From these considerations the useful frequency range
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for microwave imaging is found to be from below 1 GHz for larger bodies

such as the thorax or pelvis to several GHz for smaller ones such as limbs.

In our case a frequency of 2.45 GHz has been chosen, which is assigned to

industrial-scientific-medical applications.”
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Chapter 3

Optically Modulated Scatterer

(OMS) Probe: Accurate and

Sensitive Near-Field Probe

In this chapter, we address the design and implementation of an accurate, sensitive

and low-profile OMS probe. The small size of the probe structure (one-twelfth of

a wavelength) leads to a non-invasive measurement [56], contrary to many reported

probes of half or quarter of a wavelength [67]. The probe that is proposed and that

has its development discussed in this chapter, is made with commercial off-the-shelf

optical components and a printed circuit fabricated using a standard PCB process.

It is therefore low-cost and easily reproducible. To compensate for the reduced sen-

sitivity due to the short probe length, a built-in matching network is added. This

network is optimized for operation at 2.45 GHz, which is used in industrial, scientific

and medical (IMS) applications as well as in wireless communication systems. In the

following, the probe design procedure is described in detail and its characteristics are

presented.

3.1 Optical modulation: perturbation-free MST

implementation

In any type of MST probe, an external low frequency signal (modulating signal) is

transferred to the probe. The modulation causes tagging of the electromagnetic field

at the position of the probe. In electrical modulation, a pair of metallic or resistive

wires is used to carry modulation signals to the MST probe, while a fiber is used in

optical modulation. The presence of wires in the NF region of interest may perturb

the measured fields strongly.
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Figure 3.1 Schematic of the setup used to study the effect of transmission media on
the field to be measured.

In order to illustrate this effect, a simple experiment was done by holding different

types of straight transmission media of equal length in front of an AUT (Figure 3.1),

while measuring the AUT’s return loss with a vector network analyzer (VNA). In

the experiment, transmission media consisting of twisted pairs of copper and resistive

(394 Ω-cm−1) wires, and pieces of optical fiber were used. These scatterers were held

20 mm away from the horn antenna’s aperture (AUT). The horn was fed with a WR-

284 rectangular waveguide with a cut-off frequency of 2.08 GHz. The change in the

antenna return-loss above this frequency is interpreted as an influence of the trans-

mission line and fibers on the NF distribution of the AUT. As seen in Figure 3.2, the

metallic twisted pair clearly causes reflections of the AUT fields. Such disturbances

may cause significant errors in the case of near-field RCS measurements in which the

fields scattered by the target are usually very weak. In the case of resistive wires, the

disturbances are much smaller but nevertheless reach up to 5 dB compared to the

horn’s intrinsic return loss. Finally, the invisibility of the fiber to the electromagnetic

exposure is clearly demonstrated, as almost no perturbation is visible in this case.
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Figure 3.2 Measured return-loss of a horn antenna for different types of transmission
lines causing scattering.

3.2 Optical probe design and implementation

The probe is modulated by an optical signal that is provided by a coupled optical fiber

to the photoactivated component. It is switched ON and OFF at an audio frequency

causing field modulation.

In the following, the design and implementation of an optically modulated scat-

terer (OMS) is explained and discussed. Criteria for antenna type and modulator

selection, matching network design and implementation, and an OMS probe assem-

bly will be also covered. Finally, the probe is characterized to ensure the desired

requirements such as sensitivity, accuracy, and dynamic range are achieved.
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3.2.1 Antenna type

Not only the modulating wires but the measuring probe itself plays a key role in

improving the accuracy and resolution of the measured field profile. Usually, the

scatterer should have minimum interaction with a source of radiated fields to be

measured (as small as possible). The dynamic range of the measurement system de-

pends on the minimum and maximum field levels the probe is able to scatter, and the

detection threshold and saturation level of the receiver. Achieving a high dynamic

range necessitates using a larger scatterer at the expense of oscillations in field mea-

surements and deviation from the true field. In general for electrically small probes,

the smaller the dimension of the scatterer the smaller the expected disturbance, but

at the cost of lower sensitivity. Thus, a trade-off between the dynamic range and

sensitivity of the probe has to be made.

In practice, a limited number of antenna types that can perform as an MST probe

consisting of dipoles, loops, horns and microstrip antennas have been reported. The

leading criterion to select the type of antenna is to keep the influence of the probe on

the field to be measured low. The concept of a “minimum scattering antenna” (MSA)

provides us with an appropriate guideline for selecting the scattering antenna. Con-

ceptually, an MSA is invisible to electromagnetic fields when it is left open-circuited

[68, 69] or connected to an appropriate reactive load [70]. The horn and microstrip

antennas do not fulfill MSA requirements due to their bulky physical structures and

large ground plane, respectively. They cause significant structural-mode [69] scat-

tering regardless of antenna termination. The short-dipole (λ < 10) and small-loop

approach the desired MSA behaviour. A dipole probe might be a better choice be-

cause of its simpler structure than the loop. Moreover, a loop probe may measure a

combination of electric and magnetic fields if it is not properly designed [29]. Fig-

ure 3.3 shows a drawing of a short-dipole and a small-loop antenna loaded with ZL.

The scattered fields by the short-dipoles (i.e., ES) and small-loop antennas (i.e., HS)

due to the incident waves (i.e., Einc and Hinc) are also demonstrated in the same

figure. ES = 0 or HS = 0 for the short-dipole or small-loop antenna, respectively, if

they are left open circuit (i.e., ZL = ∞) or loaded with proper reactive load.
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Figure 3.3 Minimum scattering antenna: dipole and loop antennas.

3.2.2 Modulator selection criteria

From the concept of AM-modulation, we can introduce modulation index (m) as

ratio of the crests (1+μ) and troughs (1-μ) of the modulated signal envelop (see

Figure 3.4), where μ is level of AM-modulation [29]. Therefore, “m” can be defined

by Equation 3.1.

m =
crest − trough

crest + trough
(3.1)

Assuming two states of the modulator with load impedance ZON and ZOFF , and

a probe impedance Zp=Zdipole+Zmn, where Zmn stands for the matching network

impedance (It is assumed that this network consists of a series reactance in this
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Figure 3.4 AM-modulation principle.

example but other topologies are of course possible.), the modulation index of the

signal scattered by the probe is given by [29]:

m =
|Zp + ZON | − |Zp + ZOFF |
|Zp + ZON | + |Zp + ZOFF | (3.2)

whereas the ratio of the currents flowing in the probe terminals in both states is given

by:

CR ≡ |ION |
|IOFF | =

|Zp + ZOFF |
|Zp + ZON | (3.3)
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We can thus write:

m =
1 − CR

1 + CR
(3.4)

If a small resonant probe is used, the real and imaginary parts of Zp+Zmn, can be

made very small, and possibly negligible compared to ZON and ZOFF , such that:

m ≈ |ZON | − |ZOFF |
|ZON | + |ZOFF | CR ≈ |ZOFF |

|ZON | (3.5)

The maximum possible magnitude of the modulation index occurs when CR = 0

(m = 1) or CR → ∞ (m = −1).

Ideally, it is desired to maximize |m| in order to have the strongest possible side-

band response for a given level of a measured field. The selected modulated load

should have either |ZON | 
 |ZOFF | or |ZOFF | 
 |ZON |. In other words, input

impedance of the device in the ON and OFF states should differ significantly.

The probe proposed here is based on a photodiode manufactured by Albis R©
(PDCS30T). This device was selected due to its high impedance variation as a func-

tion of input light level at a target test frequency of 2.45 GHz. The input impedance

of the photodiode was measured on a wafer probing station using an Agilent 8510

vector network analyzer (VNA) for different optical power levels (no light, and with

a sweep from -10dBm to 13 dBm) in the 2-3 GHz frequency range. The optical

power in this measurement, was applied to the photodiode via an optical fiber, which

was held above its active area by an accurate x-y positioning device. Before making

the measurement, the VNA was calibrated using SOLT (i.e., Short-Open-Load-Thru)

standard to remove all the errors (i.e., VNA and probes’ errors) up to the tip of the

probes.

Figure 3.5 shows the impedance magnitude, revealing saturation for light power

greater than +6dBm. This level was taken as the optimal point for the design of the

matching network in Section 3.2.4. The impedance of the diode in the ”no-light” or

OFF state and +6dBm or ON state is shown in Figure 3.6. The diode can be modelled

approximately by a series RC circuit, with ROFF = 38.8Ω and COFF = 0.31pF . In

the ON state, a similar model with RON = 15.8Ω and CON = 13.66pF can be

assumed. These models are approximately valid on a narrow frequency band centered

on 2.45GHz. According to Equation 3.3, at 2.45 GHz these measured data lead to

CR = 13.38 (22.dB) and m = −0.86.
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Figure 3.5 Input impedance magnitude of the photodiode.

3.2.3 Selection of OMS probe length

The length of the dipole results from a tradeoff between resolution and sensitivity. The

first MST probe reported by Richmond [33] had a length of 0.31λ (λ is the wavelength

in free space). Liang et al. used a length ranging between 0.05λ-0.3λ in order to make

fine and disturbance-free field maps [59]. Measured electromagnetic fields were also

reported in [57] for operation in the 2-18 GHz band using MST probes that are150

μm, 250 μm, and 350 μm long. A length of 8.3 mm was used by Hygate [32] for

signals below 10 GHz. Nye also used 3 mm and 8 mm MST probes at f=10 GHz to

obtain NF maps of antennas or any passive scatterers [14]. The probe presented here

has a length of λ/12 at a design frequency of 2.45 GHz. The impedance of the printed
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Figure 3.6 Input impedance (normalized to 50 Ω) of the photodiode chip in the 2-
3 GHz range with and without illumination. The measurement results and that
obtained from modelling of the photodiode are compared.

short dipole at this frequency, as obtained by simulations with an ADS-Momentum R©
planar solver from Agilent, is ZP = 1.22 − j412Ω.

In order to ensure that the probe with length of λ/12 not only meets the require-

ments of MSA but also has a negligible influence on the field to be measured, we

look at the measurement mechanism by MST probe using network approach (i.e.,

[V]=[Z][I]) as demonstrated in Figure 3.7. The AUT in this figure acts as a radiat-

ing source and also a collecting antenna (i.e., port #1), and the scatter represents a

measuring probe (i.e., port #2) which is loaded with ZL (e.g., input impedance of

the modulator) [29].

V1 = Z11I1 + Z12I2 (3.6)

V2 = Z21I1 + Z22I2 (3.7)

The induced current on the probe (i.e., I2) yields voltage V2 = −I2ZL across the
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Figure 3.7 Modelling of measurement mechanism using network approach, monostatic
implementation.

terminal. One can obtain 3.8 by solving Equation 3.7 for V1:

V1 =

(
Z11 − Z12Z21

Z22 + ZL

)
I1 (3.8)

It is also assumed that the voltage across terminal #1 in the absence of the scatterer

is given by V 0
1 = Z0

11I1, where Z0
11 is the input impedance of the AUT. Then, by

subtracting it from Equation 3.8, it yields,

V1 − V 0
1 = ΔV1 =

[
(Z11 − Z0

11) −
Z12Z21

Z22 + ZL

]
I1 (3.9)

The Equation 3.9 shows that the measuring probe has two separate effects at the

receiver’s terminal, namely, the effect due to its physical structure (i.e., structural

mode) and its loading (i.e., antenna mode). On the right hand side, the first term

is present even when the probe is left open-circuited (i.e., when ZL → ∞) and it
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Figure 3.8 AUT impedance variation due to the probe’s structural modes, as a func-
tion of the probe’s lenght.

therefore stands for the probe structural mode (i.e, (Z11−Z0
11)I1). The second appears

when the probe loading (i.e., ZL) is finite or zero. In MST-based probes only the

latter term is modulated. The first term is present and varies when the probe is

moved from one measurement point to another but those variations are slow compared

to the rate of modulation. It can thus be assumed that they will not affect the

measurement at the modulation frequency. By considering an open-circuited scatterer

(i.e., ZL → ∞), ΔV1 gives Z11 − Z0
11; this represents the variation of the induced

voltage across the AUT’s terminal compared to the case in absence of the scatterer.

Ideally, it is supposed ΔV1 → 0 for MSA antennas, namely no structural mode

radiation should occur.

Now, in order to investigate whether the chosen length (i.e., λ/12) for the OMS

probe fulfills the requirements of MSA antenna (i.e., reduced structural mode), we

performed a simulation in HFSS, a 3D full wave finite element solver, wherein, a
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planar dipole with the length of L, width of w = 1mm and a gap g = 100μm between

the arms of the dipole were considered. The dipole was positioned in front of the

aperture of the horn antenna used in Section 3.1. Then, the value of Δ =
Z11−Z0

11

Z0
11

versus the length for probe was calculated and plotted in Figure 3.8. The results

show that Δ variation is less than 1% for probes shorter than 0.15λ. Therefore, an

OMS probe consisting of a short dipole with length of λ/12 can be considered as a

good MSA when it is used to characterize this horn antenna. The derivation shown

here highlights the fact that MSA operation depends on Z11 of the AUT and not only

the characteristics of the NF probe.

3.2.4 Matching network design

As shown in [29], scattering by the probe can be increased by adding an inductive

reactance in series with a capacitive short-dipole (i.e., Zp = Zdipole + jωL) so that

a resonance occurs in one of the two states. The inductance value should be chosen

such that the numerator or the denominator in Equation 3.3 is minimized, leading

to an increased modulation index. This effect, however, is frequency selective. The

implementation of the inductive load between the photodiode and the short-dipole is

illustrated in Figure 3.9. A simple planar spiral inductor is used and a wire bond is

made between the photodiode and the central landing pad. It is also connected to

the OMS probe antenna terminal from its rear. The symmetry of the OMS probe

before adding the spiral inductor is maintained by splitting the spiral inductance into

two and putting one at each terminal of the balanced dipole.

The value of the inductance should make the loaded short dipole resonant when

the light is ON (denominator of Equation 3.3 minimized) and increase its impedance

when the light is OFF. To find the optimum inductance value, we tried to maximize

CR. The measured input impedance values of the photodiode in both states were

used (see Figure 3.5). Figure 3.10 represents CR versus inductance. The inductance

of 25 nH associated with the peak in the curve is referred to as the optimal point

of the matching network and it can be seen that the maximum CR is close to the

estimated value 22.5 dB. The minimum of CR near L = 42nH also leads to a local

maximum of |m| but it is not as high.

The OMS probe scattering properties (i.e., modulation depth) can be improved
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Figure 3.9 Matching network for the proposed OMS probe (d=0.99 mm, s=63.5 μm
and w=50.8 μm. Dipole length: 1 cm. Drawing is not to scale.

by adding an inductive reactance in series with the capacitive short-dipole, however

it creates a resonance in one of the two states. This will be discussed in Section 3.2.4.

The schematic of the OMS probe implementation incorporating the inductive load

between the photodiode and the short-dipole is illustrated in Figure 3.9.

Matching network impact on the OMS probe performance

The impact of the matching network on the probe performance is presented here.

The difference between the scattered field when the dipole is in ON and OFF states

(i.e. ZOFF = 38.8 − j206.2 and ZON = 15.9 − j4.8) was calculated versus frequency

for two cases: with and without considering a matching network in an OMS probe

structure. To do this, a method of moment code was developed to calculate the

differences within the 1-4 GHz frequency range.

In this model, the scattered field was calculated 1 cm away from the dipole when

a uniform plane wave illumination is considered. The results shown in Figure 3.11

exhibits a significant improvement of about 23 dB in scattered field by an OMS



44

Figure 3.10 Current ratio versus the inductance value used for matching.

probe when a matching network is added. As a consequence, the sensitivity of the

OMS probe will significantly improve. The high and low peaks on the solid curve

correspond to resonances that occur in the ON and OFF states of the OMS probe.

In order to show that, the equivalent circuit of the OMS probe shown in Figure 3.12

was considered. Then, we tried to predict the resonance frequencies of the probe in

the ON and OFF states.

ON and OFF state resonance frequencies

Let us assume that the input impedance of the photodiode in ON and OFF states are

given by ZON = Rp(ON)+1/jωCp(ON) and ZOFF = Rp(OFF )+1/jωCp(OFF ), that

the dipole and matching network is given by Zdipole = Rd+1/jωCd and Zmn = 2jωL1.

Since, the imaginary part of the dipole input impedance is much greater than the real

part (i.e., Rd � 1/jωCd), it can be assumed that Zdipole ≈ 1/jωCd. In addition,

by considering only the imaginary part of the photodiode’s input impedance, the
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Figure 3.11 Frequency response of an OMS probe: Solid line probe with matching
network and dashed line probe without matching network.

equivalent circuit forms a series LC circuit whose resonance frequency is calculated

approximately using f0 = 1/
√

LC. The calculation of f0 showed that the resonance

frequencies of the OMS probe in ON and OFF states are 2.59 GHz and 3.14 GHz

respectively, which correspond to the peak of the curves in Figure 3.11, however, a

frequency shift (∼ 200MHz) for both frequencies is seen. We also simulated the

circuit shown in Figure 3.12 (i.e., equivalent circuit for the OMS probe) using Ad-

vance Design System (ADS) simulator to ensure the accuracy of the calculated f0s

based on our simplifications. In this simulation, the current induced on the dipole

was estimated versus frequency for both ON and OFF states. Figure 3.13 shows two

resonance frequencies corresponding to ON and OFF states, confirming the calcula-

tion results. As it can be seen, the curves’ resonances occur close to the frequencies

which were calculated above.



46

Figure 3.12 Schematic depicting the equivalent circuit of the OMS probe, wherein
Rd = 1.22 Ω, Cd = 0.15 pF , Rp(ON) = 15.85 Ω, Cp(ON) = 13.65 pF , Rp(OFF ) =
38.78 Ω, Cp(OFF ) = 0.31 pF and L1 = L2 = 12.7 nH.

3.3 OMS probe fabrication

The OMS probe is fabricated on a thin ceramic substrate (alumina) with a thickness

of 10 mil, a relative permittivity of 10.2 and tanδ = 0.004. An optical fiber is coupled

to the active surface of the photodiode using a precision positioning system and by

monitoring the output DC current while light is applied in the fiber. Finally, the

fiber is permanently fixed by pouring epoxy glue when in the position corresponding

to the current peak. In addition, in order to prevent any damage to the coupling by

mishandling the probe, a strain relief structure made of a low permittivity material

( εr ≈ 2.7) is added. Figure 3.14 shows the photograph of the completed probe

assembly. The dipole length and width are 10 mm and 1 mm respectively, whereas

the dimensions of the ceramic substrate are 7 mm and 15 mm. Each of the spiral

inductors occupies an area of 0.99 mm by 0.99 mm. The photodiode area is 500

μm2. Wire-bonding provides the electrical contacts between the photodiode and the

inductor terminals on the substrate (no ground plane).

3.4 Validating the fabrication process

Once the OMS probe was fabricated including fiber coupling, it is necessary to verify

whether the probe operates at the optimum frequency at which it was designed ( see
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Figure 3.13 Magnitude of the induced current on the OMS probe antenna (i.e., dipole)
as a function of frequency in ON and OFF states.

Section 3.2.2). Assuming that the photodiode is saturated when the optical power

reaches +6 dBm (see Figure 3.5), it is implied that beyond this limit the photodiode

will not be able to modulate more fields if the applied optical power is increased.

To do this, the OMS probe was exposed to a constant power electric field (e.g., near

a horn antenna or microstrip transmission line) at 2.45 GHz. Then, the modulated

optical power applied to the probe was swept from -10 dBm to 13 dBm while recording

the generated sidebands power level, reflected at the port of the horn with a spectrum

analyzer. Figure 3.15 represents the results obtained by this experiment. The results

shows that the sidebands level (normalized to its maximum) increases linearly with

the optical power when it is smaller than +6 dBm. Beyond this limit as presumed,

the probe is not able to scatter more fields. This test not only confirms that the probe

is operating at a desired working point, it also shows the quality of fiber/photodiode

coupling.
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Figure 3.14 Photograph of the implemented OMS probe.

Loop antenna: not a precision MST probe

The major drawback associated with using a small-loop in an MST probe is the

potential of the loop to pick up both magnetic and electric fields simultaneously

[29, 71]. This means that the results are the combination of the two fields (i.e.,

magnetic and electric) with an unknown contribution from each. Thus extracting

the desired magnetic field [29] is not possible or else is very complicated. As a

consequence, the field measurement with this type of probe will not be accurate

compared to that of short-dipole MST probe.

In [29], it is explained how to approximately calculate the percentage of magnetic

and electric modulations by means of a loop MST probe. The variables mE and mH

are denoted for the electric and magnetic fields modulation level and calculated using

Equations 8.41 and 8.42 in [29]. The derivation of the formulas for calculating mE

and mB is discussed extensively in [29].

The results of an mE and mB variation for an MST loop probe are shown in Figure

3.16. In this calculation, the width of the small-loop MST probe is kept constant

(i.e., W∝ 0.041λ) while the length of the probe (L) changes from 0.05 − 0.5λ. This

MST probe consists of two modulating loads (i.e., PDCS30T photodiodes used in the

preceding sections). It is worth mentioning that using two photodiodes can improve

the ratio of mB

mE
by making the loop symmetric. The results shown in Figure 3.17
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to the OMS probe.

clearly exhibit the susceptibility of the loop MST probe to picking up both fields,

except where the length of the probe is ∼ 0.17λ where almost not magnetic field is

picked up. The results also reveal that by choosing a value for the length of the probe

less than about 0.1λ may guarantee acceptable performance from a small-loop as a

magnetic MST probe.

It can be concluded that a small-loop MST probe is strongly susceptible to mea-

suring both magnetic and electric fields simultaneously, which is not desirable. Thus,

it is not recommended to use a small-loop in building an MST probe. Moreover,

we need two photodiodes and two fibers in construction of a small-loop MST probe,

which may not be cost-effective
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Figure 3.16 Schematic of a symmetric MST loop probe.

3.5 Omni directional and cross-polarization char-

acterization

3.5.1 Omni directional

Simulation

A desirable feature for a near-field probe is to be able to measure a field component,

in this case the component of the E-field parallel to the dipole, independently from

the direction of arrival of the incoming wave(s). For a thin-wire dipole, rotational

symmetry of the response about the dipole axis is expected. However, the presence

of a substrate, the flat strip geometry of the dipole and the presence of the dielectric

support structure break the symmetry. A detailed model of the probe including

these elements was simulated with Ansoft-HFSS R© as shown in Figure 3.18. In these



51

Figure 3.17 The estimation of the magnetic and electric fields’ modulation depth by
a loop MST probe.

simulations, the probe is on the z-axis and centered at the origin. A near-field plot

of Ez and Eφ on a 36 mm circle and in plane z = 0 are shown in Figure 3.19. The

probe operates as a transmit antenna but the response in the receive mode are the

same due to reciprocity. The results show a fluctuation of less than 0.45 dB of the

desired Ez component, and very low level of cross-polarization.

Measurement

Rotational symmetry of the response was also studied experimentally with the setup

shown in Figure 3.20. In this case, the probe operates in the receiving mode and it is

located near the aperture of a horn antenna. The experiment was done by rotating the

OMS probe about its axis while recording the sidebands’ power levels on a spectrum

analyzer.
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Figure 3.18 Schematic of the OMS probe when investigated for omnidirectivity chara-
teristic.

The measured pattern at distance of 12.2 cm ( one free-space wavelength) shown

in Figure 3.21 exhibits a fluctuation of about 0.6 dB. The figure also shows simulation

results obtained with HFSS. In this case, the magnitude of the difference between the

horn’s S11 parameter, in absence and presence of the rotated probe, is plotted. The

experimental and simulated curves were normalized to make the comparison easier.

In the simulation results, the effect of the dielectric substrate and support structure

is barely perceptible. On the contrary, the experimental curve does not exhibit such

a good rotational symmetry, as a difference of 0.6 dB can be observed between the

maximum and minimum values. It is believed that this fluctuation might be due to

mutual interactions between the probe rotation fixture and the horn antenna, that

were not taken into account in the simulations.
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Figure 3.19 Co- (Ez) (solid line) and Cross-polarization (Eφ) (dashed line) radiation
of the OMS probe in the H-plane at a distance of 36 mm from the probe axis, as
predicted by HFSS (the data is normalized with respect to the maximum value of
Ez).

3.5.2 Cross polarization

The cross-polarization rejection ratio of the probe was studied theoretically and ex-

perimentally.

Simulation

As can be seen in Figure 3.22, Eφ is considered the cross-polarization of the OMS

probe. Using the simulation data obtained for Ex and Ey in Section 3.5.1, the cross-

polarization of the OMS probe was calculated using Equation 3.10.

Eφ = −Ex sin(φ) + Ey cos(φ) (3.10)

HFSS simulations predicts a cross-polarization rejection of more than 55 dB (Eφ) for

the OMS probe.
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Figure 3.20 The setup for checking the omnidirectivity performance of an OMS probe.

Measurement

To verify this result experimentally, the coupling between two identical open-ended

WR-284 rectangular waveguides that face each other (Figure 3.23) was measured.

Although rectangular waveguides already have very good on-axis cross-polarization

rejection, it was further improved by inserting a grid of parallel metal-strips (3 strips

per cm) printed on a thin polyimide substrate (thickness of 5 mil and a relative

permittivity of 3.2). These polarizers were mounted on the apertures of the transmit

and receive waveguides. The strips, illustrated on the Tx antenna in Figure 3.23,

are oriented perpendicular to the radiated field. The Tx waveguide did not show

significant change of the return-loss after adding the sheets. In the experiment, the

apertures were aligned and set one wavelength apart from each other. Then, the OMS

probe was mounted on a fixture made of foam transparent to microwaves (εr ≈1) and

was inserted between the waveguides’ aperture as illustrated in Figure 3.23. The

setup operated in a bistatic mode, i.e. the sidebands generated by the OMS probe

were measured at the output port of the receive waveguide. Measurements were made

with the receive waveguide rotated about its axis by 0 and 90 degrees; the level of the
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Figure 3.21 Measured radiation pattern in the probe H-plane at a distance of one
wavelength from the illuminating waveguide (magnitude in dB).

sidebands introduced by the probe changed by 60.55 dB. This should be considered

as a lower bound on the probe-induced cross-polarization, as the rejection of the

polarizers is not infinite in practice.

3.6 OMS probe frequency response

The frequency response of the probe was investigated experimentally and compared

with simulation results obtained in Section 3.2.4.

In these tests, a monostatic scheme is used with the probe inserted in a rectangular

WR-284 rectangular waveguide and aligned with the main component of the E-field.

With the probe in the OFF state, the waveguide was connected to a calibrated vector
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Figure 3.22 Schematic for calculating cross-pol. radiation of the OMS probe.

network analyzer through a 3-stub tuner that was adjusted to give the minimum

possible reflection coefficient (less than -65 dB) over the tested frequency band. Then,

an optical power level of +6 dBm was applied to put the probe in the ON state.

The difference between the complex reflection coefficient in both states was then

normalized to have the maximum at 0 dB. The results displayed in Figure 3.24 show

to peaks. It is believed that they are due to the different resonance frequencies of

Zp +ZON and Zp +ZOFF . In fact, if a simple capacitor model is assumed for the short

dipole in free-space, resonance frequencies of 2.53 GHz and 3.09 GHz can be calculated

for the ON and OFF states respectively. Results from a simulation done with the

thin-wire method of moment are also shown in the figure. In the simulation, the probe

is illuminated with a uniform plane wave in free space. This shows the normalized

difference between the squared scattered field taken 1 cm away form the dipole in the

two states. The results also exhibit a double peak response. In the measurement,

the resonance observed in the waveguide are shifted to lower frequencies. This shift

is thought to be due to imperfections in the construction and uncertainty in the
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Figure 3.23 Setup to measure co-to-cross polarization rejection of the OMS probe
(only one of the polarizer sheets is shown for clarity).

substrate’s constitutive material parameters. Furthermore, the value of Zp in free-

space is not the same as in the waveguide where the dipole is interacting with the

metallic walls. Finally, as these reflection differences are obtained by subtracting very

similar measured values, the results are susceptible to measurement and simulation

inaccuracies. Both curves exhibits a maximum sensitivity near the design frequency of

2.45 GHz. Finally, the waveguide measurement process described above was simulated

in HFSS. The reflection coefficient difference shown in Figure 3.24 exhibits peaks near

2.7 GHz and 3 GHz. It should be noted that this curve is derived from differences

between S11 values with a variation smaller than 5 × 10−5 in magnitude. Therefore,

the frequency shift compared to the other two curves may be partly due to simulation

inaccuracies.

3.7 The NF imager microwave and optical

circuitries

This section describes the implementation of the microwave electronic, and optical

circuitries necessary to transmit/receive and process the scattered fields by an OMS

probe in the NF imager. The schematic depicted in Figure 3.25 demonstrates the

imager circuitries, including the other existing parts in the imager that will not be
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Figure 3.24 Difference of frequency response for the OMS probe in ON and OFF
states: solid line is the measured reflection coefficient; dashed line is the simulated
scattered field; dotted line is simulated reflection coefficient.

discussed in detail. The microwave part consists of an RF source, an active circuit

equivalent to a conventional I-Q demodulator and a carrier canceller circuit. Base-

band analog and digital parts include a lock-in amplifier (LIA), SR830, manufactured

by Stanford Research Systems, which provides signal vector measurement (magnitude

and phase), a current driver exciting and controlling a laser diode, and a digital con-

troller that generates the lock-in signal required by an LIA and also that addresses

the RF SPDT switch. This controller also sends commands to a laser diode illuminat-

ing the OMS probe and modulating it. The whole setup is controlled by a computer

software developed using LabView.

3.7.1 NF imager microwave circuitry

Proposed I-Q demodulator

In homodyne detector, the received (i.e., modulated) signals generated by the OMS

probe, are down-converted to IF signals (i.e., fIF = ωIF /2π) using an I-Q demod-

ulator, demonstrated in Figure 2.7. The I-Q demodulator applies two in-phase and
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Figure 3.25 Schematic of the developed microwave circuitry.

quadrature (i.e., π/2 out-phase) reference signals to the mixers at carrier frequency

(i.e., f = ω/2π) for generating I and Q signals. These signals are then used by lock-in

amplifier (LIA) to make magnitude and phase measurement of the modulated signals.

In the following, we develop a set of formulas to show how I and Q signals are related

to magnitude and phase of the received signal and consequently, that of the scattered

fields. For a generalized equations to obtain I an Q signals in homodyne detectors,

one can see Annex B [24].
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Figure 3.26 Schematic of the circuit used for down-converting the scattered signal.

In-phase down-converting

Let us assume that vLO = C cos(ωt) and that the signals to be measured are given

by Equation 3.11.

vRF = A cos(ωt + φ0) + B cos(ω1t + φ0) + B cos(ω2t + φ0) (3.11)

where, ω1 = ω + ωIF , ω2 = ω − ωIF and a fixed position in space is assumed for

the probe. Also, φ0 is an arbitrary phase offset in Equation 3.11. As the first step

to obtain magnitude and phase of the RF signal, it is required to perform a down-

convertion of the received signal by multiplying it with vLO in a mixer (see Figure 3.26,

which yields vIF ),

vLO × vRF = AC cos(ωt) cos(ωt + φ0)

+ BC cos(ωt) cos(ω1t + φ0) (3.12)

+ BC cos(ωt) cos(ω2t + φ0)
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Figure 3.27 Schematic of the proposed circuit for I-Q demodulator using a mixer.

using cos(x).cos(y) = 1
2
[cos(x+y)+cos(x−y)], vIF can be simplified to Equation 3.13.

vIF =
AC

2
[cos(2ωt + φ0) + cos(φ0)]

+
BC

2
[cos((ω + ω1)t + φ0) + cos((ω − ω1)t − φ0)] (3.13)

+
BC

2
[cos((ω + ω2)t + φ0) + cos((ω − ω2)t − φ0)]

In Equation 3.13, ω + ω1 = 2ω + ωIF , ω + ω1 = 2ω + ωIF , ω − ω1 = ωIF and

ω − ω2 = +ωIF . As can be seen, Equation 3.13 shows that vIF not only has low-

frequency components (IF signals) but also DC and higher harmonics of the carrier

signal. Finally, vIF can be rewritten in terms of ωIF (Equation 3.14).

vIF =
AC

2
[cos(2ωt + φ0) + cos(φ0)]

+
BC

2
[cos((2ω + ωIF )t + φ0) + cos((ωIF )t + φ0)] (3.14)

+
BC

2
[cos((2ω − ωIF )t + φ0) + cos((ωIF )t − φ0)]
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After filtering to keep only the IF component, vIF becomes:

vIF =
BC

2
[cos(ωIF t + φ0) + cos(ωIF t − φ0)] (3.15)

After simplifying Equation 3.15, vIF (i.e., vIF (I) or I signal) is given by Equation 3.16.

This equation contains information on magnitude (i.e., B) and phase (i.e., φ0) of the

RF signal (i.e., sideband), however, they can not be extracted using only this equation.

vIF (I) = BC cos(ωIF t) cos(φ0) (3.16)

Quadrature down-converting

Similar to vIF (I), we can obtain vIF (Q) (or Q signal) by following the same procedure

as vIF (I). The only difference in the calculation of vIF (Q) is that vLO = Ccos(ωt −
π/2) used.

vIF (Q) = BC cos(ωIF t) sin(φ0) (3.17)

Once, I (i.e, vIF (I)) and Q (i.e, vIF (Q)) were obtained, we can use them to calcu-

late magnitude and phase of the received signal using Equation 3.18. For simplifying

the equation, the magnitude of vLO is assumed unity (i.e., C = 1).

B =
√

vIF (I)2 + vIF (Q)2 (3.18)

φ0 = tan−1vIF (Q)

vIF (I)

In practice, in order to generate I and Q signals, an active circuit equivalent to con-

ventional I-Q demodulator with low conversion loss was proposed and implemented.

This circuit consists of only a diode mixer, an RF SPDT switch and a 90-degree

hybrid coupler. The switch selects between the I or Q component of the scattered

field. In Figure 3.27 the microwave circuitry of the proposed I-Q demodulator is

demonstrated.

Carrier Cancellation Circuit

Due to the inherent nonlinear operation of the mixer, this component is subject

to saturation in case of high-level signals, which limits the dynamic range of the
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proposed system. The strongest signal incident on the receiver is the carrier. This

signal conveys no information on the measured E-field.

Chapter 5 will address an automated technique to suppress the carrier signal

continuously at the receiver front-end while leaving the sidebands carrying the infor-

mation of interest intact. Such cancellation maintains the imager in a linear operating

zone, and prevents it from saturation. Keeping the carrier level lower than an allowed

upper limit enables us to amplify I and Q and to avoid working close to the noise

floor of the LIA. Consequently, the imager can achieve a larger dynamic range.

3.7.2 Modulated laser diode

In practice, in order to send a modulation signal to the OMS probe it is necessary

to use a controlled laser diode. We designed a digital controller to provide proper

signalling to the probe. The controller also produces a reference signal used by the

LIA. The stability of this reference signal was assured by using an 8 MHz crystal that

prevented phase jitter in the measured data. This controller is driven by a software

developed in LabView.

Laser diode driver- current controller

The optical output of the laser diode is directly set by the current flowing through its

junction. Having a constant optical output necessitates enforcing a constant current

to compensate for room temperature, voltage instability, laser diode self-warm up and

other factors. In order to mitigate these factors, a current driver was designed and

implemented, by using a chip (i.e., IC-WJZ) manufactured by iC-Haus R©. It uses

the feedback current from the built-in monitoring diode in the laser to adjust input

current. The current driver, which is actually a closed loop controller, maintains the

input current of the laser diode at a set point, resulting in constant optical output.

Figure 3.28 shows the schematic of a current driver used for driving the laser diode.

The laser diode is set to generate +6 dBm of optical power, illuminating the OMS

probe [72]. To do this, the value of the feedback resistor Rf is set to approximately

12 Ω.
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Figure 3.28 Schematic showing a laser diode and its driver.

3.8 Linearity and dynamic range tests

Before validating the accuracy of the measurements, the linearity of the receiver sys-

tem consisting of the demodulator and the LIA must be ensured. Dynamic range and

maximum sensitivity are other important aspects to be investigated when qualifying

the developed NF setup.

To test the linearity of the system, measurements were taken at different power

levels. To simulate practical power conditions, a controlled attenuator (11-bit) with

an attenuation range of ∼80 dB and an accuracy of 0.04 dB was used. First, the

attenuator was characterized using a well-calibrated vector network analyzer (VNA).

The attenuator was then inserted in the measurement system, before the receiver,

and a swept-attenuation measurement was taken by applying the same attenuation
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sequence.

The measured attenuation, shown in Figure 3.29, is almost linear over a range

of 60 dB. The LIA measurement shows a noise-interference floor at -60dB. This is

attributed to cross-talk within the measurement chain due to the finite RF -LO iso-

lation. For a given test configuration, this parasitic coupling has a fixed magnitude

and phase and thus it can be compensated through proper calibration.

The complex interfering signal is simply obtained by measuring with the maxi-

mum attenuation and then averaging the I and Q signals over a long period. These

average values are then subtracted from the measurements. The result is illustrated

in Figure 3.29 where a gain of about 10 dB in the linearity range can be seen in

the compensated case. However, measurements are still affected by noise at very low

power, which limits the dynamic range of the system to about 70 dB. Figure 3.29

does not exhibit nonlinear saturation effects for high power levels; it is simply due to

power limitations of the generator. It can thus be expected that the actual dynamic

range of the system exceeds 70 dB.

3.9 OMS probe results validation

3.9.1 Monostatic configuration

In order to verify the performance of the developed OMS- probe, it was set to measure

the electric field distribution of a 50 Ω microstrip transmission line in monostatic

mode, where the measured signal is proportional to square of electric field (v ∝ E2).

The transmission line was fabricated on a Rogers R© substrate (RO3035) with a relative

permittivity of 3.8 and a thickness of 60 mil (Figure 3.30). The rapidly varying fields

near the line are highly suitable to assess the resolution and the dynamic range. In

this measurement, the probe is scanned across the microstrip line at a height of 3

mm above it, and measures the transverse electric field distribution along x (i.e., Ex)

(Figure 3.30). The transmission line was terminated with a matched load.

To validate the measurement results, we also included the field distribution of the

transmission line predicted by HFSS R© (Figure 3.31).The results obtained from simu-

lation needs to be post-processed to take into account the effect the finite length of the

measuring probe (see Figure 3.32). This topic will be discussed later in Section 3.9.1.
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Taking the square root: sign ambiguity removal

When the NF imager operates in monostatic mode, the measured signals are subject

to taking the square root to obtain the electric field (E ∝ √
v). As discussed in

Section 2.4.1, the square root of a complex signal v = XI + jXQ has two answers

and it is necessary to pick the proper one. The procedure might be straightforward

when the electric fields take nonzero values. So, one needs to ensure continuity of the

phase distribution in the whole data. In contrast, sign retrieval will not be an easy

task if at some locations nulls occur (i.e., E = 0). In these cases, no clear method

has been addressed to choose the sign of the points correctly. However, a technique

in [44] was reported for some particular cases.

For example, in the case of a microstrip line when the transverse electric fields are

measured (Ex in Figure 3.30), there is a null on the top of the strip. Thus, choosing

the sign of the electric field on the other side is impossible without a prior knowledge.

Here, it is assumed that when a contour with zero E field is crossed, the phase changes

by π.



67

Figure 3.29 Linearity of the developed NF imager
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Figure 3.30 Schematic of the probe and microstrip transmission line under test.
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Figure 3.31 Measurement result (magnitude and phase) of electric field (Ex) at h
=3mm.
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Probe correction

To take into account the effect of the length of the OMS probe, we used the induced

e.m.f method for calculating the induced voltage across the probe’s terminal gener-

ated by an incident E-field (see Figure 3.33). In this method, we need to show the

current distribution (J) on the probe when it is radiating, i.e., acting as a transmitting

antenna. Since the length of the probe is shorter than 0.1λ, one can approximately

assume that J has triangular current distribution (see I2(z) in Equation 3.19), as

shown in Figure 3.33 by the dashed line.

Jprobe = Jprobe(0)

[
1 − 2|z|

L

]
uz (3.19)

Then the field-current convolution was calculated for every point using Equation 3.20

(see Figure 3.34) based on the E field obtained with the HFSS simulation (the Ez

component is shown in Figure 3.31).

Vprobe = − 1

Jprobe(0)

∫
L

Ēi.uzJ(z)dl (3.20)

The simulations, after applying convolution, probe correction, and measurements are

in very good agreement with each other in magnitude and in phase plots, which

proves the excellent performance of the probe. Within the ±15 mm interval, the

average difference between the simulated (with probe correction) and measured fields

was 6.4% in magnitude and 3.2 degrees in phase. It is noteworthy to mention that

the probe correction does not alter phase information and in order to distinguish

simulated curves, we plotted one of them with a 20-degree offset.

When a matched load is used to terminate the microstrip line, the reflection of

the carrier signal at the end of the line is minimized, which leads to a reduced carrier-

to-sideband ratio in the receiver. In our measurements, when the probe was on one

of the peaks visible in Figure 3.31, this ratio was 46 dB. We repeated this test with

a short circuit termination. The x coordinate of the the probe stayed the same and

then the probe was moved in the z direction to find the minimums and maximums

of the standing wave pattern. The carrier-to-sideband ratio increased to 60 dB on a

maximum and to 93 dB on a minimum. This made it clear that without modulation,

characterization of the transmission line fields with a monostatic setup would be

highly susceptible to isolation problems.
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Figure 3.32 Schematic showing the effect of a probe lenght on the field to be measured.

3.9.2 Bistatic configuration

The electric field distribution of the same microstrip transmission line used in Sec-

tion 3.9.1 was also measured when the NF imager operated in bistatic mode. In this

mode, the imager requires an auxiliary antenna to receive the scattered fields and

transfer voltages to the measuring instruments (Figure 3.35), while, there is no need

for any couplers or circulators in the imager.

It is demonstrated in Figure 3.35 that S21, coupling between the DUT and mea-

suring probe, measurement will be the field distribution of the transmission line under

test. However, the measuring probe scatters the fields toward the collecting antenna,

that coupling between them is shown by S32. Therefore, the measurement results will

include not only the field distribution of the transmission line but also the coupling

between the measuring probe and the receiving antenna (v ∝ S21.S32). By com-
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Figure 3.33 Geometry for calculating the induced current on the OMS probe.

pensating the outcome results for the radiation pattern of the receiving antenna i.e.,

accounting for the change of S32 due to the displacement of the probe, the electric

field distribution of the transmission line will be obtained.

To overcome the issue mentioned above, the OMS probe and the receiver-antenna,

demonstrated in Figure 3.35, were moved to together. By doing this, S32 which is

the coupling between the probe and antenna, should be independent of the probe

position and there is no need to compensate the measured field for radiation pattern

of the receiving antenna. Such assumption (i.e., unchanged S32) is only true if the

presence of the DUT has a negligible effect on the coupling between the probe and

receiving antenna.

In order to investigate the accuracy of the bistatic setup, it was set to measure the

field distribution of a DUT (i.e., 50-Ω microstrip line) and the results were compared
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Figure 3.34 The calculated current distribution on the OMS probe’s dipole antenna.

with that of the monostatic setup. Figure 3.36 shows the magnitude and phase of the

transmission line measured in bistatic mode. The fields have a better dynamic range

than its monostatic counterpart by about >20 dB. Phase measurement in the bistatic

mode shows a deviation from the monostatic ones, that may be due to interaction

between the receiving antenna and the DUT. The compensation for these interactions

will be discussed in Chapter 4. By increasing the coupling between the probe and

auxiliary antenna by locating it closer, the dynamic range can be improved at the

expense of multiple reflections between the DUT and antenna. Thus, a trade-off

between the dynamic range and accuracy of the results has to be made.

3.10 Sensitivity

The sensitivity of the measurement system is dependent on the modulation index of

the loaded probe, but also on the sensitivity and noise floor of the receiving equipment

measuring the sideband signal. The magnitude of this signal is proportional to Δρ

the difference in the AUT reflection coefficient in the ON and OFF states. It can be

proved that for a monostatic test configuration this difference is proportional to S2
21
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Figure 3.35 Schematic of a microstrip transmission line under test in bistatic mode.

(Equation 3.21), where S21 represents coupling between the DUT and probe ports

(Figure 3.37).

Δρ ∝ S2
21 → Δρ = K1S

2
21 (3.21)

Furthermore, we also have that the field incident on the probe is proportional to S21

as shown by Equation 3.22.

E ∝ S21 → E = K2S21 (3.22)

Using Equations 3.21 and 3.22, we can obtain:

E = K
Δρ

S21

(3.23)

The sensitivity of the system can be given in terms of minimum possible reflection

coefficient that can be accurately measured, namely Δρmin. Consequently, the sensi-
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tivity of the system is simply given by

Emin = |K Δρmin

S21

| (3.24)

where K = K2/K1 is a constant. The field sensitivity will therefore depend on the

DUT. For a radiation structure, we expect a higher value of S21 and therefore a better

sensitivity, than for a guiding structure such as a microstrip line. To illustrate this,

we have estimated the sensitivity for two DUTs: the horn used in Section 3.1 and the

microstrip line terminated with a matched loaded presented here. By simulation, we

obtained the field incident on the probe for an incident input power of 1 watt at the

DUT’s input port. The same configuration was then repeated experimentally, that is

to say with the probe located at the same point as in the simulations. With the probe

in this fixed position to keep S21 constant, the incident power was reduced with an

attenuator until the receiver’s noise floor was reached. The field sensitivity was then

obtained by scaling the E-field value obtained in simulations by the square root of the

threshold power level (in watts) obtained experimentally. In the case where the probe

was in the aperture of the horn (large S21), the sensitivity was 0.037 V/m. When it was

at a height of 3 mm above the microstrip line (small S21), the sensitivity degraded

to reach 54.3 V/m. This large difference illustrates a weakness of the monostatic

configuration for characterizing non-radiating structures. We nevertheless used the

microstrip line in our validation tests because it has steep field variations. This allows

better observation of the probe’s spatial resolution.

3.11 Applications of NF imager

As an example and in order to show the performance of the developed imager, the

E-field distribution above a bandpass filter was scanned and presented in this sec-

tion. The design and implementation of this filter were addressed in [73] for wireless

applications. Figure 3.38 demonstrates the filter under test, which is passband at

2.45 GHz. The field distribution of the filter was measured and both the magnitude

and phase of E-fields are presented in Figure 3.39. A dynamic range of ∼70 dB can

be obtained for the NF imager operating in bistatic mode. The phase information

shown in Figure 3.39, illustrates a 180-degree phase change of the electric field on

both sides of the slots. It also shows a zero-crossing line of the CPW line, which is a
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little inclined due to misalignment of the positioning system and the filter under test.

3.12 Conclusions

An accurate, high-sensitivity, frequency selective near-field probe using a modulated

scatterer technique has been designed and practically realized. The use of an optical

modulation guarantees almost perturbation-free measurement due to the invisibility

of the optical fiber to the radio frequency electromagnetic radiation. The omnidirec-

tivity and cross-polarization rejection performances of the OMS probe were studied

as well. In the omnidirectivity test, the probe showed an absolute deviation of about

±0.3 dB with respect to an unidirectional response. The co-to-cross polarization ratio

was measured and found to be better than 60 dB. The frequency response of the probe

was studied theoretically and experimentally in order to qualify the performance of

the matching network and to assess its impact on the frequency response of the OMS

probe. The performance of the probe was validated by measuring the near field dis-

tribution of a 50-Ω microstrip transmission line. The measurements were compared

with results of simulations using HFSS R©. Measurement and simulation results are

in very good agreement over a 26 dB and 40dB for monostatic and bistatic modes.

The probe presented in this chapter was originally designed for use in a breast

tumour imaging system. This is why it was optimized for operation in an ISM band

(i.e., at 2.45 GHz). This is also a frequency at which there is a high contrast between

healthy and malignant breast tissue. However, the proposed design is not limited to

this frequency. Other measurements (not shown here) have shown that the ratio ZON

ZOFF

of the unbiased photodiode is high, over 1-4 GHz frequency band, which indicates that

the frequency bandwidth of the probe would be determined by the capacity to achieve

broadband impedance tuning over this band.
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(a)

(b)

Figure 3.36 Comparison between the measurement results (magnitude and phase)
obtained using the OMS probe when the NF imager is operating in monostatic and
bistatic modes. (a) magnitude and (b) phase.
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Figure 3.39 Measured E-field (i.e., Ex) distribution of the filter under test at the
height of 3 mm above it; (a) Magnitude and (b) phase.
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Chapter 4

Optically Modulated Scatterer

(OMS) Probes Array: Improving

Measurement Speed in an NF

Imager

The planar NF imager equipped with an isolated OMS probe, which was discussed in

Chapter 3, mainly suffers from long measurement time due to the mechanical trans-

lation of the OMS probe within the region where the NF measurement in required.

Also, the supports, holders and actuators of the positioning system can perturb the

field.

To overcome time-consuming measurement, the use of an array of OMS probes

was suggested. The probes can be arranged into 1D (i.e. linear), 2D (i.e. planar) and

even circular and radial arrangements (see Section 2.6.1). From a practical point of

view, some arrangements are complicated and also costly to implement.

In this chapter, a linear array of precision and sensitive OMS probes to increase

the measurement speed of the NF imager is proposed. Characterization of the array

due to phenomena such as mutual coupling and shadowing will be discussed. Finally,

the results of an OMS probe array will be investigated by comparing them with a

known field distribution (e.g., simulations).

4.1 OMS probe array

A linear array of the OMS probes discussed in Chapter 3 is presented. The probes are

laid in parallel along a line perpendicular to the probes’ axes (see Figure 4.1). The

array is moved mechanically along one direction, while being moved electronically (as

well as mechanically if finer measurement resolution is required) in the orthogonal
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direction so as to scan a 2D grid. Thus, this arrangement reduces mechanical move-

ment in only one direction. The number of movements by the array is reduced by a

factor equal to the number of probes.

4.1.1 Calculation of measurement duration by an NF imager:

linear array configuration

It is shown in [47] that not only the probe translations by the positioning system

but also the switching time between the probes remarkably slow down the total mea-

surement speed of the NF imager. Thus, to achieve a very fast measurement, it is

necessary to pay attention to both aspects simultaneously.

To theoretically estimate the measurement duration using a linear array (see Fig-

ure 4.1), parameters such as mechanical delays, switching time, system were consid-

ered in developing an explicit formula (i.e., Equation 4.1) that estimates accurately

the measurement duration (i.e., Ttotal). Detailed discussion in developing the formula

is available in Annex A.

In Equation 4.1, Ttotal represents the measurement duration taken by the array to

scan a 2D grid.

Ttotal = Nytaux + (Ny − 1)(tmovy + ts) (4.1)

where, Nx and Ny are the number of points in x and y directions. The time taken by

the positioning system to move the array along x (or y) direction is denoted as tmovx

(or tmovy) . The time taux is given by Equation 4.2.

taux = Nptsingle point + (
Nx

Np

− 1)(tmovx + ts) + Nptsw (4.2)

tsingle point = ts + 2tp + tswitch − tp1

We define ts as the settling time of a 2D positing setup in both directions x and

y. The switching time between I and Q signals, which is done by an SPDT switch,

is represented by tswitch. Moreover, the time it takes to switch the probe ON and

OFF, the microwave components detection time and the time taken by the LIA for

completing a measurement are denoted by tp1, tp2, tp3, respectively, and tp represents

their summation. Also, the time taken for switching between two probes is defined

as tsw. In Equation 4.2, Np stands for numbers of the OMS probes used in the array.
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Figure 4.1 Schematic depicting an array of seven OMS probes with H-plane distribu-
tion. The spacing between the probes is λ/4.

In order to see the impact of the switching time and the number of probes on the

total measurement time, we assumed a typical case where a 2D surface is scanned by

the OMS probe array shown in Figure 4.1 over a 210 mm (x direction) by 240 mm (y

direction) area with a 1 mm step size in both directions. The positioning system is set

to move the array every tmovx= tmovy=200 msec to the next successive measurement

position. The total measurement time (Ttotal) for the different numbers of probe (Np)

and switching times (tsw) is illustrated in Figure 4.2. Obviously, fast switching quickly

reduces the measurement duration. However, the number of probes beyond a certain

value does not lead to significant improvement. On the other hand, the measurement

speed is not improved if the switching time is not set at an adequately fast speed

as shown in Figure 4.2. The results also demonstrate that switching times shorter

than 0.1 sec will improve measurement speed and make the use of an OMS probe

array faster than a one-probe system. Otherwise, fields in the region of interest can

be measured faster using a single OMS probe.
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Figure 4.2 Measurement durations by an OMS array.

4.2 Characterizing the OMS Probe Array

4.2.1 Mutual coupling

Probe arrays may lead to inaccurate results due to the interaction between the array

elements, dispersion in sensitivity, frequency of the probes and the interaction between

the AUT and the measuring array [74].

Interaction between the array elements, also known as mutual coupling, happens

when the measuring probe (i.e., the probe being modulated) receives fields from the

AUT and also from the neighbouring probe. This phenomenon causes deviation of

the measured results from the AUT’s true fields’ distribution.

In order to investigate how mutual coupling affects the measurement results, an

array of seven OMS probes was considered, as illustrated in Figure 4.1. A quarter

of wavelength spacing between the probes was assumed. For convenience, it was

assumed that the array is illuminated with a uniform plane wave propagating in the

z direction with its E-field polarized along y (see Figure 4.3). Due to the symmetry
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Figure 4.3 Schematic depicting the setup for the mutual coupling test. OP: observa-
tion point.

of the structure with respect to yz plane, we only provide the results for one side

of the central probe (i.e., probe #4). Observation points (i.e. OPi; i=1, 7) are

chosen on the back of the array, opposed to the illuminated side of the array as

Figure 4.4 demonstrates. These points are one wavelength away from the array,

along the direction of the propagation of the plane wave.

The scattered E field at each observation point (i.e., OPi; i=1, 7) is calculated

by subtracting the fields corresponding to OFF and ON states of each probe (probe

#i), while the other probes are switched OFF. Simulation results obtained from

HFSS are shown in Figure 4.4. To quantify the mutual coupling effect on the array’s

measurements, the same measurement was repeated using an isolated OMS probe.

The results obtained by an array normalized to that of the isolated probe are plotted

in Figure 4.4. The results reveal that the measurements deviate from that of the

isolated probe increases for the probes located closer to the end of array.

By adding two dummy elements (passive probes) loaded with the input impedance
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Figure 4.4 Simulation results demonstrating the effect of mutual coupling on the field
to be measured.

of the photodiode in the OFF state, one on each end of the array a quarter wave-

length away from probe #1 and #7, the agreement between the results improved as

illustrated in Figure 4.4. It can be seen that adding the dummy elements adjusted

the magnitude and phase of the probe #1 (or probe #7) by ∼ 5dB and ∼180 degrees.

It can be concluded that one simple way to reduce the influence of mutual coupling is

to add an adequate number of passive probes (unmodulated) to the array. However,

the difference in magnitude and phase resulting from mutual coupling will be fully

compensated for only when the probes are calibrated.
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Figure 4.5 Magnitude of the scattered field by the OMS probe array versus different
incidence angle. The solid-squared line: probe #4; the solid-circled line: probe #7.

4.2.2 Probe shadowing by neighbours

In some applications, when the array is illuminated from the side or measures a field

distribution very close to the AUT (e.g. close to aperture of a waveguide) some of

the probes measuring the fields may be shadowed by neighbouring probes.

To investigate this effect, the incidence angle of the illuminating plane wave was

swept from 0 to 90 degrees and the scattered fields by the probes were calculated when

the probes were ON and OFF. The two fields then were subtracted to get scattered

fields at the observation point (i.e., OPi; i=1, 7 in Figure 4.3) corresponding to each

probe. To do this, we considered probe #4 (central), which is illuminated by a plane

wave at 2.45 GHz. In Figure 4.5, the solid-squared line shows the normalized scattered

fields measured by probe #4 as a function of the incidence angle. A variation of ∼
1.2 dB is observed, which is believed to be due to the interaction between the probes.

We also calculated the scattered field measured by probe #7 (the same as probe

#1) located at the very end of the array. In the same figure the solid-circled line

reveals the results with a variation of ∼1.7 dB for probe #7, which makes it clear

that this probe is more sensitive to oblique incidence than probe #4. However, such



87

a difference is reduced for angles greater than 45 degree.

As mentioned above, when the array is set to measure the E-field distribution

of an AUT, the probes located close to the middle of the array may receive fields

from the AUT close to normal, whereas those located on both sides of the probes

at the centre and on the very end of the array in particularly may receive a signal

beyond the limit of 45 degrees. As a consequence, the NF measurement will show

some fluctuations caused by the phenomenon discussed here.

4.2.3 OMS probe array frequency dispersion

Grouping a number of OMS probes as an array, such as the one shown in Figure 4.1,

may cause the probes to show a different frequency response (frequency dispersion)

than that of an isolated probe due to the interactions between them. This phe-

nomenon can lead to inaccurate measurement results particularly when the array is

set to measure at different frequencies. In order to control this effect, one can adjust

the spacing between the probes in order that the interaction is minimized.

To estimate how the resonance frequency of the probes is altered in the array

shown in Figure 4.1, where the spacing between the probes is chosen λ/4, we followed

the same procedure discussed in Section 4.2.1 for calculating the field scattered by each

probe at different frequencies. Figure 4.6 shows the frequency response of an isolated

probe, which is the reference here for comparison. It also demonstrates the frequency

response of probe #4 (i.e., central) and that of probe #7. The results reveals that

resonance frequencies of the probes regardless of their locations in the array, occur

at ∼ 2.4 GHz, which is exactly the resonance frequency of the isolated probe (i.e.,

reference). As can be seen in this figure, the frequency response of the probes are

different at other frequencies. By calibrating the array at desired frequencies, one can

overcome such differences between the frequency responses.

4.3 OMS probes array implementation

The principle of the MST technique and the design and implementation of an OMS

probe prototype with the desired characteristics operating at 2.45 GHz were addressed

in Chapter 3. Seven OMS probes were mounted onto a thick planar foam (εr ≈1)

with a spacing of 3 cm between the probes. The foam has a thickness of 1.2 cm and
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Figure 4.6 Frequency response of the OMS probe array shown in Figure 4.1.

is very rigid. It also prevents the array from vibrating when a very fast measurement

is made. Figure 4.7 shows a photograph of the array. The photograph also shows the

optical fibers coupled to the probes.

The microwave electronic and optical circuitries necessary to transmit/receive and

process the scattered fields of the OMS probe array are similar to what is proposed in

Section 3.7.1. Figure 4.8 shows the microwave circuitry of the NF imager including

the essential parts. The only difference is an optical switch, which will be discussed

in section 4.3.1. The carrier cancellation part shown in Figure 4.8 will be discussion

in Chapter 5.

4.3.1 Laser diodes array: custom-designed optical switch

In practice, in order to send a modulation signal to the designated probe in the array

and switch the modulating light between the probes, it is necessary to use an optical

switch.
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Figure 4.7 Photography of the developed array of seven OMS probes.

To this end, an array of controlled laser diodes (see Figure 4.9) was designed

and developed. The array consists of laser diodes, each individually connected to a

probe (see Figure 4.8)). By modulating a laser diode, the corresponding OMS probe is

modulated (switched ON/OFF). A digital controller was also implemented to provide

proper signaling to the probe. The controller produces a reference signal used by the

LIA. The stability of this reference signal was assured by using an 8 MHz crystal,

preventing phase jitter in the measured data. The controller is driven by a software

developed in Labview R©.

The electronically switched feature of the array not only increases the measure-

ment speed but also eliminates cross-talk between the outputs, which was seen with

the mechanical optical switch used in [75, 76]. As a result, we obtained a 14-times

improvement in the measurement time compared to the setup reported in [75] in

which a commercial opto-mechanical switch was used.
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Figure 4.8 Near-field imager microwave circuitry for the bistatic OMS probe setup.

4.4 Validating the developed NF imager equipped

with array of OMS probes

4.4.1 Array calibration

It is practically impossible to make several OMS probes with identical characteristics.

Differences in the probes’ responses can be caused by differences in the photodiode

and materials used, optical fiber/photodiode coupling quality and many other factors

[77]. In order to quantify these differences in the probes, we performed a simple

monostatic field probing experiment in which seven probes are set to measure the E
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Figure 4.9 Photograph of the custom-designed switched laser diodes array.

field at one fixed point near a DUT . It is also worth mentioning that we could not

follow the well-proved procedure addressed in [77] for calibrating the probes because

of the unavailability of a uniform plane-wave illumination. The obtained results are

then used to compute a complex correction factor (CF ) corresponding to each probe

using Equation 4.3 [78].

CF =
Eref

EProbe#i

; i = 1, 7 (4.3)

In this experiment, a dielectric antenna with a highly concentrated near-field

distribution was used as a DUT. The antenna incorporates a cylindrical waveguide

loaded with a material (e.g., ceramic) with a dielectric constant about 15. It is able

to strongly illuminate a small area where the probe under test is located while weakly
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Figure 4.10 The setup used in monostatic mode for the calibration of the probes.

illuminating the other probes, which are switched OFF. The probes are positioned

within the illuminated region near the antenna and the fields in the E-plane of the

illuminating antenna are scanned (Figure 4.10). Ideally, it is expected the probes will

measure the same field distribution. Due to the reason discussed earlier, they do not.

Therefore as an effective compensation technique, a probe in the array is used as a

reference (e.g., probe#4) to which the rest of the probes are weighted by a complex

number (e.g., correction factor). The correction factors can be obtained for several

points and averaged to get a better agreement between the probes’ responses. The

computed correction factors based on the method explained here, are illustrated in

Table 4.4.1. The effect of applying correction factors on the measurement results will

be discussed in Section 4.5.
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Table 4.1 The measurement results of a known field using individual probes (all
measurements has been normalized to the result of probe #4).

Probe # CF |CF | ∠CF (deg)
1 0.8704+j0.0218 0.8706 1.4347
2 0.9645-j0.0806 0.9678 4.7724
3 0.959-j0.0511 0.9603 -3.050
4 1+j0 1 0
5 1.0007-j0.0091 1.0007 -0.5210
6 1.0252+j0.0258 1.0255 1.4415
7 1.0432+j0.0406 1.0439 2.2287

4.4.2 Receiving antenna compensation

In the bistatic test setup, the receiving part of the NF imager incorporate an open-

ended waveguide aperture to pick up the scattered fields by probes and send them to

the coherent system as illustrated in Figure 4.11. During the scan, the waveguide is

moved together with the array and the phase centre of the waveguide has a minimum

distance from the central probe (i.e., probe#4). In this configuration, the rest of the

probes are placed evenly on both sides of probe #4. When the probes are addressed

successively, they scatter the fields at their locations in order. As can be observed in

Figure 4.11, the scattered fields propagate along different paths to reach the receiving

antenna (i.e., ri; i=1, 7). It should be mentioned here that this compensation tech-

nique takes also into account the difference between the probes. Then, the picked-up

signals will not be identical even if they measure the same fields. So, we need to com-

pensate the measured data (raw data) for the NF radiation pattern of the waveguide

aperture.

The compensation for this phenomenon is implemented as follows. We first set

the waveguide to operate as an illuminator in a monostatic mode (TX/RX device)

illustrated in Figure 4.11. In this experiment, the probes are addressed successively

and then moved to a new position until they array scans the region of interest. This

test not only gives a means to compensate for the NF pattern of the receiving antenna

but also for the interaction between the AUT/waveguide and the AUT/array if the

test is performed in the presence of the AUT. Ideally, it is expected to get a flat

response over the region in which each probe scans, but given the interaction of the
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Figure 4.11 Depiction of the method used for compensating the data due to the
radiation pattern of the receiving antenna.

array with the surrounding area and the interaction between probes, the measured

results show some deviations from the ideal one as illustrated in Figure 4.12. The ideal

results are the ones shown by broken line in Figure 4.12, which mean no interactions

conceived between the probes with the AUT and the receiving antenna, in addition

to the interaction between the probes and surrounding area. The asymmetry of the

curves occurs because of discrepancies in the probes of the array, probes’ displacement

and misalignment. Even though each of the probes is at a constant distance from the

receiving antenna the results reveal that measurements of a constant fields by them

are not identical. The results also demonstrate the importance of the compensation

before any comparison is made to validate the imager’s results [74].
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4.5 OMS probes array: validation results

The electric field distribution of a planar inverted-F antenna (PIFA) (Figure 4.13)

radiating at 2.45 GHz was measured in bistatic mode on a plane located at λ/4 above

the antenna’s ground plane [79]. Such an antenna is commonly used in portable

devices (e.g., cellphone) and communication systems. Therefore, the PIFA antenna

is one of the best alternatives, that can be considered as an AUT for validating the

results of the array.

The near-field distribution of the PIFA was measured using a monostatic setup

(its performance and the validity of its results have been already investigated in

Chapter 3). Then, the imager was set to operate in the bistatic mode and the same

fields were measured. These results were corrected by compensating for the NF

pattern of the receiving antenna.

Figure 4.14 shows 2D simulation results of the AUT E-field distribution obtained

with HFSS at a distance of λ/4 above the PIFA ground plane. The magnitude

plot shows a dynamic range of ∼ 25 dB over a scan area of 240 mm by 210 mm.

The uncompensated E-field distribution (i.e., 2D scan) obtained by the NF imager

operating in bistatic mode λ/4 above the ground plane are illustrated in Figure 4.15.

As it can be seen in this figure, both magnitude and phase plots show discontinuities

between two adjacent strips (the area scan by a probe), that are due to differences

between the probes. Such differences between the strips are more obvious in the

phase plot than that of the magnitude. After correcting the data due to the probes’

discrepancies in response and compensating for the receiving antenna NF pattern,

we obtain 2D results for both magnitude and phase as shown in Figure 4.16. The

results show the effectiveness of the calibration and compensation techniques as the

discontinuities between the adjacent strips have been reduced.

For clarity, we show two slice cuts of measurement in Figure 4.17 and Figure

Figure 4.18 for E- and H-planes. Figure 4.17 shows the variation of both magnitude

and phase of the measured E-field, which are compared with simulations and also

the field distribution obtained by the NF imager operating in the monostatic mode.

The three curves (i.e., magnitude of E-field) are in good agreement. However, that of

the monostatic deviates from the true field starting from -20 mm toward negative x

values. The measured phase information in the E-plane of the PIFA in three cases are

in good agreement over the whole measurement. In order to quantify the difference
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between the measurement results and the true field distribution of the PIFA, the

mean square error of the data was calculated. The error associated with E-plane and

H-plane cuts are 0.12% and 0.06%, respectively.

In Figure 4.18, the results obtained in bistatic mode are compared with simula-

tions. We also included the variation of both magnitude and phase of the E-field

from monostatic measurements. Figure 4.18 also demonstrates the effectiveness of

the applied calibration on the raw data. Good agreement is seen in both planes, even

if the measured distributions appear slightly wider than the simulated ones.

Ripples are seen in Figure 4.18 at both end of the results, particularly in the curves

for the magnitudes. These are due to the fact that the probes located at both ends of

the array (i.e., probe #1 and #7) show different scattering characteristics than the

ones that are closer to the center as discussed in Section 4.2.2.

In the measurement, these probes receive signals at θ3 = 68◦ − 74◦ degree in their

H-plane as shown in Figure 4.19, considering that the measurement high is λ/4 from

the AUT’s ground plane. As the results in Figure 4.5 show, there is nearly a difference

of -1.2 dB compared to normal incidence. Therefore, the scattered fields measured

by the probes located at both ends of the array change and consequently lead to the

ripples appearing in the results.

4.6 Conclusions

An array of OMS probes with low-cost elements has been conceived and implemented

to increase the measurement speed significantly compared to an opto-mechanically

switched system. Parameters such as mutual coupling, shadowing and frequency dis-

persion that influence the measurements were also studied to confirm that a λ/4 is

an appropriate probe spacing for minimum inter-element interactions. In order to

improve the accuracy of the measurements, the raw measurement data was corrected

to remove discrepancies in the probes’ responses, leading to a better calibration tech-

nique. This imager has shown that it is able to make accurate and rapid E-field

measurements in the NF region of DUTs, in good agreement with the simulations.
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Figure 4.12 The measurement result obtained in the test to compensate for the radi-
ation pattern of the receiving antenna; (a) magnitude and (b) phase of the measured
E fields.
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Figure 4.13 Antenna under test (AUT). PIFA antenna operating at 2.45 GHz with
measured return-loss of about 12 dB; the physical dimensions of the PIFA are as
follows: Lp=27 mm, Wp=13 mm, Hp=7 mm, Pexc=7 mm, WGND=70 mm and
LGND=137 mm.
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(a)

(b)

Figure 4.14 2-D map of electric field distribution of the AUT obtained by HFSS R© at
a height of 30 mm; (a) magnitude and (b) phase.
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(a)

(b)

Figure 4.15 2-D map of electric field distribution measured at a distance of λ/4 above
AUT; uncompensated data: (a) magnitude (dB) and (b) phase (deg.)
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(a)

(b)

Figure 4.16 2-D map of electric field distribution measured at a distance of λ/4 above
AUT; (a) magnitude (dB) and (b) phase (deg.)
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(a)

(b)

Figure 4.17 E-plane cut of the measured E-field at a distance of λ/4 from the PIFA
antenna’s ground plane; (a) magnitude (dB) and (b) phase (deg.)
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(a)

(b)

Figure 4.18 H-plane cut of the measured E-field at distance of λ/4 from the PIFA
antenna’s ground plane; (a) magnitude (dB) and (b) phase (deg.)
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Figure 4.19 Schematic of the AUT (i.e. PIFA) measured by NF imager equipped with
an OMS probe array. The schematic shows only one half of the array for simplicity.
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Chapter 5

Carrier Cancellation: NF Imager

Dynamic Range and Linearity

Improvement

5.1 Principle of carrier cancellation in the MST-

based NF imager

In an MST-based NF imager the received signals (modulated) consist of a carrier

and sidebands signal, independent of the setup mode (i.e., monostatic or bistatic).

However, the probe itself is able to reflect the fields at the carrier frequency, that

is almost negligible compared to the other reflections in the measurement system.

In the modulated signal, the carrier is generally stronger (e.g., ∼ 50dB) than the

sidebands. Receiving fairly high-power carrier, can cause nonlinear behaviour such

as saturation and compression in the receiver [80, 81] particularly beyond a certain

level. High power carrier signals can also increase gain (i.e., max |I|) �= max |Q|) and

phase imbalances of I and Q signals in I-Q modulators, resulting in a distorted field

measurement [82].

Suppressing the carrier at the receiving stage would not only eliminate the mea-

surement errors associated with the results but also provide the potential to increase

the excitation power, leading to a higher dynamic range for which the receiver op-

erates in linear regime. Keeping the carrier level lower than an allowed upper limit

enables us to amplify I and Q with out causing compression and saturation and while

avoiding working close to the noise-floor of the LIA.
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Figure 5.1 Schematic of the circuit used to investigate the effect of high power carrier.
The solid and dashed line indictors are to show reflections at carrier and modulated
frequencies.

5.2 High power carrier at the receiver: destructive

effect

In the homodyne systems that are used in the imager, in-phase (I) and quadrature (Q)

signals are produced by down-converting from RF to IF frequencies. The conversions

by the mixer are not perfect and linear due to its inherent nonlinear operation. This

component is subject to saturation and high conversion-loss in case of high-level

signals, which limits the dynamic range of the measured results [82].

In order to study the NF imager for possible imbalances corresponding to the

different carrier power, a variable phase shifter and an attenuator with a dynamic

range of 60 dB were added in the receiving channel front-end, as demonstrates in

Figure 5.1. The measurement was performed first by adjusting the phase shift to

equalize the I and Q signals. The attenuation was then applied. The measurement
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Figure 5.2 Effect of high power on the performance of the I-Q demodulator.

results (see Figure 5.2) show saturation and compression in the mixers when the

received power is higher than -3 dBm. Above this level, the measurement results will

be distorted and will not be reliable.

In practice, the carrier is always much stronger than the sidebands in the modu-

lated signal. Therefore, it can be predicted that the nonlinearity is directly related to

the carrier power, not the sidebands [83]. Because the field information to be mea-

sured is not transmitted at the carrier frequency, carrier elimination will not perturb

the result but it will prevent the receiver from operating in a nonlinear regime.

The presence of the carrier at the receiving stage, is mainly due to the poor

impedance matching at the DUT’s input port, low directivity of the coupler or cir-

culator used (monostatic mode), and of course to scattering (structural and antenna
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Figure 5.3 Illustration of vectorial carrier cancellation.

modes) of the near-field probe. In the bistatic mode, direct coupling between the

transmitting and receiving antennas is seen as the major reason.

5.3 Phasor representation of the cancellation prin-

ciple

Conceptually, the carrier signal (i.e., Er) at the receiver can be suppressed completely

if the magnitude and phase of a canceller signal (i.e., Esup) are automatically set to

have the same magnitude but be 180-degree out of phase [80]. Figure 5.3 illustrates

a vectorial of the cancellation technique at the receiver. In this plot, the phasor

representation of Esup is fixed whereas the total voltage is the superposition of a fixed

phasor Er plus a time varying part Es resulting from modulation. Superposition of

the total voltage with Esup leaves only the time-varying phasor Es. In practice, it is
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Figure 5.4 Advantages of carrier cancellation.

not possible to completely suppress the carrier signal at the receiver and a residual

phasor Eres remains at the carrier frequency.

Eres = Er + Esup (5.1)

5.4 Advantages of carrier cancellation

Once the carrier is suppressed at the receiving stage (i.e., Eres = Er + Esup ≈ 0), the

sideband signal (i.e., Es in Figure 5.4) can be amplified in order to achieve a larger

dynamic range. Figure 5.4 shows the amplification potential provided by a carrier

canceller (see black line). This amplification limit is up to the tolerable power level

the receiver is able to handle (Section 5.2), as shown in Figure 5.4 by the broken

line. In Figure 5.4, Δφ represents the amount of phase shift applied due to transfer

function of the amplifier (see section 5.6.4) used to boost I and Q signals after carrier

cancellation.
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Figure 5.5 Schematic of the manual carrier cancellation.

5.5 Cancellation methods

5.5.1 Manual approach

As a first trial to suppress the carrier from the modulated signal, a microwave tuner

was added before the antenna under test (AUT) terminal as illustrated in Figure 5.5.

The tuner was set up by holding the OMS probe as close as possible to the AUT

(this corresponds to position 0 in Figure 5.6) with the coupled output connected to a

spectrum analyzer.

The manual tuner was adjusted until the carrier power was as low as possible.

The tuner adjusts the AUT reflections so that they become 180 degrees out-of-phase

with the canceller signals at the input of demodulator terminal. The parts of the

setup contributing to field reflections are shown in Figure 5.5.

It is clear that the sidebands are only slightly attenuated by the tuner. As shown

in Figure 5.6 for the probe in position 0, manual tuning can reduce the carrier power

from -6 dBm to -64 dBm, whereas the level of the sidebands remains close to - 45

dBm. The settings are sensitive to probe displacement. Even for slight translations,
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Figure 5.6 The results of manual carrier cancellation.

the carrier cancellation never returns to the level observed at the initial position.

This increase comes from changes in reflections from the positioning system, probe,

etc. By moving the probe further away from the initial position, the carrier power

oscillates with a period of approximately λ/2. The abrupt change, especially after the

first movement, may move the receiver to a nonlinear operating zone and distortion

on the measurement is expected as a consequence.

The constellation curve of the demodulator was also measured by adding a variable

phase shift at the receiving port. The measurement is performed for three different

conditions, namely where the probe is at its initial position (closest distance from

AUT), moved 5 cm (i.e., ∼ 0.4λ) and moved 10 cm (i.e., ∼ 0.81λ) away to reduce

the signal strength. The results are compared to a reference circle (bullets) shown

in Figure 5.7. The first measurement at D=0 cm (D: Displacement) is in good

agreement with the reference but other curves at D = 0.4λ and D = 0.81λ become

increasingly distorted because of severe gain and phase imbalances. This phenomenon

is highlighting from another perspective the benefit of carrier cancellation. Of course,
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Figure 5.7 Constellation curve of the demodulator for different locations of the OMS
probe.

using a fixed tuner can only cancel carrier reflections from static components and as

Figure 5.7 illustrates, there is a need to adaptively cancel the carrier as the NF probe

is moved in the vicinity of the DUT.

5.5.2 Automated carrier suppression

The system has to be able to adjust the magnitude and phase of the canceller signal

to suppress or at least minimize the carrier under the permitted level in which the

imager operates in a linear zone [84, 85].

5.6 Carrier cancellation implementation

In the canceller system, the canceller signal should be in anti-phase with and have the

same magnitude as the carrier signal from the AUT. Figure 5.8 shows the proposed
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Figure 5.8 Schematic of automated carrier cancellation system.

cancellation circuit consists of six essential parts: an RF vector modulator (part #1),

a power detector (part #2), A/D and D/A converters (part #3), a coupler (part#4),

a 90- or 180-degree hybrid coupler (part #5), and microprocessor (part #6). In

this section the role of each part will be discussed individually and then important

practical considerations in the implementation of the canceller will be addressed.

The canceller operates as follows. The composite signal from the AUT comprising

the reflected carrier and the induced sideband is fed to the hybrid coupler (top left

port on the figure). Another pure signal, i.e. CW at the carrier frequency, whose

phase and magnitude can be controlled by the vector modulator is fed to the hybrid

coupler (lower port of the left side). The output signal at the two other ports of the

coupler are respectively proportional to the sum and difference of these two inputs.

The signal at the different port (indentified with a blue circle) is fed to coupler

(#4). If the carrier is effectively cancelled, the total power measured at the power

detector connected to the coupled port should be minimum, and in this case the

carrier frequency’s signal should be absent, or at least highly attenuated at the direct

output port of this coupler. The output of this coupler is therefore highly suitable
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Figure 5.9 Principle of an RF vector modulator (part #1).

for detection and it is then fed to the receiver’s input port. The role of the controller

is therefore to constantly monitor the power level on the detector diode and then

adaptivley modify the magnitude and phase settings of the RF vector modulator so

that the power measured by the diode is minimized.

5.6.1 RF vector modulator

The vector modulator controls the magnitude and phase of the CW carrier signal.

This is accomplished by varying two control signals VI and VQ. The equations govern-

ing the attenuation rate and phase change (i.e. Set Point (SP)) of the output signal

are given in Figure 5.9.

The modulator used in the canceller is based on AD8341 chip manufactured by

Analog Devices R©. The control ranges are of 30 dB in magnitude and 360-degree in

phase shift to the RF signal. This modulator can handle the RF signal when the

power is lower than 8 dBm. A photograph of the modulator is shown in Figure 5.10.

The output stage incorporates a differential output and in order to convert it to a

singled-ended output, a balun (i.e., 3W525) manufactured by Anaren was used (see

Figure 5.10) with a insertion-loss less than 0.38 dB. The modulator is constructed on

the RT/Duroid6006 substrate with a permittivity of 6.15 and tanδ of 0.0014.
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Figure 5.10 Photograph of an RF modulator.

Precaution for cancellation of low power carrier

Suppressing the carrier signal coming from antenna when its power level is 30 dB

lower than the power of the LO (i.e., reference signal) signal fed to the RF modulator

needs considering some precautions. In such circumstance, the RF modulator tries to

reduce the magnitude of the LO signal (Esup) to make it as small as the carrier signal

Er, but due to its limited dynamic range (30 dB) it is not capable of suppressing the

carrier completely.

Investigation on the RF modulator showed that achieving a larger dynamic range,

up to 65 dB, is possible if it is tuned properly and very fine voltage steps are used

for the control signals (VI and VQ). In practice, the control signals are applied to

the modulator using two 8-bit D/A converters. So, the signal steps may not be fine

enough to force the RF detector to apply higher attenuation. Figure 5.11 shows the

control signals grid and the position of maximum attenuation (i.e., red dot). In order

to tune the RF modulator to achieve the highest possible range of attenuation, we

need to shift the control signal grid so that one point of the grid falls on the red dot.

In practice, two potentiometers (see Tuner (I) and Tuner (Q) shown in Figure 5.10)
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Figure 5.11 Tuning the control signals VI and VQ, voltage grid of the RF modulator
to achieve higher range of attenuation.

were added to the RF modulator to vary the reference voltage slightly about 0.5 volt

indicated in Figure 5.11. As a consequence, the modulator can operate within a larger

dynamic range. It also allows the carrier cancellation circuit to operate with lower

power level.

5.6.2 Power detector

A power detector (part#2) manufactured by Hittite Co. was used in the canceller to

detect the output power level of the second coupler, as illustrated in Figure 5.8. It

has a wide dynamic range for RF detection, from +2 dBm to -70 dBm, with nearly

linear characteristics. The detector is non-reflective with a return-loss better than

-10 dB. Figure 5.12 shows a photograph of the implemented detector fabricated on

the same substrate used for the modulator (RT/Duroid6006 with εr= 6.15 and tanδ

of 0.0014).

Characterizing the detector over a range of 90 dB shows that it nearly has an

output slope of ∼ 25mv/dB over ∼70 dB dynamic range when the input signal varies
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Figure 5.12 Photograph of the RF detector used in the carrier cancellation circuit.

between -70 dBm to 2 dBm (Figure 5.13). The detector’s input/output characteristics

reveals also two saturations, a first one when the input power reaches the lower

detection limit (i.e., -75 dBm) and another one at 5 dBm. Beyond these limits the

detector does not return a correct voltage value corresponding to the input power. In

addition, the input impedance of the detector remains nearly constant over a large

range of input power. Figure 5.14 shows the input impedance of the detector over a

range of 80 dB. These results also demonstrate that the input impedance changes are

considerable only when the input power reaches the upper limit.

5.6.3 Digital controlled board

A control board fabricated in-house and equipped with an 8-bit dual D/A an A/D

converters and a microcontroller (ATMEGA8535L-8PU) is used to to apply VI and

VQ values computed by a minimization algorithm (see Section 5.7) to the vector

modulator. A photograph of the implemented control board is shown in Figure 5.15.
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Figure 5.13 Power detector characteristic curve: detected voltage [mVolt] versus input
power (dBm).

5.6.4 Power amplifier

In order to boost the I and Q signals after the carrier cancellation circuit, a power

amplifier (i.e., SZM-2166Z) manufactured by Sirenza Microwaves, was used. The

photograph of this power amplifier mounted on a bonded heat sink is shown in Fig-

ure 5.16. It is able to generate > 2W (33.01 dBm) of RF power within the frequency

range of 2.4–2.5 GHz. It also shows 37 dB gain at the same frequency band which is

quite high. The position of this part in the NF imager will be shown later.

5.7 Minimization algorithm

There are many minimization algorithms that can be used to calculate a pair of VI

and VQ control signals such as conjugate gradient and simulated annealing, which

are very efficient and need limited iteration to converge. However, sophisticated

programs are required for their implementation. Here, the minimization is done by

sweeping the control signals individually when the other one is kept unchanged. At
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Figure 5.14 Input impedance of the detector versus input power level.

each iteration, the voltage step size of the control signals is reduced. This process

is repeated until the power level (corresponding to the carrier) is below a desired

threshold (cancellation level).

The minimization algorithm was implemented using a microprocessor manufac-

tured by ATMEL R©. A built-in A/D in the microprocessor structure digitizes the DC

voltage on the RF detector. After the calculation of control signals levels is done, the

microprocessor sends them to a dual external D/A to be converted to analog signals

and applied to the modulator. Figure 5.17 shows the procedure used for minimization.

In this flowchart, VD and VThreshold are respectively the output of the power detector

and its minimum acceptable value, under which it is assumed that the carrier has

been effectivley cancelled.

5.8 Cancellation performance test

Before using the canceller in the NF imager, we tried to cancel the carrier manually

by finding proper settings for the VI and VQ pair. For this test, VI and VQ inputs

of the vector modulator were driven by external DC power supplies instead of the
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Figure 5.15 Photograph of the digital control board used in the carrier cancellation
circuit.

microprocessor. The procedure simply consisted in minimizing the output carrier

power on a spectrum analyzer by iteratively adjusting the power supply knobs man-

ually. The result is shown in Figure 5.18. The manual setting could achieve only

12 dB of cancellation because of low-precision control voltages, which indicates that

the cancellation level strongly depends on the resolution of the controlled VI and VQ

signals.

5.9 Carrier canceller stability

It is crucial in the imager to ensure that the cancellation process itself, including

delays, sampling and digitization, has no destructive effect on the fields to be mea-

sured. In order to investigate these effects, an OMS probe was set at fixed points,
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Figure 5.16 Photograph of the power amplifier used in the NF imager.

very close to a DUT where a strong field concentration is present. Then, the setup

started measuring fields for several points over a period of time. Ideally, it is expected

to get a constant magnitude and phase as the probe is in a stationary position. In

practice, however, it is not possible due to many parameters such as components’

response time, delays, frequency instability and possibly other factors. Figure 5.19

shows a variation of less than 0.1 dB and 1.5 degree for the magnitude and phase of

the sidebands after cancellation, respectively.

We also show in Figure 5.20a a modulated signal with its carrier and sideband

power levels of about -14 dBm and -56 dBm, respectively. Figure 5.20b the same

spectrum after the signal has passed the proposed carrier cancellation system. It can

be seen that the carrier level has been reduced by 64 dB, whereas the sidebands have

decreased to 4 dB, which is essentially due to insertion loss in the two coupler and

transmission lines. This measurements were performed using an spectrum analyzer

to which the signal is fed via a 10-dB coupler. Therefore, the actual levels of the

signals demonstrated in the figure is 10 dB higher.

5.10 Measurement performance assessment

Before investigating the measurement accuracy of the NF imager when it is equipped

with the carrier canceller circuit, it should be assured that adding the canceller ef-
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Figure 5.17 Minimization flowchart

fectively improves linearity and dynamic range in the receiver. To do this, the setup

shown in Figure 5.21 was used in which the carrier canceller circuit was added before

the I-Q demodulator equivalent circuit. By varying the phase shifter setting shown

in the same figure between 0– 360◦ and reading the I and Q signals on the LIA

amplifier, the constellation curve of the proposed I-Q demodulator incorporating the

carrier canceller circuit was obtained (see Figure 5.22), when the input power level
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Figure 5.18 Power of the carrier signal at the output of the canceller measured using
a spectrum analyzer at 2.45 GHz when VI and VQ are adjusted manually. The results
are normalized and shown in dB.

in the AUT was about 36 dBm and the OMS probe was located very close the AUT

in order that the sidebands level became as strong as carrier after cancellation. The

results including both measured and reference curves are in very good agreement.

The performance of carrier cancellation was investigated by comparing the NF

field distribution of a 50 Ω CPW transmission line with and without the canceller.

Figure 5.23 shows the schematic of the NF imager equipped with the carrier cancel-

lation circuit. Here, a the CPW was considered as a DUT and the OMS probe was

set to measure the transverse E-field (Ex).

In this experiment, RF power is fed to the CPW (DUT) line terminated with a

short circuit. The reason for using short circuit termination is to generate strong

reflection of the carrier. The wave propagating in the transmission line is received

by the OMS probe, which is scanned over the CPW. The imager was set to operate

in the monostatic scheme. A first measurement was performed with the received

signal, comprising the carrier and the sidebands, fed directly to mixer stage. In this

case, the carrier power was about 5.56 dBm which is beyond the power limit of the
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mixer as shown Figure 5.2. The measured E-field distribution in this case is show in

Figure 5.24. The high power carrier causes the receiver to operate within its nonlinear

region. Consequently, the measured fields distribution are distorted. After performing

the carrier cancellation, the same measurement was repeated and the results are

demonstrated in Figure 5.24, where no distortion is seen (i.e., without cancellation).

We also repeated the same measurement after adding the power amplifier discussed

in Section 5.6.4. The measurement results show a 5 dB improvement of the dynamic

range when no amplification is used in conjunction with the canceller. When the

amplifier is added the dynamic range enhancement reaches 18 dB.

The measurement results of the transmission line were also compared to simula-

tions. Figure 5.25 demonstrates both the magnitude and phase of the fields 3 mm

above the line on a linear scan in a direction perpendicular to the line. As discussed in

Chapter 3, the simulation results were corrected to take into account the effect of the

probe’s current distribution. The agreement between simulations and measurements

is excellent.
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Figure 5.19 Stability of the carrier canceller; (a) magnitude and (b) phase.
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(a)

(b)

Figure 5.20 Two screen snapshots from the display of a spectrum analyzer before and
after passing through the carrier cancellation circuit.
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Figure 5.21 The schematic of the setup used to derive the constellation curve of the
proposed I-Q demoduator.
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Figure 5.22 Constellation curve of the proposed I-Q demodulator obtained after car-
rier cancellation.



129

Lock-in 

Amplifier

RF_COM

Control 

Board

Low-pass 

filter

Laser diodeCurrent 

Driver

C
o

n
tr

o
l 

s
ig

n
a

l

L
o

c
k
in

g
 f

re
q

u
e

n
c
y

R
F

 

M
ix

e
r

Computer

RFP�

Inputoutput

Car rier 
canceller

 Hybrid coupler

90-degree

RF_1

RF_2

C
N

T
L

90

50
0

�

�
5

0
�

RF 

source
Isolator

Isolator

Power 

divider

C
o

n
tr

o
l 

s
ig

n
a

l

Coupler

LO

SPDT RF 

Switch

5
0

�

Figure 5.23 Schematic of the setup equipped with a carrier cancellation circuit.
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Figure 5.24 The result showing the effect of a high power carrier level at the receiver.
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(a)

(b)

Figure 5.25 Comparison of the measurement and simulation results.
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5.11 High-dynamic range NF imager: Example of

Application

Once the carrier canceller is ready and activated in the NF imager, the imager can

be used to characterize microwave circuits, radiating devices, etc., in which accurate

and wide dynamic range is required.

As an example, E-field distribution above a bandpass filter operating at 2.45 GHz

was considered. The NF image was obtained in bistatic mode at a distance of 3 mm

above the traces over a planar surface with dimensions of Lscan=5 cm by Wscan=6 cm.

Figure 5.26 shows photograph of the filter under test. The filter was match-loaded

during measurement.

In order to characterize the bandpass filter, a measurement was performed at 1.8

GHz, which is in the stop band of the filter. It should be noted that although the probe

was designed to have optimal performance at 2.45 GHz, it is neverthreless possible

to use it in a certain frequency band centered on this frequency. The results shown

in Figure 5.27 includes both magnitude and phase of Ex. They confirm the cutoff

operation of the filter at 1.8 GHz. The filter also was characterized at 2.45 GHz. In

this case, the power is expected to propagate through the filter and reach the match-

load. Figure 5.28 shows the field distribution above the filter at 2.45 GHz, confirming

that the signal is in fact propagating to the output port. Phase measurement results

are also shown in Figure 5.28. The achieved dynamic range in both results is ∼80

dB.

5.12 Conclusions

In this chapter, the benefit of implementing a technique to suppress the carrier is

demonstrated. Cancellation in the adaptive circuit is performed by applying the

proper phase and gain to a canceller signal so that has approximately the same

magnitude but is 180 out-of-phase with the modulated signal. The performance of

the canceller was investigated experimentally and discussed. The results indicate an

improvement in the linear behavior of the NF imager and that an increase of 18 dB

or more in the dynamic range is possible.
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Figure 5.26 Photograph of the bandpass filter to be measured for transverse electric
field distribution (Ex)
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(a)

(b)

Figure 5.27 The measurement results of the transverse E-field above a bandpass filter
at 1.8 GHz; (a) magnitude and (b) phase.
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(a)

(b)

Figure 5.28 The measurement results of the transverse E-field above a bandpass filter
at 2.45 GHz; (a) magnitude and (b) phase.
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Chapter 6

Realization of a Microwave Imager

Setup Suitable For Early Breast

Cancer Detection

6.1 Setups for breast cancer detection

Examples of setups available for breast cancer detection are shown in Figure 6.1.

These setups should meet all clinical conditions such as patient comfort and compat-

ibility of the body under test (BUT) to some extent. Generally, they are categorized

into two types as demonstrated in Figure 6.1. In the first type, the patient should lie

down on her/his stomach and place her/his breast in hole [86]. The detector rotates

on the periphery of the pendant breast [87], while in the other setups (Figure 6.1b),

the breast is held between flat plates to eliminate any possible movement while X-ray

image is taken. If we apply this compression setup in microwave imaging, it is conjec-

tured that the reduced thickness of the breast will enhance the likelihood of tumour

detection [88]. As well, knowing one of the dimensions (i.e., the separation between

the plates) is useful a priori information in finding the solution to the inverse prob-

lem. Breast flattening also causes the BUT to take a uniform thickness. The setup

of Figure 6.1b consists of three important parts: an illuminator, the breast holder (or

matching plates) and a receiver. The illuminators differ depending on the method of

detection (i.e., X-ray or microwave tomography). The type of receiver can vary and

includes a sensitive film and RF sensors (antennas).

6.1.1 Microwave tomography

In microwave tomography (MT),“dielectric properties of the biological tissues are

strong indictors of their functionalities and pathological characteristics” [89]. Prac-
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(a)

(b)

Figure 6.1 Breast cancer detection setups. (a) microwave tomographic setup (Uni-
versity of Bristol) and (b) X-ray imaging.

tically, in MT the BUT is illuminated with RF waves using a transmitting antenna

(i.e., Tx) and the scattered fields by breast/tumour(s) are picked-up by the receiving

(Rx) antennas [20]. Figure 6.2 illustrates a basic MT setup. The RF source is located

beneath the planar breast holder (see Figure 6.2) or in some setups the illumination
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is performed from the side.

A horn antenna could be used for illumination purposes in MT because of its

unique characteristics such as medium radiation gain. Although, the horn antenna

benefits from such characteristics, it generates a wide angle field distribution even

very close to its aperture (near-field zone ∼ λ/4). Due to this unlocalized radiation

characteristic and the long wavelength compared to the typical size of an early tu-

mour, it could be difficult to discriminate between two adjacent tumours that are

localized close to one another. Consequently, the horn illumination may lead to a

lower resolution of the reconstructed permittivity distribution.

Thus, it can be concluded that the Basic MT setups suffer from two problems:

the low spatial resolution as well as reflections of the incident and scattered fields at

the air/breast interface. In addition, scattering and reflection from the surrounding

objects such as supports, actuators for mechanical movement and metallic transmis-

sion lines may have an effect on the signal to be measured and can easily degrade MT

diagnostic performance.

To overcome the aforementioned disadvantages associated with the conventional

setup, a new setup shown in Figure 6.3 is proposed. In this setup, the breast under test

is compressed between two plates and illuminated from different angles by an array

of Tx antennas located on the periphery of the breast [90]. Using an array of this

kind will allow a great variability of illumination, which leads to better conditioning

of the nonlinear inverse problem to be solved (i.e., permittivity and conductivity

reconstruction [91]). In the proposed setup, the measuring part is the NF imager

equipped with a linear array of OMS probes (its design and implementation were

addressed in Chapter 4). Then, the NF imager is set to operate in bistatic mode;

where the array scans the breast over the region of interest and scatterers the picked-

up fields toward a receiving antenna.

6.2 Realization of a microwave tomography (MT)

setup

In general, the setups used in microwave tomography, and breast cancer detection in

particular, consist of a measurement setup and computerized algorithm to solve the

associated inverse scattering problem using measured data. In the following sections,
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the parts of the setup that are relevant to the scope of this thesis will be discussed.

6.2.1 Measurement approach

The measurement setup considering the ISM frequencies used (e.g., 915 MHz, 2.45

GHz and/or 5.8 GHz) can be set to measure the BUT at difference distances. Scanning

the BUT can be done in the near-field or far-field of the BUT. The potential for more

accurate measurements within the NF region than the FF zone is because of the

following reasons: 1) NF zone is richer because of the presence of evanescent waves,

2) better signal to noise ratio (SNR). Therefore, MT within the NF region can be

a leading approach to achieve“early breast cancer detection” [92]. Additionally, the

setup in the NF will be more compact compared to the optimum wavelength than

that of FF [93].

6.2.2 Phantom

In MT setups and before performing any imaging, it is necessary to investigate the

accuracy of the results obtained from their measurement systems and the inverse

scattering algorithms used. To do this, it is tried to model and implement an accurate

and realistic artificial model of a healthy breast. The model needs to be robust enough

to include versatile range of breasts in term of size and constitutive materials. In [94],

extensive research has been done to determine the dielectric properties of a breast’s

internal organs which are mostly fat, muscle, and water. By using the information

provided in this report and choosing equivalent materials to breast tissue in terms

of permittivity and conductivity [95], colleague, Mr. Alvaro Diaz Bolado designed

and implemented a physical model (i.e., phantom). The phantom is believed to

present approximately the same RF characteristics of a healthy breast. Figure 6.3

demonstrates the phantom used in our research group.

The proposed phantom forms a dielectric waveguide incorporating dielectric ma-

terial compressed between two Plexiglass plates, that supports even and odd modes

within the filled-in dielectric. The illuminating part of the the phantom consists of

two antennas that are excited in phase (even mode) and 180-degree out of phase (odd

mode) (see Figure 6.3). In the even mode (i.e., TM0 mode), the E field has a cosine

distribution between the plates with the fields concentration happening more in the

middle of the phantom than the top and bottom. Thus, this mode will be more effec-
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tive in detecting tumours located in the middle of the phantom. As demonstrated in

Figure 6.3, in odd mode (i.e., TM1 mode) the illuminating antennas are out of phase

and concentrate the incident fields close to the top and bottom of the phantom. In

this case, the imaging system will be able to detect tumours in the vicinity of the

plates (i.e., near breast skin).

6.2.3 Solution for inverse scattering problem

This part is beyond the scope of this thesis and will not discussed here. However,

inverse scattering problems [86, 21] and the solutions were studied and programmed

by Dr. Paul-André Barrière, my colleague in Poly-Grames Research Centre, during

his Ph.D. program [96].

6.3 Results

In order to verify the measurement capability of the proposed setup consisting of an

NF imager and a developed phantom, the imager was set to measure E fields scattered

by the phantom over a region of interest, which is demonstrated in Figure 6.4. The

phantom was filled by glycerin with a complex permittivity of 7.17 + j23.41 at 2.45

GHz. In this experiment, the E-field distribution was measured twice over the phan-

tom, first when a scatterer (air-filled cylinder with a diameter of 1 in) was inserted

into the phantom at Ds=-50mm, where Ds is the distance of the cylinder from mea-

surement origin, and then in the absence of the scatterer. In the first measurement

the cylinder’s axis was 0.7 in above the center of the phantom. The obtained results

in both measurements, were then subtracted to obtain the scattered fields.

Figure 6.5 and Figure 6.6 show the magnitude and phase of the scattered fields

in even and odd modes, respectively. In both modes, the scattered fields peak exactly

at the position of the scatterer. The measurement results are in good agreement with

a simulation using CST. The measurement results show the ability of the imager to

measure the scattered field with dynamic range ∼ 30 dB.
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(a)

(b)

Figure 6.2 Basic breast microwave imaging setups. (a) pendant and (b) compressed
breast under test.
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Figure 6.3 The schematic of the microwave tomography setup proposed for early
breast cancer detection.
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Figure 6.4 The photograph of the phantom used in this project, with courtesy from
Mr. Alvaro Diaz Bolado.
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Figure 6.5 The scattered fields of an air-filled cylinder measured in even mode; (a)
magnitude and (b) phase.
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Figure 6.6 The scattered fields of an air-filled cylinder measured in odd mode; (a)
magnitude and (b) phase.
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Chapter 7

Conclusions and Future Work

Near-field (NF) measurement has gained the interest of many researchers because

of its high resolution, accuracy, high signal-to-noise ratio (SNR) and wide range of

applications. These applications include broad categories such as antenna [5], mi-

crowave [6] circuits and devices emission tests [7] as well as logic [8] circuits. The

measurements can also be used to measure the wave penetration into materials [9, 10]

and their RF characterization [43]. Microwave imaging for health monitoring [11, 97]

is another impressive application of NF measurement [9, 89]. The many applications

have therefore allowed researchers to focus on near-field measurements.

7.1 Contributions of this thesis

This thesis addressed and discussed the design and implementation of a NF imager

based on the modulated scatterer technique (MST) extensively. The imager consists

of several optically modulated scatterer (OMS) probes that are very accurate, highly

sensitive and also frequency selective. Each OMS probe was optimized to operate at

2.45 GHz, which is one of target frequencies in biomedical applications. The invisi-

bility to microwave signals of optical fibers used in developing the OMS probes was

investigated and verified. This probe, guarantees almost perturbation-free measure-

ments. The OMS probes were also studied and verified for omnidirectivity and cross-

polarization rejection performance. In the omnidirectivity test, the probes showed

an absolute deviation of about ±0.3 dB with respect to an unidirectional response.

The co-to-cross polarization ratio was measured and found to be better than 60 dB.

The frequency response of the probe was studied theoretically and experimentally in

order to qualify the performance of the matching network and to assess its impact

on the frequency response of the OMS probes. The performance of the probes was

validated by measuring the NF distribution of a 50-Ω microstrip transmission line.

The measurements were compared with results of simulations using HFSS R©. The
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results also showed that the sensitivity of the OMS probe can be better that 0.037

V/m. The associated error with both magnitude and phase measurement results are

6.4% and 3.2 degrees, respectively, compared to simulations.

By developing a linear array of OMS probes, the measurement speed for an E-

field measurement was increased more than 100 times (see Figure 4.2) compared to

commercially available opto-mechanically switched systems [98]. Parameters such

as mutual coupling and the effect of shadowing, which influence measurements were

also studied to get minimum inter-element interactions, leading to the choice of an

appropriate probe spacing (λ/4). To improve the accuracy of measurements using

the array, the raw measurement data were corrected using the proposed calibration

technique, to compensate for uncertainties in the probes’ responses. The E-field

measurements made with the developed imager were in good agreement with the

simulations and were very rapid.

Benefiting from carrier cancellation, the isolation between the input and output

ports of the imager was improved by about 60 dB. This enabled us to increase the

signal fed to the NF imager and increase the overall dynamic range by 18 dB in

the monostatic mode. The actual improvement is probably higher than this but the

system was not tested with sufficient power to cause saturation.

The results from the imager were validated by comparing them with known fields

when it was set to measure the E-field distribution of several microwave components

such as a microstrip transmission line, a co-planar waveguide as well as radiating an-

tenna (e.g. PIFA, antenna). The results were all in good agreement with simulations.

Finally, the imager together with a phantom representing biological tissue (i.e., the

breast) was verified in order to asses its performance in the context of breast cancer

imaging. The measured scattered fields were compared with simulation, which showed

very good agreement.

7.2 Future work

To extend the project beyond the scope of this thesis based on the developed tech-

nology, it is first necessary to look at the restrictions that currently exist in the setup

and try to overcome them. Possible directions for future work include:

• Development of broadband OMS probes;
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• Implementation of a wide-band homodyne detector;

• Development of more compact OMS probes;

• Real-time imaging using a 2D OMS probe array;

• Development of an optically-excited probe.

7.2.1 Broadband OMS probe

A limitation of the current imager is the narrow bandwidth of its probes, which

is partly due to the addition of a matching network to the probes optimized for

operation at 2.45 GHz. We could improve the probes’ bandwidth by implementing a

state-of-the-art matching network with larger bandwidth so that the probes measure

in a wider frequency range. As discussed in Chapter 3, scattering properties of the

OMS probe can be improved by making it resonant at desired frequencies. This can

be done, by adding an inductive reactance in series with the short-dipole which has

a capacitive input impedance, so that a resonance occurs in one of the two states

of its photodiode (i.e. ON and/or OFF states). Such a matching network (simple

inductive circuit; first order) limited the frequency bandwidth of the OMS probe to

approximately 400MHz. In order to increase this bandwidth, higher order matching

network (i.e., multiple inductor and capacitor circuit) can be used. For a preliminary

test, a matching network consisting of three inductors where two of them are on each

arm of the dipole, and the third one is across the dipole arms, was investigated. The

equivalent circuit of the OMS probe incorporating the proposed matching network

and photodiode as well as a short-dipole is illustrated in Figure 7.1. An OMS probe

consisting of such a matching network has been fabricated and is shown in Figure 7.2.

The operation of the proposed matching network was also investigated. Figure 7.3

demonstrates the frequency response of the probe measured by reading the power of

the sideband (fRF ± fIF ) generated by probe using a spectrum analyzer. The results

show the relative sideband of the probe over the 1-4 GHz bandwidth. To see the

improved bandwidth of the probe, one can compare the bandwidth of this probe with

the probe discussed in Chapter 3 (See Figure 3.24).

At the end, the E-field measurements obtained using the proposed probe were

verified by setting the probe to measure an E-field distribution of a 50-Ω transmission
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Figure 7.1 Equivalent circuit of the proposed OMS probe with its matching network.

line at different frequencies and making a comparison with simulation. Figure 7.4

demonstrate the E-field measurement of the transmission line at a distance at a

distance of 3 mm from the line at frequencies of 2, 2.6, 3 and 4 GHz. Due to the

lack of a wide-band homodyne detector, it was not possible to show actual dynamic

range of the probe at frequencies other than 2.45 GHz. Therefore, the dynamic range

shown in Figure 7.4, is not due to the probe’s performance, whereas it is because of

limited dynamic range of the spectrum analyzer used.

7.2.2 Wide-band homodyne detector

In order to make magnitude and phase measurements at other frequencies than 2.45

GHz using the current setup, not only a broadband probe but also a wide-band ho-

modyne detector capable of handling signals at the desired frequencies, is required.

Mixers, which are the essential parts in homodyne detector, should be operating in

wide band of frequency range. Thus, choosing a mixer having the above mentioned

characteristics is a key part in development of a wide-band homodyne detector. Fig-

ure 7.5 shows a wide-band mixer (SGM-03-13) operating up to 7 GHz, manufactured

by Linear Technology Co., which can be one the suitable alternatives. The mixer has

a conversion-loss and LO/RF isolation about 7 dB and more than 20 dB respectively

up to 7 GHz. The mixer was mounted of a Duroid RT/6006 substrate but was not

tested in the developed imager.
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Figure 7.2 Photograph of the developed OMS probe. The zoom in the left corner
shows the layout of the photodiode, matching network and wire bonds.

7.2.3 Compact OMS probe

To prevent using a strain relief structure (optical fiber fixture) in the OMS probe

construction (see Figure 7.2 for the optical fiber fixture) and consequently to make

the probe more compact; it is suggested to use one of the two following methods

in coupling optical fiber to the OMS probe photodiode: 1) planar (i.e., horizontal)

coupling, 2) side-illuminated photodiode.

Planar optical fiber coupling

To make a planar coupling between an optical fiber and a photodiode, one can polish

the tip of a single mode fiber at 45 degrees. A 45-degree cut causes the end of the fiber

to act as a mirror, and totally reflects optical power at 90 degree with respect to the

fiber axis. Then, the polished fiber can be fixed above the photodiode where maximum

optical power couples to its active area, as schematically shown in Figure 7.6.

In order to prove the above mentioned coupling technique, a single mode optical

fiber was polished at a 45-degree angle. A photograph of the angled-cut fiber and a

measurement of the light reflected by its built-in mirror perpendicular to the axis of
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Figure 7.3 Frequency response of the broadband OMS probe

the optical fiber are shown in Figure 7.7.

In the developed OMS probe discussed in Chapter 3, the illuminating laser diode

operates at a wavelength of 1550 nm within the wavelength is in the interval (i.e.,

1490-1636 nm) at which the performance of the angled-cut optical fiber is maintained.

Side-illuminated photodiode

Another approach to improve the compactness of the imager by avoiding perpen-

dicular coupling between of the optical fiber and photodiode consists in using side-

illuminated photodiodes. Figure 7.8 shows a side-illuminated photodiode manufac-

tured by Enablence Co. In this case, the optical fiber can easily be coupled to the

photodiode from its photo-sensitive facet (i.e., carved facet) located on its side.

7.2.4 Array of 2D OMS probes

Measurement speed in the current imaging system is limited because of the require-

ment to translate the probes. So, in order to achieve faster field scanning of a device

under test, it is suggested to develop a 2D array of OMS probes so as to completely

remove all mechanical translations. Instead electronic switching between the probes

is used. A schematic depicting a 2D OMS array is shown in Figure 7.9, in which the
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angle-cut optical fiber as proposed earlier has been used to achieve a low-profile array

[55].

7.2.5 Optically-excited probe: Generating RF emission using

an optical signal

The antenna consists of a small radiating metallic structure such as a short-dipole

or small loop, together with two photodiodes to which optical fibers are coupled. In

order to excite the probe and make it radiate, it is illuminated through a fiber by

light modulated (see Figure 7.10) at a desired RF frequency. Then, the photodiode

converts the optical signals to microwave signals which are radiated by the antenna.

In practice, the photodiode needs to be biased at a certain voltage. This can be done

by a second photodiode which is in parallel with the modulated photodiode. This

photodiode receives a continuous optical signal and converts it into a biasing voltage

applied to the RF modulated photodiode. Figure 7.11 shows schematic of such an

optically-excited radiator. It is also worth mentioning that a zero-bias photodiode,

which is desirable in the case of the optically modulated probe described in this thesis,

leads to limited conversion gain and bandwidth. Therefore, a trade-off between the

modulation index and the bandwidth/gain of the probe is needed.
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Figure 7.4 Magnitude (in dB)of the transverse E-field of the microstrip transmission
line under at a distance of 3 mm at different frequencies; (a) 2 GHz; (b) 2.6 GHz; (c)
3 GHz; (d) 4 GHz.
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Figure 7.5 Photograph of the a wide-band mixer operating up to 7 GHz, manufactured
by Linear Technology Co.
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Figure 7.6 Schematic depicting an OMS probe with planar optical fiber coupling.
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Figure 7.7 The photograph of a 45-degree angled-cut an optical fiber and the mea-
surement results at 1490 and 1636 nm.
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Figure 7.8 Photograph of a side-illuminated photodiode (PDCS200E) manufactured
by Enablence Co.

Figure 7.9 Schematic of the proposed OMS probe array.
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Figure 7.10 Example of microwave circuit for modulating optical signal.
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Figure 7.11 Schematic of an optically-excited probe-antenna.
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Appendix A

Estimation of Measurement

Duration in NF Imager Equipped

with OMS Probes

Total measurement duration can be estimated by dividing it into the times taken

at each part of the NF imager, comprising mechanical movements (translation and

settling time of probes), switching time of the probes, start-up, buffering and data

acquisition/recording.

In this estimation, it is assumed the probe is about to be placed in a new point

where E-field measurement is required. We define as ts the settling time of a 2D

positing setup in both directions x and y. Moreover, the time it takes to switch the

probe ON and OFF, the microwave components detection time and the time taken

by the LIA for completing a measurement are denoted by tp1, tp2, tp3, respectively,

and tp represents their summation. In the NF imager as explained in Chapter 4,

it is necessary to measure I and Q signals at each physical point. Thus, switching

time (tswitch) between two states, which is done by an SPDT switch, is an effective

parameter when estimating total measurement. Equation A.1 is used to calculate the

measurement time taken for a single point.

tsinglepoint = ts + 2tp + tswitch − tp1 (A.1)

For an imager equipped with a single probe, the total measurement time also

includes the time the positioning system needs to scan the probe over the region

of interest. The movement duration between two adjacent points along x and y

directions are assigned by tmovx and tmovy, respectively. Depending on the number of

points, the total time can be calculated by Equation A.2.
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tfullscan = NxNY tsinglepoint + (Ny − 1)(Nx − 1)tmovx + (Ny − 1)tmovy (A.2)

In the case of an array (e.g. linear array), the measurement duration includes

the switching time between the array elements (tsw), which is a key parameter in the

estimation. A slow switching time between the array’s elements not only prevents a

reduced measurement time but also may lead to longer measurements compared to

an isolated probe. After some mathematical developments, the estimated time by a

linear array can be obtained with Equation A.4:

tarrayscan = Nytaux + (Ny − 1)(tmovy + ts) (A.3)

where, Nx and Ny are the number of points in x and y directions, and taux is given

by Equation A.5

taux = Nptsinglepoint + (
Nx

Np

− 1)(tmovx + ts) + Nptsw

tarrayscan = Nytaux + (Ny − 1)(tmovy + ts) (A.4)

where, Nx and Ny are the number of points in x and y directions, and taux is given

by Equation A.5

taux = Nptsinglepoint + (
Nx

Np

− 1)(tmovx + ts) + Nptsw (A.5)

Table A summarizes the parameters used in the estimation of a measurement

duration and their values in the NF imager equipped with a linear OMS probes

array.

Table A.1 Timing of the individuals in the imager.

Timing ts tmovx tmovx tmovy tsw
Typical value 10 msec 30 msec 40 msec 20 msec 20 msec
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Appendix B

Mathematical Background of

Homodyne Detection using

Modulated Scatterer Technique

In [24], the authors developed the mathematical equations of a homodyne detection

system using the modulated scatterer technique (MST). The development is shown

below.

The received signal from the body under test (BUT) at the antenna port (mono-

static, and bistatic) can be decomposed into a modulated (i.e., γ(t)) and an unmod-

ulated part (i.e., χ0(t)):

χ(t) = χ0(t) + γ(t) (B.1)

The modulated part contains the information on the field to be measured, while the

unmodulated part is produced by carrier residual and parasitic reflections. For an

amplitude modulation scheme, the above equation becomes:

χ(t) = a0cos(ω0t + φ0) + km(t)En
p cos(ω0t + φ) (B.2)

where En
p cos(ω0t + φ) is the field component to be measured at the probe location,

while a0cos(ω0t + φ0) represents the unmodulated contribution at the angular fre-

quency ω0. The bistatic case corresponds to n=1, the monostatic case to n=2, k is

a proportionality constant, and m(t) is the low-frequency modulating signal. The

signal (i.e., χ(t)) can be treated by homodyne or heterodyne detection.

When homodyne detection is used, the signal is mixed with the following high

frequency reference signal r(t):

r(t) = arcos(ω0t + φr) (B.3)
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The χ(t) and r(t) are multiplied within the mixer, producing the in-phase com-

ponent i(t):

i(t) = 〈χ(t)r(t)〉 = a0arcos(φ0 − φr) + karm(t)En
p cos(nφp − φr) (B.4)

In a similar way, the quadrature component q(t) is obtained by means of the same

operation, but with the reference signal shifted by π/2 with respect to the in-phase

component:

q(t) = 〈χ(t)r(t + T0/4)〉 = a0arsin(φ0 − φr) + karm(t)En
p sin(nφp − φr) (B.5)

The modulation signal is periodic with frequency fmod and , consequently, can be

expanded as an infinite Fourier series, as follows:

m(t) =
∞∑

k=0

cos(2πfmodkt) (B.6)

By simplifying the Equations B.4 and B.5 using sin(x).cos(y) = 1
2
(sin(x + y) +

sin(x+ y)) and making use of a reference signal at the same modulation frequency, a

coherent detection then provides two DC signals respectively proportional to the real

and imaginary parts of the modulated component:

I = Km1arE
n
p cos(nφp − φr) ∝ R{En

p ej(nφp−φr)} (B.7)

Q = Km1arE
n
p sin(nφp − φr) ∝ Im{En

p ej(nφp−φr)} (B.8)

Equations B.7 and B.8 reveal that the phase information of the field to be

measured will be maintained at mixing procedure of homodyne detection. So, the I

and Q can be used by the lock-in amplifier to measure magnitude and phase of the

field component.

In heterodyne detection, both the RF signal and reference are translated to an

intermediate frequency IF by mixing them with a different signal produced by a local

oscillator. The phase shifts and amplitudes ratios are maintained through the mixing

procedure. In the next step, the I and Q components at IF are coherently detected

by comparison with a reference signal at the same frequency. The resulting signals
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are then coherently detected, just as they are in homodyne detection.


