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ABSTRACT 

The rediscovered technology of circulating particles at high 

superficial gas velocities has been given significant attention in 

the scientific I iterature recently. Despite this resurgence of 

academic popularity, an understanding of the riser hydrodynamics and 

general operation of circulating fluidized beds (CFB) is lacking. ln 

this work, radioactive tracers are used to examine both the gas and 

sol ids comportments in the fast fluidization regime of a riser 5 m 

tal I and 82.8 mm in diameter as wel I as the packed bed regime of a 

3 m standpipe. 

A core-annular model for both the gas phase and sol ids is used 

to characterize the hydrodynamics of the riser. The si ip velocity in 

the core is equal to the single particle terminal velocity. Along 

the wal 1, the particles descend at velocities around 0.8 m/s. The 

core-annular mass transfer coefficient, k, is higher for the gas than 

for the sol ids. The core radius decreases with height as does k. At 

the base of the riser, k is typically three times the value in the 

lean phase. There is I ittle gas dispersion. Sol ids dispersion is 

greatest in the dense phase and decreases with height. Typical values 

of the dispersion coefficient range between 0.1-0.5 m2 /s. The 

coefficient of dispersion increases with particle size. 
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The sol ids in the standpipe descend in plug flow. The gas in the 

standpipe flows either counter-current or co-current to the sol ids 

depending on the conditions in the riser. Particle wal I velocity 

measurements made in a pyrex tube were approximately 50% of the 

solids bulk velocity. 

Sol ids circulation rates were determined using a simple technique 

involving the measurement of the pressure drop between the cyclone 

and riser. The pressure drop in the acceleration region of this 

horizontal pipe was found to be sensitive to both the mass flux and 

gas velocity. 

A computational study is detai led concerning the partial oxida­

tion of butane to maleic anhydride. Predictions of a number of 

different hydrodynamic models are compared. Results from the simula­

tion indicate the effect of the core radius is significant in terms 

of total butane conversion as is the assumed cross-flow coefficient 

between the core and annular zone. 



SOMMAIRE 

La redécouverte de la fluidisation rapide a donné un nouvel éJan 

à la recherche scientifique actuel le dans le domaine de la fluidisa­

tion. Cependant, malgré tout ce renouveau, les connaissances relati­

ves à 1 'hydrodynamique de cette technique ainsi que la conduite des 

opérations dans ces I i ts sont éparses et mêmes contradictoires. Le 

1 it fluidisé circ�lant uti I isé dans ce projet est en acier inoxydable 

de 5 m de haut et de 82.8 mm de diamètre. Le tuyau de retour a une 

forme en "L" et i I est de 3 m de haut et de 82.8 mm de diamètre. 

Dans ce travai 1, des traceurs radioactifs sont uti I isés pour examiner 

le comportement du gaz et du sol ide en régime de fluidisation rapide 

aussi bien dans le I it de 5 m de haut que dans le tuyau de retour. 

L'argon et des particules de sable sont uti I isés comme traceurs 

radioactifs. 1 ls ont été irradiés dans le réacteur SLOWPOKE de 

1 'Ecole Polytechnique de Montréal. 

Dans ce travai 1, i I est démontré qu'un modèle de dispersion axial 

est inadéquat pour caractériser 1 'hydrodynamique des Lits Fluidisés 

Circulants (LFC). Cependant, un modèle noyau-anneau pour le gaz et le 

sol ide est satisfaisant pour caractériser 1 'hydrodynamique de ces 

1 its. A partir de ce modèle, les différents paramètres caractérisant 

1 'écoulement du gaz et du sol ide ont été ajustés sur les données 

expérimentales. Ainsi, la vitesse de glissement dans le noyau est 
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égale à la vitesse terminale de la particule initiale. Le long de la 

paroi, les particules descendent à des vitesses voisines de 0.8 m/s. 

Le coefficient de transfert de matière, k, entre le noyau et 1 'anneau 

est plus élevé pour le gaz que pour le sol ide. A la base du I it, la 

valeur de k est typiquement trois fois celle obtenue en haut du I it. 

11 y a peu de dispersion du gaz. Par contre, la dispersion du sol ide 

est significative: el le est plus grande dans la phase dense et 

décroît avec la hauteur. Les valeurs typiques de ce coefficient de 

dispersion se situent entre 0.1 et 0.5 m2 /s. La valeur de celui-ci 

croît avec le diamètre des particules. 

Les données expérimentales relatives à 1 'écoulement du gaz et du 

sol ide dans le tuyau de retour ont été obtenues par la méthode des 

Distributions de Temps de Séjour (DTS). Ainsi, le sol ide dans la 

1 igne de retour descend en écoulement piston, alors que le gaz 

circule soit à contre-courant soit à co-courant du sol ide dépendem­

ment des conditions uti I isées dans le LFC. Les vitesses des particu­

les à la paroi sont approximativement 50% plus faibles que celles des 

particules au centre du tube. L'équation modifiée de Ergun, écrite en 

termes de vitesse de glissement, peut être avantageusement employée 

pour prédir les pertes de charge dans le tuyau de retour: 

-dP = K1Vsl + KzVsl lvsl 1
dz

où, 
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2 
K, = 150�(1-f) 

( V's dp f ) 2

K2 = 1.7�e(1-f) 
( V's dp f)

Vs l = vs vg 
= vitesse de glissement

Le taux de recirculation du sol ide est déterminé par une techni­

que simple qui consiste à mesurer la perte de charge du gaz entre la 

sortie du LFC et le cyclone. Dans cette zone d'accélération, la perte 

de charge est très sensible aussi bien au flux massique qu'à la 

vitesse du gaz. La relation établie est: 

Les différents termes de cette équation peuvent être interprétés 

comme suit: 

premier terme = accélération du solide 

deuxième terme = friction du sol ide et du gaz 

troisième terme = accélération du gaz 

Une simulation concernant 1 'oxydation partiel le du butane en 

anhydride maléique dans un LFC est présentée. Les équations obtenues 

par un bilan de masse sont: 
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NOYAU: 

Les prédictions obtenues à partir de différents modèles hydrody­

namiques sont comparés. Cel les-ci indiquent que les effets de la 

tai Ile du noyau ainsi que la valeur du coefficient de transfert entre 

le noyau et 1 'anneau sont significatifs, mais que les effets du taux 

de recirculation du sol ide le sont encore plus. 
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1 . 1 NTRODUCT ION 

The technology of fast fluidization dates back to the late 1930's 

at which time a number of petroleum companies formed a consortium to 

develop a catalytic cracking process. The Houdry process had been 

commercial ly avai lable but due to excessive I icensing tees ($50 

mi 11 ion) developing an entirely new process was considered to be more 

economic. The first commercial up-flow catalytic cracker was put on 

stream in 1943 (Squires, 1986). However, due to operational diffi­

cul t ies, i ts subsequent commercial implementat ion was I imi ted. 1 t 

wasn't unti I the early 1950's, after having resolved the technical 

problems relating to sol ids flow contrai and developing an extremely 

active zeol i te catalyst, that Shel I reintroduced co-current gas­

sol ids flow for catalytic cracking. 

Desp i te the importance of catalytic cracking industrial ly, 

technical publications regarding the fluidization regime were few in 

number up unti I the late 1970's. Sorne notable exceptions include Zenz 

(1949) who incorporated a turbulent fluidization regime in his phase 

diagram for gas-particle systems, Lanneau (1960) and Kehoe and 

Davidson (1971). This lack of research may have inhibited its 

application to other processes and in part explains the lag of other 

industries behind the petroleum industry in using CFBs. Hence, the 

technology is not new but its application to different processes may 

be described as state-of-the-art. 
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Low gas velocities characteristic of conventional bubbl ing 

fluidized beds result in low processing capacities per unit cross­

sectional area. Among the principle advantages of circulating 

fluidized bed systems are: high gas velocities, minimizing reactor 

volume, excellent heat and mass transfer, temperature uniformity and 

adjustable retention time of gas and sol ids. The behavior of CFB 

systems has been well qualified. However, its quantitative descrip­

tion ·is far from complete. Moreover, there is I ittle agreement as to 

the meaning of fast fluidization or as to what constitutes a circu­

lating bed. 

As defined by Webster's dictionary (1966), the word circulation 

impl ies "movement or passage in a circuit or other curving or bending 

course typical ly with return to a starting point". ln CFBs circula­

tion refers to the movement of the sol ids phase. The sol ids enter 

the riser reactor at a tee junction and are entrained in the upward 

flowing gas. They exit through an elbow, are separated tram the gas 

in a cyclone and fal I into a storage vesse!. The sol ids are then 

returned ta the riser by various non-mechanical means such as 

L-valves, J-valves, etc. or mechanical ly by screw feeders. 

Fluidization is defined as the process in which finely divided 

sol ids are suspended in a rapidly moving stream of gas that induces 

flowing movement of the whole (Webster, 1966). For the purposes of 



3 

this study, therefore, a circulating fluidized bed system is defined 

as a process in which sol ids are entrained in a column by a high 

velocity gas stream and returned to the column by a ra-circulation 

leg. lt may be argued that this definition is too broad and that 

other systems such as spouted beds or even fluidized beds fit the 

definition. ln tact, a spouted bed has many characteristics in 

common w i th a CFB. The geomet ry of the reactor i s the pr i ne i pa 1 

difference between the two systems. 

Having proposed a general definition for the CFB system, it 

remains to classify the principal components and quantify the behav­

iour. The region of industrial interest of a CFB system is the riser 

column in which high gas velocities entrain the sol ids. This region 

provides excellent gas-sol ids contacting and has been exploited for 

many combustion and other non-catalytic processes (Reh, 1986). 

Experimental studies indicate a marked segregation of particles over 

the cross-section (Yerushalmi et al., 1978; Youchou and Kwauk, 1980; 

and, Weinstein et al., 1984). Geldart and Rhodes (1986) propose that 

the riser consists of a di lute core region and a dense annular wal 1 

region. Kwauk et al. (1986) considered that the riser is made-up of 

dense agglomerated particles dispersed in a di lute continuum of 

discrete particles. Bol ton and Davidson (1986) suggest that the 

lower region may be described as a slugging fluidized bed and the 

upper region as a lean phase. 
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The riser is certainly the most important region. However, it 

should not be considered in isolat1on of the other components making 

up the system. The design of the cyclone, downcomer or standpipe and 

L-valve are equal ly important to the process. The complexity of

designing and optimizing a CFB becomes evident when considering al 1 

the factors that make-up the system. Hydrodynamical ly, there are many 

multi-phase flow regimes. For example, in the riser, there is 

co-current U'pfloi. The solids exit the reactor into a horizontal 

pipe. Various flow regimes have been observed in the horizontal pipe 

connecting the riser to the cyclone varying from homogeneous to 

degenerate suspensions and dune flow (Patience et al., 1990). lnto 

the cyclone the flow pattern changes to a hel ical motion in which 

particles are thrust to the outer periphery due to centrifugai 

forces. The particles subsequently drop onto a dense bed in the 

happer, hence, counter-current or co-current downflow of sol ids. ln 

the happer and downcomer again various flow regimes may exist (Leung 

and Jones, 1978). ln general, stand pipe flow may be characterized 

as si iding packed bed flow in which the particles are flowing verti­

cal ly downward co-currently with the gas. Final ly, the last flow 

regime is that in the L-valve which is described as slug flow. 

ln addition to the variety and complexity of the hydrodynamics, 

the parameters which affect the flow are numerous. Together with the 

geometry of the system, entrance and exit configurations, diameter 

and height, the physical properties of the gas and sol ids affect the 
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flow phenomena. To consider al I the possible experimental combina-

tians and permutations of variables would be an· imposing task. The 

objectives of this study were: (1) develop a simple means with whiéh 

to monitor the solids circulation rate; (2) characterize the sol ids 

and gas flow in the standpipe; (3) characterize the longitudinal 

sol ids hold-up in the riser; (4) mode! the gas and sol ids hydrodynam­

ics in the riser; (5) assess the hydrodynamic parameters by numeri­

cal ly simulating the partial oxidation of n-butane to maleic anhy­

dride. 

Details of the CFB unit are presented in Chapter 2. The most 

important experimental tools available to this study were the 

radioactive tracers produced by a SLOWPOKE nuclear reactor at 1 'Ecole 

Polytechnique de Montréal. Previous research on CFBs using tracer 

technique� are severely I imited by the injection and detection 

methods. Generally, large volumes of tracer are required in order to 

faci I itate its detection. Unfortunately, large volumes introduce 

large perturbations thus measurements are net representative of 

system characteristics. Moreover, the high velocities and short 

distances requires very short detection times. V i sua I techniques 

such as coloured dyes are impractical to study the riser hydrodynam­

ics. The gas phase was analyzed with radioactive argon and the 

sol ids phase wlth Si-28. Tracer studies of this nature have not been 

exploited to a great extent in the literature. 



ln Chapter 3, the mathematical tools necessary to analyze the 

data are given. A general computer program to salve one-dimensional 

coupled partial differential equatioris is discussed. A simple 

problem is developed to demonstrate the fini te difference method 

employed. ln addition, the analytical methods used in RTD analysis 

are discussed. The injection and detection input functions are 

developed. 

The standpipe hydrodynamics and measurement of the sol ids hold-up 

are detai led in Chapter 4. Sol ids mass fluxes based on particle wal 1 

velocities in the riser were measured to be approximately 50% of the 

value obtained from tracer studies. A simple correlation is devel­

oped to relate the pressure drop in the horizontal section between 

the riser and cyclone to sol ids circulation rate. ln addition, 

results c�ncerning the effect of riser conditions on standpipe 

operation are presented. Final ly, the various hydrodynamic models 

proposed to chàracterize the longitudinal suspension density in the 

riser are discussed together with pressure drop measurements in the 

experimental unit. 

The results of radioactive gas and sol ids tracer studies are 

summarized in Chapter 5. Considerable efforts were directed towards 

mode! 1 ing the injectors to minimize systematic errors. Average 

injection times of the argon were 0.07 s. Sol ids injection times 

were between 0.3 and 0.45 s. Longitudinal variations in the gas and 

6 
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sol ids phase are detai led as wel I as the affect of particle diameter. 

A two zone model is used to describe the comportment of bath the 

sol ids and gas phase. Mass transfer coefficients between the two 

zones is higher for the gas than for the sol ids. The gas phase is 

essential ly in plug flow whereas considerable dispersion and downflow 

along the wal I characterize the sol ids behaviour. 

ln Chapter 6, a computer program is developed to simulate the 

select ive oxidation of butane to maleic anhydride. The program is 

used to quantify the importance of the various hydrodynamic parame­

ters proposed to model the riser hydrodynamics. Various models are 

tested from a ·simple single phase mode! (Patience and Chaouki, 1990) 

to a two zone model with varying mass transfer coefficients longitud­

inal ly. Total butane conversion is found to be sensitive to bath the 

core radius and the gas cross flow coefficient. 

7 



2. EXPERlfiENTAL

2.1 APPARAllJS 

The CFB experimental system, i I lustrated in Figure 2.1, consists 

of two parai lel columns 5 m high; a riser reactor and a re­

circulation leg. Sol ids are introduced into the riser from an 

L-valve just above an orifice plate distributor, they are entrained

in the upward flowing gas, exit through an abrupt reducing elbow 

into a tube and, final ly, are separated from the gas phase in a 

cyclone. The particles are returned to the storage hopper and the 

gas exits through a manifold to a knock-out drum and is vented to 

atmosphere. 

2.1.1 Riser reactor 

The riser column is comprised of 4 flanged schedule 10 stainless 

steel pipes 1 m long and 82.8 mm in diameter. Partial visual obser­

vation of the flow is possible through a window port 35 mm in diame­

ter mounted on one of the pipes. A windbox, distributor (an orifice 

plate 6.4 mm thick with 115 holes 3.2 mm in diameter distributed on a 

square pitch) and a tèe make up the entry section of the air and 

sol ids. The gas exit an abrupt reducing elbow (82.8 mm to 41 mm) at 

the top. Male NPT fittings 6.4 mm in diameter are distributed along 

-
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the length of each section at intervals of 150 mm and serve as taps 

for pressure probes and thermocouples. A pyrex tee was used for 

visual study of the sol ids at the entrance and a pyrex tube, 300 mm 

long, permitted visual observation at the exit. 

2.1.2 Re-circulation leg 

A maximum of 60 kg of 60 mesh sand can be stored in the storage 

happer and standpipe. The happer, il lustrated in Figure 2.2, is 229 

mm in diameter 890 mm long. Sol ids separated from the gas in the 

primary cyclone spiral downward into the happer. A blanked off port 

is mounted on the side to permit the installation of a second cyc­

lone. ln addition, a threaded pipe with an easi ly removed cap is used 

to charge the system with sol ids and for sol ids make-up. 

The L-valve downcomer assembly consists of three flanged schedule 

10 stainless steel pipes one metre long and 82.8 mm in diameter. As 

in the riser, taps for pressure and temperature mea·surements are 

distributed along the length of the re-circulation leg. The horizon­

tal section of the L-valve, between the downcomer and riser, is also 

82.8 mm in diameter. 

A one metre pyrex tube, 76.4 mm in diameter, is used for visual 

observation of the flow regime as wel I as for sol ids circulation rate 

studies. The technique used to determine the mass flux, called the 
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t ime-of-descent method (Burkel I et al., 1988), entai ls measur ing the 

time it takes for a discrete particle to traverse a known distance. 

The calculated velocity multipl ied by the bed density gives the mass 

flux in the pyrex. To obtain the mass flux in the column, the calcu­

lated value in the pyrex tube must be multipl ied by the ratio of 

cross sectional area of the pyrex by the cross sectional area of the 

column. An additional correction factor is required that accounts 

for the tact that the observed wal I velocity does not correspond to 

the ac tua I so I i ds bu I k ve I oc i t y. Fur the r de ta i I i s g i ven in Sec t ion 

4.2. 

Met e r ed bu i Id i ng ai r, in t roduced a t the e I bow, i s used t o con t r o 1 

the sol ids circulation rate. Var ious locations of air injection 

were tested. Greatest ease of circulation was obtained with aeration 

in the �tandpipe 210 mm from the bottom. Optimization of the loca­

tion and geometry of the air injector was attempted. However, litt le 

improvement in circulation rate was realized. Higher circulation 

rates were obtained when the length of the horizontal section of the 

L-valve was reduced from 300 mm to 600 mm. The sol ids flow in the

standpipe was much smoother. Aeration requirements were significantly 

reduced at higher temperatures. 

The last element of the CFB system is the exhaust-separation 

assembly at the top of the unit. The gas-sol ids mixture exits the 

reactor through an abrupt reducing elbow into a 41 mm flexible tube 
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that leads to a cyclone. The cyclone, shown in Figure 2.3, is 790 mm 

long and 190 mm in diameter at the top then_tapers down at the exit 

to 90 mm. The exhaust tube is 95 mm in diameter. Stainless steel is 

used throughout. A steel plate 150 mm long, 80 mm wide and 10 mm 

thick is welded to the sol ids entrance point to minimize replacement 

downtime. Significant abrasion occurs in this region. 

2.1.3 Air metering 

Building air is metered through a cal ibrated orifice, passes 

through a Norgen Compressed Air Fi lter (model F17-600-MIDA), a Norgen 

Compre�sed Air Regulator (model R17-600-RNLA) and is separated into 

three streams. The flow rate of primary air is measured by a Hedland 

rotameter (model 570-050, maximum rating 1.4 m3 /min) and is fed into 

a natural gas burner. Secondary air, metered by a second Hedland 

rotameter (model 771-200, maximum rating 6.3 m3 /min) contacts the hot 

gases from combustion chamber in the diffuser. The temperature in 

the reactor is effectively contrai led by adjusting the ratio of 

secondary air to primary air. The third air stream passes through 

one of two rotameters that measures the air flow rate to the L-valve. 

Esko LH-6FFV and Esko LH-5CD rotameters with maximum ratings of 4.8 

m3 /hr and 1.8 m3 /hr were used to meter the air. The upstream 

pressure to the rotameters was maintained at 446 kPa. lnitially, a 

much higher pressure was used but operation difficulties were exper­

ienced due to the pressure fluctuations of the building air. Fluctu-
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ations in pressure of over 400 kPa are not uncommon. These fluctua­

tions had I ittle to no effect on the operation when the upstream 

pressure to the rotameters was 446 kPa. A schematic diagram of the 

air system is given as Figure 2.4 

2.2 RADIOACTIVE TRACERS 

Bath the behaviour of the gas phasé and particulate phase are 

studied using radioactive tracers. Radioactive argon was used for 

the gas phase and Al -28 was used for the so I ids phase. Two Nal

scint il lators, adequately shielded w i th lead bricks, are used to 

detect the gamma rays em i t ted. A Canberra Seri es 35A ana I yzer, 

counting in the multi-scaling mode, records the pulses of radioactiv­

ity. The multi-scal ing mode counts al I pulses regardless of ampli­

tude. Thi� mode is particularly useful for recording time dependent 

phenomena since the signais are stored in separate channels al located 

sequent ial ly. The sampi ing t ime, known as the dwel I t ime, is set by 

the operator and varies according to the dynamics of the system. A 

dwel I time of 0.02 s is used for bath the gas phase and sol ids phase 

experiments. 

2.2.1 Sol ids phase 

A 10 gram sample of sand is irradiated in the fast neutron flux 

of a SLOWPOKE nuclear reactor. Si-28 is converted to Al-28 which has 
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a half life of 2.24 minutes and emits high energy gamma rays. The RTD 

of three sand diameters, 109 µm, 275 µm, 525 µm were studied. The 

radioactive sand is injected into the reactor by compressed air. 

The injection system is i I lustrated in Figure 2.5. V1 and V2 are 

bal I valves and V3 is a male Swagelok quick connect (normal ly open). 

ln order to minimize the volume of the injector, and thus the pertur­

bation when introducing the tracer, 6.25 mm stainless steel pipe was 

used throughout. Further detai I of the injector pulse is given in 

Section 5.2. 

The injection procedure is as fol lows: With V3 closed and V2 

disconnected (therefore, the system is open to the atmosphere but 

isolated from the reactor) V1 is opened and the injector is loaded 

with sand via a tunnel. V1 is closed and V2 is èonnected to a female 

quick connect exposed to some pressure. V3 is quickly opened and 

closed. By monitoring the system pressure the time taken to close 

and open V3 was determined to be on the order of 0.5 seconds. The 

sand passes in front of the photo-diode and triggers the radioactive 

counter establ ishing time zero. 

lnitially building air at 790 kPa was used. However, this high 

pressure perturbed the system significantly as demonstrated in Figure 

2.6. The pressure drop was monitored at the injection point and in 

the horizontal section between the riser and the cyclone. When V3 is 
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opened, the pressure drop increases significantly, corresponding to 

the increased flux of air flowing past the first pressure tap. lt 

quickly drops back to a steady value. When V3 is closed, the inverse 

occurs, i.e. the pressure drop becomes negative and then regains the 

steady value. Clearly the distortion introduced by injecting sand at 

790 kPa of air is unacceptable. Lower pressure air is required to 

minimize the perturbation and for this reason air at 446 kPa was 

tested. Unfortunately, there was I ittle improvement. Final ly, a side 

stream of air bled off from the air I ine downstream of the secondary 

rotameter was used. Opening and closing V2 had no measurable effec-t 

on the pressure drop neither in the vicinity of the injector nor at 

the top of the column. As a brief note, it should be emphasized that 

the valve must be closed quickly otherwise the results of the RTD 

become skewed. Particles initial ly stuck in the injector break loose 

and eventual ly enter the reactor. Best results were obtained when 

the valve was opened and closed as rapidly as possible. 

2.2.2 Gas phase 

The gas phase is studied using radioactive argon. Argon is 

particularly suited as a gas tracer because it is inert and its 

molecular weight is near that of air thus minimizing any difference 

in molecular diffusivity. Al I measurements are made using a nine 

mi 11 igram sample. Argon (Ar 40) is irradiated forty minutes in the 

neutron flux of a SLOWPOKE nuclear reactor and is converted to Ar-41 



-

21 

which emits beta and gamma rays and has a hait I ife of 1.8 heurs. 

This long hait I ife would prohibit the faci I ity of making many 

measurements per day in the sol ids phase. However, it is ideal for 

gas phase measurements because the gas is not re-circulated as the 

sol ids are. 

A novel and quite simple injection technique was developed for 

the gas tracer. Since the residence time of the gas can be much less 

than one second, the injection time must be extr�mely short to render 

the data analysis simple. However, the shorter the injection time 

the greater the perturbation introduced is a general axiom regarding 

injection analysis. Therefore, the tracer must be injected in the 

shortest time possible without perturbing the system. Furthermore, 

as will be discussed in Chapter 3, the actual injection time is 

required to calculate the first and second moments. 

These criteria were met using two syringes, a one way valve (used 

in chromatography), two micro switches, a data acquisition system and 

a computer. The system is il lustrated in Figure 2.7. The one way 

valve consisted of a 6.35 mm male NPT fitting welded on to a 11 mm 

male pipe thread, a rubber dise 12 mm in diameter and 3 mm thick and 

a threaded cap with a 2 mm hole at the top. The injecter consisted of 

a 5 ml syringe that is charged with argon and an identical blank 

syringe on which one micro switch was mounted and a support. A 

plastic strip, glued to the plunger of the blank syringe, was used to 
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push the plunger of the syringe fui I of argon. The plunger of the 

blank syringe passes over the first micro switch activating the 

counter in the computer. At the bottom of the stroke the plastic 

strip pushes the lever of a second mi�ro switch and thus stops the 

counter. The elapsed time is displayed on the computer screen. On 

average, the gas sample is injected in 0.07 seconds. The velocity of 

tracer at the tip of the needle was calculated to be over 100 m/s for 

injection time less than 0.07 s. Considering the high injection 

velocities, the intense sol ids mixing at the entrance and the rela­

tively narrow column, the argon is assumed to be distributed uni­

formly across the radius of the reactor. 

2.3 DATA ACQUISITION AN) ŒASUDENTS 

2.3.1 Pressure 

Two Viatran 219 pressure transducers measure the pressure fluctu­

ations in the column. The time constant of the transducers is 0.5 ms 

for a 90 % fui I scale reading. The sampi ing time was 0.3 ms. Two 

diaphragms with maximum pressures of 2000 Pa and 10000 Pa are used. 

Swagelok 0.7µ on-1 ine fi lters, mounted on the reactor, prevent 

particles from migrating into the pressure I ines. Building air at 790

kPa is used to flush or backwash the fi lter when blocked. Al I pres­

sure taps are mounted flush to the pipe wal 1. Eleven taps are dis­

tributed over the length of the column to determine the pressure drop 
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and hence local sol ids hold-up. Swagelok quick connects connect the 

pressure I ines to a four way valve. Great lengths were taken to 

protect the transducer and diaphragm from excessive pressures. The 

four way valve fn the closed position isolates the transducer from 

any pressure I ines. ln the open position each side of the transducer 

is exposed to the corresponding pressure I ine. The procedure to 

connect the transducers was as fol lows: 

( 1 ) Close the four way valve. 

(2) Connect the female quick connect ( norma 1 1 y closed) to the

male quick connect (norma 1 1 y closed) which is attached to

7 µ fi I ter at the column.

(3) Open the four way valve.

(4) lnitiate program to take readings and average results over

a 30 s interval.

the 

Pressure taps are aise placed in the vertical section between the 

riser and cyclone. The pressure drop in this region has been found to 

be I inear ly related to the mass f low rate (Patience et al., 1989). 

The sol ids mass flow rate measuring technique is discussed in greater 

deta i I in Chapter 4. 

The pressure transducers are interfaced with an Omega data 

acquisition system. A program, written in Turbo-Pascal, provides an 

efficient and fast means of data retrieval. This is particularly 
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important for systems such as CFBs for which the frequency of the 

pressure fluctuation is on the order of mi 11 iseconds. 

2.3.2 Radioactivity calibration 

A number of correction factors are required to standardize the 

data. For example, since the half I ife of the Al-28 is so short 

(2.24 min) a decay time correction factor is required so that the 

results correspond to the same reference time. ln general, the sand 

was irradiated 4 minutes and injected 3 minutes after coming out of 

the nuclear reactor. The activity of the sand passing in front of 

the detector at-4 minutes is 73 % lower than at 3 minutes. The 

fol lowing correction was introduced to correct for the decay: 

1 = 1 e+.005157t 
c1 R ( 2. 1) 

This correction is unnecessary for the argon since the hait I ife 

is on the order of 1.8 hours and the average residence time is on the 

order of seconds. 

The second correction factor required is that due to dead time or 

pi le up. Al I of the gamma rays are not counted at high intensities 

because of pulse interference (Kennedy, 1989). 

fol lowing equation is used to correct for this: 

( c 2 = ( 
R 

/ ( 1 - 0. 0000033 ( 
R 

) 

Therefore, the 

(2.2) 
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2.3.3 Reactor shielding 

Background radiation is a result of the existence of natural 

radioactivity in the environment and the cosmic radiation that con-

tinuously bombards the earth's atmosphere. The magnitude of the 

background radiation determines the minimum detectable radiation 

level and therefore shielding is necessary in order to enhance the 

quai ity of the signal. Since the second moment is dependent on the 

square of time, significant errors are introduced by inadequate 

shielding in which long tai I sections are evident. Moreover, the 

irradiated sand accumulates in the happer region and could adversely 

affect the results if detected. Therefore, large quantities of lead 

are used to shield the detector. 

with a large atomic number that is 

background radiation. ln addition, 

Lead is a high density material 

frequently used for reducing 

sufficient quantities of sand 

were maintained in the happer so that recirculated irradiated sand 

was not detected twice in the same experimental run. 

The fi rst detector, located near the bot tom of the reactor, is 

encased in lead bricks. The effective window is 65 mm long (measu­

rable verticatly) by 120 mm wide. There is 90 mm of lead on top of 

the detector and the base is 145 mm thick. The detector is not flush 

with the bricks of the face but 53 mm into the bricks as i I lustrated 

in Figure 2.8. Initial ly, the lead encasing was flush to the pipe 
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wal I but was later moved back 25 mm because of heating as a result of 

the experiments at high temperatures. Moving the det�ctor further 

away from the reactor effectively decreases the "window", the effec­

tive area in which the detector sees the radioactivity. ln order ta 

calculate the active window, a point source of radioactivity is 

dragged in front of the detector at a known velocity. The first and 

second moments are .then calculated from the output signal. The 

results of the tests are presented in Section 3.2. 

2.4 PARTICLE PROPERTIES 

The physical properties of the sand used throughout the exper­

iment are summarized in Table 2.1. The results of a sieve analysis, 

from which the Sauter mean diameter is calculated, is given in Table 

2.2. The density of the sand was determined by measuring the volume 

of water displaced by a known mass of sand. The minimum fluidization 

velocity was determined experimental ly. 



Table 2.1: Sand Physical Properties 

Property 

Sauter mean diameter, dP (µm)

Density, Pp (kg/m3)

Bulk density, Pb• (kg/m3)

Density at minimum fluidization, Pmf • (kg/m3 )

Voidage at minimum fluidization, fmf

Loose packed voidage, flp 

Vibrated bed voidage, fvb

Minimum fluidization velocity, umf (m/s) 

Particle terminal velocity, u
t 

(m/s) 

Sphericity (estimate) 

Archimedes' Number 

277 

2630 

1630 

1550 

0.41 

0.40 

0.34 

0.052 

1. 9

0.87 

2000 
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Table 2.2: Sieve Analysis 

Mesh dp (µm) Weight %

40
+ 

500 12.9 

40"
45

+ 
390 23.9 

45· 50
+ 

328 23. 1

50· 60
+ 

275 20.5 

60" 80
+ 

215 9.7 

80· 100
+ 

165 2.3 

100· 120
+ 

138 2.3 

120· 100 5.3 



3. MATH:MATICAL ANALYSIS

The hydrodynamics of reactors, heat exchange equipment and 

process vessais may be analyzed using simple methods including the 

measurement of the residence time distribution (RTD). The flow 

behaviour is often modal led as either mixed flow or plug flow as a 

first approximation. Parameters are then introduced to characterize 

non-ideal behaviour such as diffusion, dead zones, and by-passing. 

The axial dispersion model, longitudinal dispersion superimposed on 

plug flow, has been the -subject of many studies in the scientific 

1 iterature among which the earl iest, most notable contributions, are 

those of Taylor (1953, 1954a,b) Danckwerts (1953), and Lapidus and 

Amundsen (1952). More recently, an experimental technique, dubbed 

"flow injection analysis" (f. i .a.), has emerged in which the phenome­

non of diffusion is the mechanism used to differentiate various 

chemical species. Ruzicaka and Hansen (1986) report that from 1975 

to 1986 at least 804 papers have been publ ished concerning the theory 

and applications of f.i.a. ln view of the exponential increase in 

the number of publications concerning axial dispersion appl ied to 

ana.lytical chemistry, the number of studies in the field of chemical 

engineering may seem some what meager. One of the principal diffi­

culties is characterizing complex multi-phase systems, such as 

circulating fluidized bed reactors (CFB), with simple experimental 

and analytical techniques. Furthermore, the axial dispersion model, 

although conceptually straightforward, is compl icated by the assumed 
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boundary conditions, injection pulse and method of detection. 

Among the first contributions to determine the mean residence 

time and the dispersion coefficient experimental ly and analytical ly 

was that by Levenspiel and Smith (1957). A doubly infini te system 

was assumed with an ideal Dirac 6-function input of tracer. Van der 

Laan extended this work to include the various boundary conditions 

given by Wehner and Wilhelm (1956). Aris (1959), corrected by 

Bischoff (1960), maintained that the Dirac ô-function input, although 

convenient mathematical ly, was an impossible experimental task. 

Therefore, he suggested that it would be more appropriate to measure 

the concentration at two points within the system. The difference 

between the first moments and second moments were shown to be 

directly related to the mean residence time and axial dispersion 

respectively. Bischoff and Levenspiel (1962) extended this study to 

include various injection positions and boundary conditions. 

Whereas the mathematical analysis of chemical engineering systems 

is generally limited to ideal input functions such as the Dirac 

6-pulse, step and sinusoïdal, a number of input functions have been 

considered in the field of gas chromatography. Sternberg (1966) 

determined the first and second moments of various time dependent 

pulses including a plug (also known as a bolus, slug, square wave or 

block function), Gaussian, exponential, and reverse ramp injection to 

name a few. The mathematical treatment of non-ideal pulses is 
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considered by Michelsen and Ostergaard (1970). Westerterp et al. 

(1984) give a brief summary of the methods used to estimate the modal 

parameters given the experimental data. Injection analysis is further 

compl icated due to the fact that the moments depend on the input 

distribution of tracer across the radius (Levenspiel et al., 1970). 

ln f. i .a. specia� manifolds are used to distribute the tracer across 

the radius. Brereton (1987) injected tracer in the wind box upstream 

of the circulating fluidized bed reactor (CFB) to ensure an even 

distribution at the inlet. 

Hsu and Dranoff (1986) discuss, in some detail, the initial 

conditions and compare a number of exact solutions given in the 

1 iterature for bath the 6-pulse and step input. The only exact 

solution for a bolus injection is that of Lapidus and Amundson (1952) 

who considered packed bed flow particular to gas chromatography. 

Together with these analytical expressions a number of numerical 

techniques have been appl ied to the axial dispersion problem (Anan­

thakrshnan et al., 1965; Bate et al., 1973; Vandersl ice et al., 1981; 

Kolev and Pungor, 1987). Whereas analytical treatments have been 

restricted to ideal ized input functions, no such I imitations exist 

for numerical approaches. Moreover, numerical methods are not I imited 

to plug flow approximations of the inlet flow distribution. However, 

one of the shortcomings of numerical solutions and in particular 

fini te difference methods, is that a large number of grid blacks and 

time steps are required to minimize the effects of numerical disper-
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sion introduced by t,he discretization of the partial differential 

equat ions. 

ln the fol lowing section, the solution to the axial dispersion 

problem, as original ly proposed by Lapidus and Amundsen (1952) is 

discussed. A synthesis of a number of important contributions 

concerning the implications of the assumed boundary conditions and 

input function is given. Expressions for the mean and variance are 

derived using the Laplace transform method and shown to be in agree­

ment with the results of Sternberg (1966) and consistent with convo­

lution analysis. Expressions for the second moment contribution to 

the variance introduced by the detector and housing geometry are 

derived. ln addition, the numerical method used together with a 

brief sensitivity analysis is detai led. 

3. 1 ANAL YT I CAL APPROAa-t

For turbulent flow in pipes it is reasonable to assume that the 

radial variation of concentration and velocity are small and there­

fore approximate the system as one-dimensional. This one dimensional 

approach is often val id for packed bed flow as wel 1. The convection 

dispersion model describing this system is given as 

ac + u ac = 

at az 

2 

D a C 

az2 
( 3. 1) 



and in non-dimensional form as 

QQ + ac = 

a9 ae

2 
1 a C 

Pe 8€2
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(3.2) 

where, the Peclet number, Pe, is a measure of the extent of axial 

dispersion. 

3.1.1 Boundary Conditions 

Oanckwerts (1953), original ly proposed a mass continuity boundary 

condition at the entrance and a zero concentration gradient at the 

exit: 

dC(1,9) = 0 
d€ 

(3.3) 

(3.4) 

These conditions correspond to wha t i s common I y refer red to as a 

closed-closed system. Many boundary conditions have been proposed 

that take into account the various flow scenarios at the boundaries 

(van der Laan, 1958;, Bischoff and Levenspiel, 1962). The boundary 

and initial conditions considered by Lapidus and Amundsen (1952) are 

given by: 

1 ( 9) 
= 

C ( 0, 9) /C
0 

= 
[ � 

0 < () < r,

() > r'

e = o 

e = o 

(3.5) 

(3.6) 



8C(00 ,/J) = O 

ae 

C(ç,O) = 0 
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(3.7) 

(3.8) 

Neither the assumptions nor the I imitations regarding these 

boundary conditions were discussed. Equation (3.7) is wel I known as 

an open boundary condition. However, it may be shown that Equations 

(3.5-7) are reasonable approximations to the Danckwerts boundary 

conditions at a high Peclet number. The errer is equal to the inverse 

of the Peclet number. For Pe=100 the errer is 1%. 

3.1.2 Laplace Transform 

The transport equation has bee.n solved in the past 

using the method of Laplace transforms. The reader is referred to 

the work of van der Laan (1958) for greater detai 1. Briefly, the 

Laplace transform of Equation (3.2) leads to an ordinary differential 

equation for which the general solution is of the fol lowing form: 

(3.9) 

The Laplace transform of the boundary condition 3.5-6 is: 

- TS 

= � (3.10) 

Solving for the constant� C 1 and C2 in Equation 3.9 results in the 

general solution: 
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C
1 (e ,s) = f(s) g(s) = (3.11) 

As indicated by van der Laan (1958), the first and second moments 

may be calculated in the 's' domain without having to perform the 

back transformation. lt is a simple matter of differentiating the 

general solution with respect to 's' and taking the I imit as 's' 

approaches zero. Michelsen and Ostergaard (1970) have derived the 

moments for a double infinite system. More general expressions with 

which to determine the first and second moments are given as Equa­

tions (3.12 -14).

µs - > O 

2 

o-s->O 

= C'(f,s) = 1.:1..ù g' (Lsl 
C(ç,s) f (s) g(ç,s) 

r
= C"(f,s) [ C' (1;,s)

C(ç,s) C(ç,s) 

= .1..'.'...w 
f ( s) 

- [ !..:iù] 2 + g"(Lsl
f(s) g(ç,S)

-[ g' (Ls)]

2 

g(ç,S) 

(3.12) 

(3.13) 

(3.14) 

The expressions involving g(ç,s) have already been determined for 

a number of boundary conditions (van der Laan, 1958; Bischoff and 

Levenspiel, 1961). The first and second derivatives with respect to 

's' are for the input pulse are: 

f ' ( s) (3.15) 



f Il 
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O 
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- TS 

53 

- TS 
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2 - TS ] 
TL (3.16

)

Taking the I imit a 's' goes to zero and applying 1 'Hôpital 's rule 

results in the fol lowing expressions for the bolus injection: 

.L.W = 
!. (3.17) 

f(s) 2 

[Lillr- = 

f(s) f(s) 12 
(3.18) 

Equations (3.17) and (3.18) correspond to the first and second 

moments derived by Sternberg (1966) by integr.ation in the time domain 

for a bolus injection. lncluded in his analysis are expressions for 

the mean and variance for other input functions common to gas 

chromatography such as a gaussian, exponential, ramp, etc. 

The mean and variance of the system, g(ç,s), are calculated in 

the same manner as that for the input pulse. The resulting mean and 

variance of Equation (3.2) subject to the boundary and initial condi­

tions given as Equations (3.5-8) are: 

µ 
= !. + 1 (3.19) 

2 

(1
2 

2 
= 

!. + (3.20) 
12 Pe 
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Final ly, the inverse Laplace transform of Equation (3.14), as 

derived by Lapidus and Amundson (1952), is, 

(3.21) 

= G(O) - H(O-r) G(O-r) (3.22) 

3.1.3 Significance of Assumed Input Function 

Most analytical treatments regarding RTD assume a 6-pulse as the 

input function. Mathematical ly, it is more convenient to work with a 

6-pulse as opposed to a finite pulse function. This assumption has

been verified under laminar flow conditions at high Peclet numbers 

experimental ly and analytical ly (Vandersl ice et al., 1981). Simi I ar 

studies have not been made for the more simple case of plug flow. 

Figure 3.1 i I lustrates the effect of the injection time of a bolus on 

the calculated response curve at a Peclet number of 100. ln regarding 

the curves it seems evident that the 6-pulse input is a reasonable 

approximation for injection times up to 10% of the mean residence 

time. There is very I ittle difference between the two curves whose 

injection time is 5% and 10% respectively of the mean residence time. 

As the injection time is increased the height of the maximum concen­

tration decreases and the concentrationêurve spreads out. These 

results may be misleading if regarded in isolation without consider-
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i ng the boundary conditions on wh i ch the mode I i s based. Fur ther -

more, the mean and variance may be calculated from Equations (3.19) 

and (3.20). The error in assuming a 8-pulse is only 2.5% for a system 

in which the injection time is 5% of the mean residence time. The 

error of the variance depends on both the injection time and the 

Peclet number. At Pe=100, the error in assuming a 8-pulse is only 1% 

for an injection time 5% of the mean residence time. 

RTD measurements were made for both the gas and sol ids phase in 

the riser and in the standpipe. Injection times of 0.07s are charac­

teristic of the gas injecter. A 8-pulse is a good approximation when 

the mean residence time is greater then 0.7 s and is assumed for gas 

and sol ids phase measurements phase measurements in the standpipe. 

ln the riser mean residence time much less than 0.7 s are measured, 

particularly for short distances between the injector and detector, 

therefore, a 8-pulse is a poor assumption and the actual input 

function must be determined. The dispersion contribution of the 

so I i ds in jector i s much grea ter than the gas in jector. The input 

function, determined by measuring the variation of pressure drop with 

time in the injecter, is more I ike an isosceles triangle than a 

bolus. ln addition, there is a delay of about 0.05s from the time 

the analyzer commences detecting and the sol ids first enter into the 

reactor. Both injectors are cal ibrated by measuring the RTD in an 

empty column then compar ing wi th publ ished data. A complete analysis 

is presented in Section 5.1 and 5.2. Briefly, the gas injection 



42 

pulse is not square as first assumed but more I ike a skewed gaussian 

and has been approximated by a bolus with a delay. 

3.1.4 Detector Variance 

The total apparent dispersion, as recorded by the analyzer, is a 

result of the dispersion in the system, the input function and 

detection method and is expressed by, 

= 

+ �det (3.23) 

The second moment contribution of the injector is smal I when thè 

injection time is much less then the system mean residence time as 

discussed in Section 3.1.3. lt remains to determine the peak broad­

ening introduced by the detector. Since the detector requires a 

finite sample to analyze, the output signal cannot be considered as 

an instantaneous measure across a plane. The detection efficiency is 

a function of distance between the radioactive source and the face of 

the detector, the exposed surface area, and the thickness of lead. 

The efficiency is 100% only when the sample is at the canter, perpen­

dicular to the detector. Sternberg (1966) discusses the second moment 

contributions due to various detector configurations and expresses 

the behaviour of the detector as an input function. The second moment 

contribution is given by Equation (3.24) where 'c' is a constant that 
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characterizes the pseudo-flow behaviour or detection efficiency, 

= 
2 

L. 
C 

= (3.24) 

Leff• is the exposed portion of the detector. The value of 'c' for 

plug flow is 12, 'c' takes a value of 36 for a Gaussian. 

ln order to cal ibrate the detector variance i t is necessary to 

determine · the affect ive length and the value of 'c'. This is accom­

pl ished by dragging a pseudo-point source of radioactivity in front 

of the housing at a known velocity. The experimental set-up is 

i I lustrated in Figure 2.9. An additional contribution to the vari­

ance is introduced by the radioactive source because it is contained 

in a capsule of fini te length (53 mm). This contribution is included 

in the same way as for the fini te injection time and so the mean and 

total calibration variance are, 

µ = 

2 
(7 = 

where, 

rcap 

Lcap 
2 

2 

--I.e a p 
12 

+ heff 
2V

2 

+ 4ff 
12

= hcap 
V 

(3.25) 

[�·•r [�ffr= 1 + 1 
12 C 

(3.26) 

(3.27) 

The first and second moments are calculated from the experimental 
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results using Equation (3.28) and (3.29) respectively, 

µ = [ �Ii] (3.28) 

[ �, J - [ :· r (3.29) 

The effective length may be calculated from Equation (3.26) 

having determined the experimental mean from Equation (3.28). The 

effective length together with the experimental variance, evaluated 

according to Equation (3.29) are substituted into Equation (3.26) and 

thus the value of 'c' may be determined. 

Measurements were made at three locations to determine the riser 

RTD: (1) at the base of the riser (Z=0.96 m), (2) at a height of 4.0 

m, and (3) in the horizontal section between the riser and cyclone. 

To maximize the recorded signal but minimize the detector contribu• 

tion to the variance, the geometry at each of the three locations was 

different. The signal recorded is proportional to the amount of time 

the radioactivity spends in front of the detector. ln the horizontal 

section between the riser and cyclone, the gas velocity is four times 

tha t a t the riser. Hence, 1 onger res i dence t imes are prefer red and 

the detector was positioned flush to the wal I of the tube. The 

geometry was somewhat different for the experiments with detectors 

along the riser. The detector contribution to the variance would be 
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excessive if the detectors were placed flush to the riser wal 1. 

Therefore, along the riser, the detectors were pul led back from the 

wal 1. The window length was further reduced by encasing the detector 

in bricks (Figure 2.9). The window length of the shielding posi­

tioned at Z=0.96 m was 65 mm and 105 mm at Z=4.0 m. 

Figure 3.2 i I lustrates the response of the pseudo-point source of 

radioactivi ty when dragged at a constant velocity in front of the 

detector housing assembly at Z=0.96 m. The experimental results are 

compared with the predictions assuming a normal distribution calcu­

lated according to Equation (3.30) where µ and u2 are the experimen­

tal first and second moments. 

1 exp[·(t-µ)2 /2(1'2 ]
� 271'(1'2 

(3.30) 

The agreement between the experimental concentration profile and 

predicted values is qui te good confirming that the calibration may be 

model led as a Gaussian. ln Table 3.1, the first and second moments 

of housing positioned 0.96 m above the distributor are given together 

with the calculated window lengths and values for 'c'. Three differ­

ent capsule velocities were tested to verify the proposed relation­

ship given as Equation (3.24). 
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Table 3.1: Housing 1: Variance Contribution Calibration, 
Z=0.96m 

u µ 
0'2 

Leff 
(mm/s) (s) ( 52 ) (mm) 

52.0 3-. 22 1. 25 281 25 

74.4 2.34 0.70 295 24 

201. 0.788 0.067 263 28 
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The detector dispersion is a function of the housing geometry and 

the distance between the reactor and the detector. The geometry of 

the detector positioned at a height of 3.99 m is simi lar but not 

exactly the same as at the lower housing. The distance between the 

riser and the face of the detector is approximately the same in the 

two cases. The lead distribution on top and underneath the detectors 

is also very simi lar. The biggest difference between the two 

detectors is the exposed face which changes the variance consider­

ably. The exposed face of the housing at the top is 40 mm wider than 

at the bottom. The radioactive sample is 53 mm long and the window 

is 105 mm wide meaning that the whole sample is exposed to the face 

over a 52 mm which is much longer than that of the lower detector. 

The response curve of the detector housing assembly at 3.99 m is 

compared with a Gaussian distribution, calculated from Equation 

(3.30) in Figure 3.3. The Gaussian peak is much higher than the 
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experimental results; moreover, a plateau is evi�ent at the maximum. 

This plateau region interpreted as the long exposure time of the 

whole radioactive sample. To account for this contribution mathemat­

ical ly, Equation (3.26) is modified to read, 

(J' = (3.31) 

where, LP is the plateau length, 51 mm and & is the effective window

length minus the plateau length. ln Table 3.2, resul ts are presented 

for the housing dispersion at Z=4.0 m. There is some scatter in the 

data; however, the magnitude of the variance does not vary apprecia­

bly. The average effective window length is 315 mm and 'c' equals 

27.5. The lower detector effective window length is assumed to be 

280 mm and 25.7 is assumed for the value of 'c'. 

Final ly, the detector housing in the horizontal section between 

the riser and cyclone was analyzed. The geometry is somewhat differ­

ent than that of the detector shielding configuration along the 

vertical. Equation 3.26 adequately model led the dispersion character­

istics with c=19 and Leff=212 mm. 

As indicated in Equation (3.26) the variance decreases with the 

square of the velocity. Typical gas and sol ids velocities in the 

riser are on the order of 4 m/s. Therefore, the detector contribu-



Table 3.2: Housing 11: Variance Contribution Calibration, 
Z=3.99m 

u µ 
(12 

Leff +LP 
(mm/s) ( s) ( 52 ) (mm) 

74.4 2.79 0.762 362 26 

74.4 2.94 0.865 387 26 

74.4 2.85 0.733 371 28 

74.4 2.67 0.600 344 30 
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tian to the total variance is smalt but not negligible. ln fact, the 

detai led study of the detector variance was a result of inconsisten­

cies in turbulent flow dispersion measurements. The contribution to 

the dispersion is very significant for the standpipe flow measure­

ments in which maximum sol ids and gas velocities were about 0.1 m/s. 

3.2 NJERICAL APPROACH

The preceding discussion detai led an analytical method to examine 

the dispersion convection problem. Laplace transforms have been

useful in the analysis of flow in packed columns, single phase flow 

and chromatography. This technique is ideal ly suited for the study 

of packed bed flow regime in the standpipe of CFBs over short dis­

tances in which neither the gas velocity nor the density change 



51 

significantly. However, in the riser, bath the superficial gas 

velocity and actual gas velocity vary along the length. At the tee, 

the sol ids concentration is greatest as is the pressure. 

Consequently, the actual gas velocity is a maximum and decreases 

vertical ly� whereas the inverse is true for the superficial velocity. 

At high sol ids circulation rates and gas velocities, the pressure at 

the base of the riser greater than at the top; hence, the superficial 

velocity is not constant. This effect is insignificant in short 

units. However, it may be considerable in units over 10 m high. 

Numerical methods faci I itate the analysis of physical systems 

described by non-1 inear partial differential equations. The method of 

Laplace transforms is useful for one-dim�nsional systems to indicate 

the behaviour. However, for a detai led study of f luid phases that 

vary in the spatial and temporal domain inverting the transform to 

the time domain is very difficult and therefore numerical techniques 

are employed. The analysis of the sol ids phase is as compl icated as 

that of the gas phase. The sol ids are neither distributed uniformly 

over the cross-section nor over the length. Hence, the velocity is 

not uniform and the Laplace transformation method to salve the 

differential equations is not directly applicable. 

ln this study, a fini te difference technique is developed to 

examine the hydrodynamics of the sol ids and gas phase and to deter­

mine the potential of CFBs as catalytic reactors. The partial 
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oxidation of butane to maleic anhydride is model led based on pub-

1 ished kinetic expressions and the hydrodynamics of the CFB unit. 

Further detai I is given in Chapter 6 concerning the model. To 

demonstrate the numerical approach, the one-dimensional combined 

convection-dispersion problem, as given by Equation (3.1), is consid­

ered. 

Equation (3.1) is discretized in an integral form, similar to the 

fragmented contrai volume. The volume element is a cyl inder of 

radius Rand length 6:z.. The discretized form of Equation 3.1 is: 

R = 

where, 

V = 

xa = 

�c = 

6zC = 

V�C + uXa6zC - DXa6z (6zC)

r.Rz 6z.

r.Rz

k+1 k 

(Ci+ 1 C;) /.6.t 

k+1 k 

(Ci - ci_,)/6:z.

k+1 k+1 k+1 
6z (6zC) = (C; + 1 + ci. 1 2C;

= 0 

) / 
6:z.2 

(3.32) 

(3.33) 

(3.34) 

(3.35) 

(3.36) 

(3.37) 

A Newton-Raphson iteration scheme is used to solve the system of 

equations simultaneously. 

- J. 1 R (3.38) 

where, 

X - Solution vector (3.39) 
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R Residual vector = fi (Ci ) = 0 (3.40) 

J Jacobi an mat ri x (3.41) 

at ï fi (Cj 
+te) - fi (Ci )

= = (3.42) 
ac te 

For one dimensional problems, the Jacobian is a tri-diagonal 

sparse matrix and a penta-diagonal matrix for two dimensional prob-

lems. The matrix is inverted using a standard Gaussian el imination 

technique as given by Aziz and Settari (1976). 

The solution procedure is as fol lows: Time is advanced one step 

and the residual vector, Equation (3.32), is calculated. The solu­

tion vector is computed by multiplying the inverted Jacobian matrix 

by the residual vector. 

updated according to: 

Final ly, the primary variable, Ci, is 

(3.43) 

where, 1 is the i terat ion increment. This procedure is repeated 

unti I the fol lowing convergence criteria is met: 

A-. 10•6 L.>JI. j < (3.44) 

One of the major limitations of finite difference techniques is 

the error introduced by numerical dispersion, also known as taise 

diffusion. Patankar (1980) discusses at length taise diffusion and 
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suggests that it is a multidimensional phenomenon and that it is not 

evident in steady one-dimensional situations. However, he does admit 

the existence of numerical dispersion for unsteady one-dimensional 

problems. Results from the numerical simulation are compared with

the exact solution in Figures 3.4 and 3.5, for Peclet numbers of 20 

and 200. At low Peclet numbers many grid blacks are not required to 

optimize the numerical solution. With only 40 grid blacks and 1000 

time steps the results of the simulation approximate the analytical 

solution reasonably wel 1. However, at higher Pe numbers a large 

number of grid black� and time steps are required. The accuracy of 

the numerical solution is dependent upon the number of time steps and 

grid blacks employed. Since the measured Pe number was always less 

than 200 about 400 grid blacks and 1000 time steps were used for most 

calculations. 
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4. GBERAL OPERATION AN> SOLIDS HOLD-UP

4.1 VISUAL OBSERVATIONS 

Transparent pyrex tubes are instal led to permit visual observa­

tion of the flow patterns in the CFB system. Five ragions were 

studied including: the tee, sol ids entry point just above the dis­

tributor; the riser, just below the elbow at the exit of the riser; 

the horizontal section between the riser and cyclone; the standpipe, 

1.5 m below the bottom of the hopper; and the L-valve, the horizontal 

section between the standpipe and riser. The observations were 

quai itative in nature except in the standpipe where particle velocity 

measurements were made to determine the sol ids circulation rate. 

4.1.1 Tee region 

The sol ids entry point at the tee and the lower part of the riser 

are described as ragions of considerable turbulence. At high sol ids 

circulation rates it is uncertain as to the nature of the true flow 

regime. The flow pattern is difficult to ascertain visual ly because 

the sol ids concentration is so high that quantitative observations 

are impossible. Exper imental studies (Brereton, 1987; Rhodes and 

Geldart, 1986), using various types of intrusive probes, indicate a 

radial concentration gradient towards the wal 1. This gradient has 

been characterized using a core annular model, with a lean sol ids 



58 

region at the core and a dense annular ring, and a cluster model in 

which sol ids are concentrated in packets or streamers which are 

distr ibuted throughout the cross-section. (Yerushalmi et al., 1978; 

Youchou and Kwauk, 1980; Weinstein et al., 1984). 

The sol ids flow pattern at a riser velocity of 4.5 m/s is i I lus­

trated in Figure 4.1 for a number of mass fluxes. At low circulation 

rates, the particles accelerate as soon as they enter the tee sec­

tion. As the solids rate is increased, the particles promenade 

acràss the radius. That is, for each increase in the sol ids rate ·the 

penetration of sol ids towards the center increases before eventual ly 

accelerating in the vertical direction. An "inverted pseudo bridge" 

extends across the radius at a mass flux of 6.5 kg/m2 s and secondary 

flow patterns, in which particles descend along the wal I, occur at 

higher circulation rates. Finally, at mass fluxes characteristic of 

normal operating conditions the sol ids phase is se dense that flow 

patterns are indistinguishable. Strong fluctuations, resembling 

slugs, are apparent and at times the region is completely emptied of 

sol ids by the gas. The empty space is quickly fi I led by sol ids from 

the L-valve. 

4.1.2 Riser 

ln the vertical tube just below the exit of the riser, two flow 

patterns predominate. At low circulation rates, the sol ids are 
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Figure 4.1: Solids Flow Pattern in the Tee Section, Ug= q_5 mis



60 

homogeneously distributed throughout the pipe cross-section, i.e. a 

fui ly suspended homogeneous flow regime. Neither are there discern­

able clusters of particles nor is there a dense annular region at the 

pipe wal 1. At higher sol ids circulation rates a dense wal I region is 

apparent. However, this annulus of sol ids does not form a continuous 

ring; it is more like a cluster. Furthermore, these clusters do not 

uniquely ·flow in the downward direction. The behavior is sporadic; 

at times the clusters are suspended against the wal I for up to a 

second before dispersing and fat I ing down a long the wal I or moving up 

w i th the gas . 

4.1.3 Horizontal pipe between riser and èyclone 

As in the vertical section, a homogeneously fui ly suspended flow 

pattern is observed in the horizontal section between the riser and 

the cyclone at low circulation rates. Various flow patterns are 

identifiable at higher solids fluxes; a degenerate homogeneous 

suspension, as desc ri bed by Wen and Si mmons ( 1959) , i s apparent 250 

mm downstream of the elbow. Concentrated packets or strands of 

sol ids si ide along the bot tom of the tube. At the same operating 

conditions, however, the flow at the front of the tube is neither 

homogeneously suspended nor are the particles 

near the bottom in strands. This flow 

uniquely concentrated 

pattern designated as a 

"degenerate suspension" by Patience et al. (1990) is characterized by 

elongated clusters that def.lect off the top and sides of the tube as 
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wel I as si iding a long the bot tom. 

4.1.4 Standpipe 

The standpipe is general ly operated in the packed bed and the 

transitional packed bed flow regime (Leung and Jones, 1978). At low 

circulation rates (Gs<20 kg/m2 s) the sol ids flow smoothly down the 

pipe. At higher rates, the particle· velocity is irregular. The 

"si ip-stick" flow pattern develops in which periodic interruption of 

the sol ids movement is fol lowed by high particle velocities. The 

term "él ip-stick" is misleading because the sol ids do not stick to 

the pipe wal I then si ip. ln fact, the osci l latory nature of the 

veloci ty of the bed originates in the riser. When the tee is packed 

with sol ids, the force developed in the standpipe is not great enough 

to push the particles into the riser, the sol ids stop moving and thus 

appear to stick. The pressure bui Ids up at the elbow unti I a suffi­

cient amount of sol ids is entrained in the riser creating space at 

the tee. At sufficiently high aeration rates pseudo bridges develop 

in the standpipe as described by Ginestra et al. (1980). 

4.1.5 L-valve 

The flow pattern in the L-valve is known as slug flow in which 

the gas flows in pockets along the top of the pipe, something I ike a 

moving bed with ripples. Govier and Aziz (1977) more eloquently 
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describe this flow pattern as a, "stationary bed with saltation and 

asymmetric suspension". The sol ids are transported by the air at the 

top of the pipe. At very low rates the lowermost particles are 

stationary. As the aeratior r rate is increased these particles begin 

to move. Their velocity is always less than that of the uppermost 

sol ids. The frequency of the slugs increases at higher aeration rates 

as does the bed velocity. 

4. 2 SOLI DS JETER I NG

The sol ids circulation rate is an important operating parameter 

of CFB systems. lt is the basis of most correlations and is critical 

to hydrodynamic model I ing of both the riser and standpipe. However, 

the techniques used to measure the mass flux are inadequate. Burkel 1 

et al. (1988) tested a number of methods and rated their characteris­

tics including the sensitivity, versati I ity and whether or not they 

were amenable to large scale systems operating at elevated tempera­

tures. They concluded that none of the techniques reviewed was com­

pletely satisfactory. Therefore, in the present investigation a 

method was developed to measure the sol ids circulation rate that 

satisfied the criteria as set out by Burkell et al. (1988). 

Previous techniques are I imited to measurements in the re­

circulation leg, either in the standpipe or in the storage hopper. 

Unfortunately, the hydrodynamics in these ragions are difficult to 
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characterize. For example, in the standpipe the gas flow may be 

either co-current or counter-current to the sol ids flow. At high 

aeration rates pseudo-bridges may form creating an unstable flow 

re__gime. Other methods used to date include: diverting the flow and 

measuring the trapped sol ids and measuring the accumulated sol ids on 

a butterfly valve just below the cyclone. These methods have a 

numbe r of basic I i mi ta t ions as di scussed by Burke 1 1 et a 1 • ( 1988) . 

Closing the valves perturbs the system and wi 11 affect the operation 

of the equipment, the methods are not continuous and the use of 

butterfly valves at high temperature is doubtful. 

4.2.1 Time-of-Descent Method 

The simplest sol ids flux measurement technique is timing the 

descent of particles along a transparent tube in the standpipe. The 

measured velocity is multipl ied by the bulk density to give the mass 

flux. The problem with this technique is that the particle velocity 

at the wal I may not represent the mean velocity. Phenomena such as 

curtaining (Judd and Rawe, 1976) can mask the actual velocity. 

Furthermore, it is necessary to assume plug flow of the sol ids phase 

and a value for the void fraction. Burkel I et al. (1988) use Pmt 
for

the bulk density. Knowlton and Hirsan (1978) propose a I inear 

variation of the porosity with the si ip velocity. Zhang et al. 

(1989) present data suggesting that the porosity at minimum fluidiza­

tion is appropriate for high slip velocities but their results are 
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1 imited to standpipes restricted by an orifice at the bot tom. 

lt is necessary to examine the bulk solids movement to evaluate 

the appl icabi I ity of particle wall velocities as a mass flux measur­

ing technique. Four different experiments were used to establ ish the 

relationship between the bulk velocity and wal I velocity. The first 

series of tests involved flow through an orifice at the bottom of the 

standpipe. The mass flow is determined by opening a gate valve 

mounted on a pipe 38.1 mm in diameter threaded into the center of the 

82.8 mm standpipe and weighing the sol ids col lected in a receiving 

bin. Particle velocity measurements are made in the pyrex tube 

simultaneously, by timing their descent along the wal 1. Smal 1 

samples of sand are col lected periodical ly to determine the change in 

sol ids flux with time. The mass flux, G
5

, remained constant at 60.6

±2.8 kg/m2 s from the time the valve is opened unti I the sol ids are 

completely drained. The sand velocity, U
P

' was 0.0253 ±0.0011 m/s. 

Dividing G
5 

by U
P 

gives a bulk density of 2395 kg/m3 compared with a

particle density of 2630 kg/m3 ! Clearly, the particle velocity at the 

wall is not representative of the mean velocity for this experiment. 

When the total inventory of sol ids is al lowed to drain, the 

sand-air interface is observable in the pyrex tube. The sol ids 

interfacial velocity was measured to be 0.0367 m/s which gives a bulk 

density of 1651 kg/m3 and a void fraction of 0.372� The interface 

was not fiat as expected for plug flow but was concave indicating the 
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existence of a velocity gradient or at least that curtaining was 

present. 

The flow pattern in a standpipe restricted by an orifice is 

di fferent than that wi th an L-valve. Therefore, in the second ser ies 

of experiments, instead of al lowing the sol ids to drain at the bot tom 

of the standpipe, aeration air, introduced at the elbow, forces the 

sol ids through the L-valve. The sol ids flow from the distributor 

into the windbox and are col lected and weighed at the base of the 

riser. Measurements were I imited to low mass rates because at high 

rates the sol ids plug up in the tee-section. The particle wal 1 

velocity was 0.0217 ±0.0010 m/s compared with an interfacial velocity 

of 0.0299 ±0.0021 m/s. ln addition, the sol ids flux based on the 

weighed sand was greater than that calculated based on the wal 1 

velocity. The true sol ids mean velocity is greater than that pre­

dicted by measuring the wal I velocity, implying a velocity gradient 

and/or curtaining. 

The sol ids movement in the standpipe was examined under normal 

operating conditions in the third set of experiments. The results 

described above suggest a non-uniform particle velocity distribution 

but the data are only quai itative in nature and does not apply to 

typical circulating fluidized bed operating conditions. The third 

set of tests involved charging the CFB with a known amount of sand 

then injecting a radioactive tracer into the reactor and measuring 
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the ra-circulation time. Tracer is introduced at the bottom of the 

column and detected at the top. The circulation time is calculated 

based on the difference of the first moments of the normal ized 

density function. 

The drawback of this method is that dead zones exist and bypass­

ing is possible,. particularly in the happer. Mass rates are based on 

dividing the total mass of catalyst in the CFB by the measured time 

it takes to circulate through the reactor once. Dead zones and 

bypassing result in inflated circulation rates since the true mass of 

catalyst circulated is less than the total. To minimize this effect, 

the sol ids inventory was kept at a minimum. The level of the sand 

was maintained just below the cane section of the happer to el iminate 

the potential for bypassing in this region. The dead zones in the 

L-valve and at the elbow remains. The magnitude of the dead zone

increases with a decreasing aeration rate; therefore, the error is 

greatest at low sol ids fluxes. The maximum error cou Id be as high as 

20 %. 

Predictions of the sol ids circulation rate based on the time-of­

descent method and the radioactive tracer measurements are presented 

in Table 4.1. Figure 4.2 i I lustrates a typiçal normal ized density 

function. The first peak is narrow and high and is a result of the 

riser dispersion. The successive peaks broaden with time because of 

the additional dispersion in the standpipe and L-valve. 
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Table 4.1: Comparison of Mass Flux Predictions 

vP 
(m/s) 

Gs � 
(kg/ms) 

Gs � 
(kg/ms) 

0.0628 ±0.0034 88.3 180 

0.0448 ±0.0016 63.0 123 

0.0298 ±0.0008 41. 9 85.8 

The mass flux, based on the tracer study, is calculated from 

Equa t ion 4. 1 , 

( 4. 1) 

where, X
8 

is the cross-sectional area of the riser, µ
1 

and µ2 refer

to the means of the first and second peaks of the RTD curve and M is 

24 kg. The mass flux using the particle velocity measurements is 

(4.2) 

A constant void fraction of 0.38 is assumed for calculation purposes. 

This value is an average between the minimum fluidization void 

fraction (fmf =0.41) and a vibrated bed (fvb=0.34). Since the 

diameter of the pyrex tube is not equal to the riser diameter, G
5

must be mul t ipl ied by the ratio of the areas to correct for the 

difference. The pyrex tube is 0.0764 m in diameter and the stainless 

steel is 0.0828 m in diameter. 



69 

Clearly, the sol ids circulation rate predicted from the radioac­

tive tracer analysis is significantly greater than that of the 

time-of-descent method. The difference may not be accounted for by 

the dead mass of sand in the L-valve which is at maximum 3 kg (based 

on the volume of the L-valve). The difference between the mass flux 

predictions would even be greater if the minimum fluidization void 

fraction is used as suggested by Burkell et al. (1988). 

To quantify the vèlocity profile a four th set of experiments was 

undertaken in which radioactive sand is injected into the happer and 

detected at two points downstream in the standpipe. The difference 

between the first moments of the normal ized density function gives 

the transit time between the two points and thus velocity. Particle 

wal I velocities are measured at the same time and compared with the 

t racer ve I oc i t y . 

A typical RTD curve is i I lustrated in Figure 4.3. The first peak 

corresponds to the response of the detector 2.66 m above the bottom 

of the standpipe. The second peak is the response of the detector 

1.78 m underneath the first. The geometry of the lead shielding is 

not identical. Therefore, the peak widths may not be directly 

compared without including the contribution to the dispersion of the 

housing. However, quantitatively it is evident that the dispersion 

along the 1.78 m length is minimal indicating that the sol ids velo-
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ci ty profile is f lat. A tai I is apparent after the second peak which 

may be interpreted as a resul t of a veloci ty gradient, i.e. curtain­

ing at the wal 1. The bump after the tai I ing is a result of the 

radioactive sand entrained by the gas in the riser. The detector was 

inadequately shielded at the back. 

The bulk sol ids velocity calculated based on the radioactive 

tracer study is compared with particle wal I velocity measurements in 

Figure 4.4. The time-of-descent method clearly underestimates the 

bulk velocity, hence, mass flux. 

The experimental mass flux, G
5

, varies I inearly with the particle 

wal I velocity as shown in Figure 4.5. The data have been correlated 

by the fol lowing equation assuming an E value of 0.38: 

(4.3) 

The time-of-descent method is a simple method to determine the 

mass flux in smal I experimental units at ambient conditions once the 

particle wal I velocity has been cal ibrated. This method is not 

practical for large scale equipment operating at elevated tempera­

tures and pressures. Therefore, a second, more versatile, method was 

developed and entai ls the measurement of the pressure drop in the 

horizontal section between the riser and cyclone. The pressure drop 

in this region is sensitive to both the gas flow rate and the sol ids 

mass flux. A number of different geometries were tested, including a 
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smooth pyrex tube 38 mm in diameter, a stainless steel tube 41 mm in 

diameter and a flexible metal hose with an inte�nal hel ical qorruga­

tion 41 mm in diameter. Pressure taps were mounted flush to the pipe 

wal 1. The first pressure tap was positioned 100 mm from the exit of 

the elbow and the second 150 mm further downstream. Particle velocity 

measurements in the standpipe were made at the same time as the 

pressure readings and Equation 4.3 was used to calculate the mass 

flux. 

The fol lowing range of gas velocities and sol id circulation 

fluxes in the test section were studied: 

(4.4) 

The corresponding conditions in the riser were 

(4.5) 

Figure 4.6 i I lustrates the variation of the pressure drop in the 

pyrex tube as a function of the sol ids flow rate at different super­

ficial gas velocities. The relationship between the.pressure drop and 

sol ids flow rate is I inear. 

For fui ly suspended flow in a horizontal pipe the pressure drop 

has been expressed as the sum of the frictional pressure drop due to 

the gas and sol ids and an acceleration pressure drop of the gas and 

sol ids (Govier and Aziz, 1977). 
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(4.6) 

Acceleration pressure drop accounts for kinetic energy affects and 

can be expressed by: 

t:PK E · = G- (V· 2 -V· 1 ) w i th i = s or g 
1 1 1, 1, ( 4. 7) 

The initial sections of horizontal conveying pipes in which 

acceleration affects are significant have not been studied exten­

sively. Kmiec and Leschonski (1987) discussed a number of investiga-

tians of vertical pipes. Rose and Duckworth (1969) proposed an 

expression ta describe the additional pressure drop due ta acceler-

ation in horizontal systems. Unfortunately, this expression is 

uniquely applicable ta the total developing reg ion. ln the present 

study, the pressure drop is measured over one percent of the develop-

ing length. Mor eove r , the test sec t i on i s ex t r eme I y c I ose t o the 

entrance in comparison ta the 13 m developing length necessary ta 

fully accelerate the particles. Therefore, it is assumed that the 

part icle veloci ty at the second pressure tap is smal I in compar ison 

ta the fui ly developed particle velocity and that the difference 

(V
5 2

-V5 ,) is constant. The resulting expression for the acceler-' , 

ation pressure drop of the sol id phase is: 

(4.8) 

This I inear variation is in agreement with that proposed pre­

viously by Rose and Duckworth (1969). Acceleration affects of the 
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gas were assumed to be negl igible. ln order to account for the 

observed I inear variation of the pressure drop with mass flux and to 

be consistent with the previous theoretical analysis, a relation of 

the fol lowing form is suggested: 

where the coefficients may be interpreted as: 

al = (V 2 -V 1 )s, s, 

b Gsh = fs

(4.9) 

(4.10) 

(4.11) 

ln Table 4.2, a summary of the parameters obtained from a least 

squares non-1 inear regression analysis (Marquardt method, Press et 

al., 1986) of the experimental data for the different geometries is 

presented. The agreement between the calculated pressure drop and 

the experimental data is excellent, as i I lustrated in Figures 4.6 and 

4.7. The values of the coefficient "a" correspond to the acceleration 

of a particle from O to about 3 m/s. This value is reasonable in 

comparison with the fui ly developed particle velocity calculated to 

vary from 12 to 24 m/s (KI inzing, 1981). 

The value of fs is seen to increase as the mass flux increases as 

reported in previous investigations (Jones et al., 1967; Dogin and 

Lebdev, 1962; Soo, 1982). Jones et al. (1967) suggest that the 

sol ids friction factor term, fs, depends on the ratio of the mass 

flow rate of sol ids to gas as wel I as the geometry of the particles. 
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Table 4.2: Fitted Parameters for the Pressure Drop Correlation 

Tube L a b 

(mm) ( s - 1 ) (m2 s/kg) 

s .s. ' D=41 mm 52 8.4 0.00040 

f
g

=.0055

S.S. , D=41 mm 168 7.6 0.00042 

f
g
=.0055

pyrex, 0=38 mm 72 5.5 0.00034 

f 
9 
=. 0055

pyrex, D=38 mm 153 7.6 0.00046 

f
g

=.0055

hase, 0=41 mm 173 9.7 0.00054 

f 9
=. 039 

Dogin and Lebedev (1962) considered a larger number of parameters to 

cor relate the sol ids friction factor and proposed a I inear variation 

of f
5 

with the G
5

h, as obtained in the present study. For a sol id 

mass flux, G
5

h, of 180 kg/m2 s the value of f
5

, calculated with

Equation (4.11), is equal to 0.07 which is an order of magnitude less 

than the modified correlation of Dogin and Lebedev (Soo, 1982) but an 

order of magnitude greater than that predicted by either Rose and 

Duckworth (1969) or Jones et al. (1967). The calculated f
9 

for the

corrugated section was determined to be four times greater than that 

of a rough tube and increases with temperature. 

The sol ids mass flux can be determined from Equations (4.13-15) 
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given the pressure drop and gas velocity. A comparison of 

the calculated and experimental sol ids mass flux is i I lustrated in 

Figure 4.7 for the case of a pyrex tube. The agreement between 

predicted and experimental results is quite good. 

The correlations presented are I imited to the geometry studied 

and therefore are not suitable for scale-up purposes. However, this 

technique may be appl ied to industrial equipment if adequately 

cal ibrated. 

4.3 L-VALVE AN> STAN>PIPE ANALYSIS 

Sol ids downflow in moving beds is common practice in the metal­

lurgical, chemical and petroleum industries and is critical for the 

smooth operation of CFB systems. Non-mechanical valves are often 

used to contrai the particulate flow rate. L-valves belong to the 

general class of non-mechanical valves that include J-valves, 

V-valves etc. The L-valve standpipe assembly consists of a vertical

pipe, in which the sol ids are conveyed in the downward direction 

against a pressure gradient and a horizontal section at the base of 

the standpipe. Aeration gas in the downcomer contrais the sol ids 

rate. Despite their successful application to such processes as 

SASOL, hydrocarbon catalytic cracking, coal gasification and I ique­

faction, L-valve design is largely based upon rules of thumb and 

operating experience (Leung and Jones, 1978; Workshop on standpipe 
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systems, Fluidization VI, Banff, 1989). Moreover, in most experimen­

tal studies, standpipes are general ly considered in isolation without 

consideration to the process downstream. Stabi I i ty analysis, theo­

retical and experimental (Leung and Jones, 1978; Chen et al., 1984) 

have been I imited to standpipes with an orifice at the base. Little 

publ ished work is avai fable concerning L-valves, and no studies have 

determined the.affect of CFB operating conditions on the L-valve and 

s tab i I i ty. 

L-valve operation in CFB systems is compl icated because aeration

air, introduced at the e1bow, may either go up the standpipe counter

current to the sol ids or i t may go down. ln the downward direct ion,

the gas may have a velocity greater than or less than the sol ids.

The gas and sol ids are assumed to be in plug flow and wal I friction

is neglected. SI ip velocities are general ly not measured but calcu­

lated based on the pressure drop and an assumed voidage profile

(Knowl ton and Hi rsan, 1978). ln si tu void tract ion and gas veloci ty

measurements are difficult to make. The analysis is further compl i­

cated due to the compressibi I ity of the gas. For long standpipes the

pressure at the bottom may be significantly greater than at the top.

Consequently, the gas density is greater at the L-valve. Therefore,

to satisfy gas continuity constraints, the gas velocity at the top

must be greater than that at the bottom.

The flow phenomena around the bend and in the L-valve has not 
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been treated in the open I iterature. Most work concerns model I ing 

standpipe flow with a constriction, such as an orifice, at the base. 

Data concerning the horizontal flow of gas-sol id mixtures is gener­

al ly I imited to suspensions (Govier and Aziz, 1977). Moreover, 

Govier and Aziz (1977) suggest that the lack of proven methods to 

estimate flow rates in stationary and moving beds is not serious from 

a practical point of view. They assert that this mode of transport 

is rarely employed. ln this study, both the flow of the gas-sol id 

mixture in the vertical standpipe and horizontal L-valve ·are 

examined. ln particular, the affects of two parameters are consid-

ered, the gas velocity in the riser, and the sol ids circulation rate 

and hence sol ids hold-up in the tee. The fol lowing measurements are 

made: (1) the pressure drop in the standpipe 2.15 m from the bottom; 

(2) the pressure drop in the L-valve; (3) the gas velocity using

radioactive argon as a tracer; (4) the particle velocity using

radioactive tracers. 

4.3.1 Standpipe Operation 

Knowlton and Hirsan (1978) studied various parameters that affect 

L-valve operation, including: changing the aeration tap location,

standpipe diameter, horizontal length and diameter, and particle 

density. However, further study is required concerning the stabi I ity 

of the standpipe flow, affects of aeration, particle size distribu­

tion, temperature and pressure, as suggested in the Workshop on 
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standpipes at the International Conference on Fluidization in Banff 

( 1989). 

Knowlton (1989) discusses the basic operating principles of 

non-mechanical valves and recycle devices. He suggests that the 

pressure drop in the standpipe adjusts to balance the pressure drop 

· developed in the L-valve, riser and piping. The minimum standpipe

length is determined by dividing the pressure drop of the independent

part of the loop and dividing by Pmfg with a safety factor of 1.5-2

times Lmïn• ln addition, a minimum L-valve length 1.5-2 times the

length to which the sol ids due their angle of repose is proposed.

The pressure drop in the standpipe and L-valve were measured to 

determine the effect of changing the gas riser velocity. Three riser 

gas velocities were studied: 4 m/s, 6 m/s and 8 m/s. ln Figure 4.8, 

the variation of the aeration rate at the elbow is plotted as a 

function of the mass flux. lt is evident that the riser gas velocity 

does not affect the aeration requirements for a given sol ids mass 

flux. However, at 4 m/s the maximum circulation rate attained is 

significantly less than that at 6 m/s or 8 m/s. This observation is 

confirmed in Figure 4.9 in which the developed pressure drop in the 

standpipe is plotted against the sol ids circulation rate. A maximum 

pressure drop of approximately 6 kPa/m is real ized before the fluctu­

ations in the standpipe become excessive (i.e. unstable). Before 

reaching a gradient of 6 kPa/m the pressure fluctuations are miner in 
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nature. Figure 4.10 i I lustrates the variation of the pressure drop in 

the L-valve with the aeration rate. No difference is evident between 

the three riser gas velocities. 

4.3.2 Gas flow and void fraction 

Unfortunately, there is I ittle publ ished research concerning the 

gas phase in standpipe flow. Previous to Yoon and Kuni i (1970), gas 

phase studies were I imited to measuring the flow rate at the top of 

the bed. Yoon and Kuni i (1970), using hel ium as a tracer, were the 

first to directly measure the gas velocity. They showed that the 

modified Ergun equation, writtén in terms of si ip velocity, could 

account for the �arge pressure gain developed in the standpipe: 

-dP = K1 Vsl + K2 Vs l I V s l 1 (4.12) 
dz

where, 
2 

K, = 150�(1-E} 
( 'Ps dp E ) 2 

(4.13) 

K2 = 1.7512(1-E} ( 4. 14) 
( 'Ps dp E )

The gas and sol ids flow is defined as positive downward, whereas the 

si ip velocity is taken to be positive upward. 

- V 
g 

(4.15) 

Positive si ip results for sol ids velocity greater than the gas 
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velocity in the downward direction and for upflow of gas. A negative 

si ip is evident when the gas velocity is greater than the solids 

velocity in the downward direction. 

Kojabashian (1958) identified two distinct flow regimes for 

non-fluidized downflow of sol ids and designated these regimes packed 

bed flow (PACFLO - Leung and Jones, 1978) and transitional packed bed 

flow (TRANPACFLO Leung and Jones, 1978). Packed bed flow is 

defined as co-current particulate/gas flow with a negative si ip (gas 

velocity greater than sol ids velocity in the downward direction) and 

a positive pressure gradient, i.e. pressure is greater higher up the 

column. The void fraction is constant and equal to the vibrated bed 

voidage. The demarcation and I imits of the two flow regimes are: 

0 < Vs l < Um f / € m f •

packed bed f I ow 

transitional packed bed flow 

(4.16) 

(4.17) 

The flow can either be co-current or counter-current in TRANPAC­

FLO as demonstrated by Equation 4.17. As long as the particulate 

velocity is greater than the gas velocity in the downward direction a 

positive si ip velocity is calculated. 

Knowlton and Hirsan (1978a,b) assumed that the void fraction 

increased I inearly with the si ip velocity to fit their data. How­

ever, the gas veloci ty was not measured. Zhang et al. ( 1989) sug-
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gested that the void fraction is constant and equal ta the minimum 

fluidization void fraction in most cases and included a flow map for 

non-fluidized flow in standpipes restricted at the bottom by an 

orifice. Metered gas was introduced at the bottom happer below the 

orifice and a second flow meter at the same level was used ta measure 

the gas velocity. 

ln this study, both the sol ids and gas velocities were determined 

using radioactive tracers. Gas measurements entai led injecting a 3 

ml sample of radioactive argon 300 mm above the first detector at a 

height of 2.96 m from the base of the standpipe. The transit time is 

the difference between the first moments of the two detectors separ­

ated by a distance of 1.78 m. The diameter of the pyrex tube is 76.4

mm, whereas the diameter of the stainless steel pipe is 82.8 mm. Al 1 

measurements are made based on a 82.8 mm diameter. Therefore, the 

effective distance between the two detectors 1.63 m. 

A typical RTD curve for the gas is i I lustrated in Figure 4.11.

The first peak is quite narrow, whereas the second peak is much 

broader. This peak broadening may be attributed ta either dispersion 

or a velocity gradient and decreases with an increasing sol ids mass 

flux. The sol ids dispersion is much lower than the gas dispersion. 

Gas and sol ids velocities together with the measured pressure 

drop and the predicted void fractions are given in Table 4.3. The 
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void fraction, calculated from Equation 4.12, is very sensitive to 

the assùmed particle sphericity, �s· McCabe and Smith (1976) suggest 

that the sphericity of round sand is on the order of 0.83. However, 

Geldart (1990) proposes that the sphericity of sand is equal to 0.87. 

ln consideration of the abrasive nature of the riser, sand grains 

wi 11 become rounder with time; hence, a higher value for the spheric­

ity is appropriate. 

The gas and sol ids velocities could not measured simultaneously 

using radioactive tracers. lnstead, particle wal I velocities were

measured after introducing the radioactive argon. The mean particle 

velocity was then calculated from Figure 4.4. The results, presented 

in Table 4.3 show some scatter around the- void fraction at minimum 

fluidization (emf =0.41) and the loose packed density (elp=0. 4 >.

Assuming the minimum fluidization void fraction, as suggested by 

Burkell et al. (1988) and Zhang et al. (1989), is not unreasonable. 

Table 4.3: Standpipe Void Fraction Variation with SI ip Velocity 
ug ,riser = 8 m/s 

Qa vg vs Vsl dP/dL 
(m3 

/ h r) (mm/s) (mm/s) (mm/s) (Pa/m) 

2.61 61. 7 105 43.3 4850 0.391 

1.94 38.2 78 39.8 3870 0.408 

1.33 12.4 40 27.6 2600 0.412 

1.08 - 23 23 2080 0.417 
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Figure 4.12 i I lustrates the variation of the pressure gradient 

wi th si ip veloci ty. lncluded in the figure is the calculated pres­

sure drop assuming a constant void fraction, e=0.4. The void frac­

tion seems to descrease with an increase in circulation rate as if 

the bed was experiencing a vacuum. Since the uncertainty in the 

sol ids veloci ty measurements increase wi th veloci ty, this trend is 

uncertain. Radioactive tracer studies are required in which the 

sol ids are ihjected immediately after the gas to determine the si ip 

veloci ty. 

4.4 RISER HYDROOYNAMICS 

The true nature of the fluid phase in the riser is debatable. The 

complexity of the flow phenomena, the spatial and temporal variation 

of the sol ids phase, renders its analysis and characterization 

difficult. The flow pattern depends on the system geometry, column 

diameier, inlet and exit configuration, particle properties and gas 

characteristics. The longitudinal distribution of the particulate 

phase has been model led assuming large agglomerates or clusters as 

wel I as a dense annular phase of sol ids at the wal 1. ln gas-1 iquid 

systems these models correspond to wispy annular flow and annular 

flow respectively. Considering the longitudinal variation of sol ids 

holdup i t is reasonable to bel ieve that the f low phenomena are 

comprised of many flow regimes. For example at the tee, slug or plug 
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flow is evident. At the top of the column, the wispy annular flow 

regime dominates. Many experimental units exhibit a strong downflow 

of sol ids a long the wal I which would indicate annular flow. Brereton 

(1987) discusses the theoretical basis of the models and gives a 

detai led I i terature review. As indicated by Brereton, a number of 

experimental methods are available to examine the local radial and 

longitudinal distribution and include: tracer particles (coloured, 

radioactive, fluorescent sait), �-ray photography, photography, 

impact meters with piezo-electric crystals, optical fibres, thermis­

tor probes, capacitance probes, isokinetic sampi ing and pressure drop 

measurements. ln Table 4.4, a I ist of the various methods is pre­

sented together w)th the researchers who employed the technique. ln 

general, pressure fluctuations, using manometers or pressure trans­

ducers are used in conjunction with other methods. 

Given the number and diversi ty of the exper imental techniques, 

what then, are the conclusions concerning the hydrodynamics in the 

riser? Most studies suggest the presence of a dense annular region 

and a lean core. lsokinetic sampi ing studies indicate that the sol ids 

concentration increases radial ly from the axis, substantiating the 

hypothesis of a lean core region. However, the nature of the dense 

wal I phase and core reg ion is uncertain. For example, Brereton's 

(1987) study of the character of the wal I and core zone indicates 

heterogeneity, particular to the cluster model, in bath regions. At 

high circulation rates, the heterogeneity is most prevalent near the 



Table 4.4: Experimental techniques for sol ids phase studies 

Method 

Tracers 
- Sa I t
- Coloured particles
- Fluorescent particles

Quick closing valves 

Pressure fluctuations 

Fibre optic probes 

Photography 

Capacitance probes 

Laser Doppler Anemometry 

�-ray absorption 

X-ray absorption

lsokinetic sampling 

Reference 

Bader et al. ,-1986 

Roberts, 1986 

Ko j i ma et a 1 . , 1989 

Capes and Nakamura, 1973 

Arena et al., 1986 

Schnitzlein and Weinstein, 1988 

Lee and Kim, 1988 

Wirth, 1988 

Kato et al., 1988 

Horio et al., 1986 

lshi i et al., 1988, 1989 

Hartge et al., 1988 

Hartge et al., 1986 

Matsamuto et al., 1986 

Arena et al., 1989 

Konno and Sato, 1969 

Brereton, 1987 

Hartge et al., 1986 

Lee and Srinivansan, 1978,1982 

Hartge et al., 1986 

Weinstein et al., 1985 

Rhodes and Geldart, 1986 

Bolton and Davidson, 1988 

Monceaux et al., 1986 

95 
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base and decreases longitudinal ly. The wal I region is typical ly more 

heterogeneous than the core, especial ly higher up the column. The 

inhomogeneous flow is described as "intermittent packets of dense and 

di lute phase". These observations confirm the existence of clusters, 

in the center of the riser but even more surprisingly imply the 

existence of clusters in the wall region. This result is supported 

by visual observations in the present study as described in the 

preceding section. 

4.4.1 Solids Phase Models 

There are almost as many theoretical models to describe the 

hydrodynamics in the riser as there are experimental techniques. Two 

general classes of models exist: those derived from the phenomenolog­

ical equations of mass continuity and momentum and correlations based 

on experimental data. Bath are empirical to a certain extent requir­

ing parameters to fit the data. The work of Kato et al.,(1989) is a 

good example of an empirical model. 

hold-up by the fol lowing equation: 

L 

1-f

where, 

= 

a = z - Z; 

l ] 1.35 

U • V 

g t 

vt 

He expresses the particle 

(4.18) 

(4.19) 
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and Z; is the height of the inflection point between the di lute phase 

and dense phase, 

= 360 
ru - V 

l a t 

vt

-0.29
Rep 

The range of application of these empirical relations is 

1.4 su
g
s 6.0 m/s, 0.1 svt

s 0.9 m/s, 30 SG
S
S 130 kg/m2 s,

0.45 SRePS 10, 0.04 SOS 0.1 m 

(4.20) 

(4.21)

The I imitations of purely empirical relations are evident upon 

examination of the application range: What happens when D>0.1? 

Rhodes and Geldart (1989) develop the empirical approach a I ittle 

further. They assume the lean phase (longitudinal ly) of CFB's behaves 

much I ike the freeboard region of fluidized beds. The entrainment 

flux at any height is given by 

(4.22) 

where Eco is the elutriation rate and E
0 

is the entrainment flux at 

the bed surface (Wen and Chen, 1982). The longitudinal sol ids 

concentration is calculated assuming the slip velocity is equal to 

the single particle terminal velocity where, 

and, 

Vs = Ez / Pp ( 1 - t: z )

(4.23) 

(4.24) 
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(4.25) 

Patience and Chaouki (1990) suggest an improvement to the model 

by replacing the elutriation rate, E00 , with the imposed sol ids 

circulation rate, G
5

• Equation (4.22) becomes 

(4.26) 

A major drawback of this empirical relation is that the actual 

si ip velocity is greater than the particle terminal velocity (Capes 

and Nakamura, 1973) and therefore, Ez, calculated from Equation 

(4.26) is not a true measure of the entrainment flux. The model 

cou Id be improved by including a more real istic sol ids velocily. 

Berruti and Kalogerakis (1989) postulate a core-annular flow 

model and develop expressions for each region based on the experimen­

tal results of various researchers. They assume the si ip velocity in 

the core equals the particle terminal velocity and that sol ids 

descend along the wal I at the particle terminal velocity. They also 

give an expression for the net particle radial flux. 

Kmeic and Leschonski (1987) discuss four hydrodynamics models 

developed from the phenomenological equations of mass continuity and 

momentum for vertical pneumatic conveying. They assume one-

dimensional flow and mathematical ly describe the transport phenomena 

using three equations: mass continuity of the gas and sol ids phase 
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and a mixture momentum balance. The four models vary according ta 

the postulated phase behaviour. Among the four models considered, 

the annular flow model and the model with the pressure drop in the 

fluid phase show good agreement with the experimental pressure 

distribution in the acceleration region of the tube. 

Nakamura and Capes (1973) developed an annular flow model and 

proposed the fol lowing relationship for the pressure drop above the 

acceleration zone based on a momentum balance 

-dP =
dz

and expressed the si ip velocity by 

( 4. 27) 

(4.28) 

Whereas fitted parameters are essential ta correlations from step 

one, models derived phenomenological ly require empirical relations in 

the second step, i.e. ta express the presumed behavic:iur of the 

unknowns in the developed equation. For example, in Equation (4.28) 

and (4.27) expressions are required for /3, the fluid particle drag 

relationship, r
9 

the gas shear stress 

stress. 

and the particle shear 

lshi i et al., (1989) developed a clustering annular flow model 
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that contains nine material balance equations and four momentum 

balance equations. The model assumes that the riser essential ly 

consists of clusters that ascend in the core as wel I as fal I a long 

the wal 1. 

Hydrodynamic models predict the sol ids distribution from a 

knowledge of the system parameters, particle properties and gas 

velocity, The one-dimensional model proposed by Rhodes and Geldart 

(1989) gives an adequate cursory description of the void fraction. 

Madel predictions compare reasonably wel I with experimental results. 

However, there is considerable evidence that the sol ids are heteroge­

neously distributed radial ly. Hence, a compromise must be met in 

minimizing the number of adjustable parameters used to fit the data 

and having a sufficient number to adequately model the behaviour. 

4.4.2 Solids Hold-Up 

The basic measurements necessary to evaluate the hydrodynamics of 

CFB risers include: superficial gas velocity, sol ids circulation 

rate, particle properties, and the longitudinal suspension density. 

The gas velocity and particle properties are general ly straightfor­

ward to measure. P�rticle characterization is covered in many text 

books. A standard orifice meter is adequate to measure the gas flow 

rate. Sol ids flux measurements are not as straightforward as indi­

cated in Section 4.2. The suspension density is calculated based on 
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the pressure gradient. 

The variation of the time averaged pressure drop along the length 

of the riser is i I lustrated in Figure 4.13 at four mass fluxes and a 

gas velocity of 6 m/s. The pressure drop is greatest at the sol ids 

entry and decays exponential ly. At the top of the column, the 

pressure drop increases again. This effect, as reported earl ier by 

Brereton (1987), is attributable to the exit geometry. For an abrupt 

exit, the sol ids tend to drop out of the suspension and cascade 

downwards along the wal 1. Smooth exits do not exhibit an increase in 

pressure drop. 

ln general, the longitudinal riser density profile is calculated 

assuming that the time averaged pressure gradient is equal to the 

weight of the sol ids, 

Psusp = 1 dP 

g dZ 

(4.29) 

Frictional affects and particle acceleration are considered negl i­

gible compared to the hydrostatic head of the sol ids. These assump­

tions are easi ly quantified by comparing the suspension density, 

given by Equation (4.28), with the estimated density including 

frictional and acceleration terms. 

The pressure drop due to particle acceleration, as given by 
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Equa t ions ( 4. 8) and ( 4. 10) i s
1 

where, vs, is the entrance veloci ty of the sol ids 

particle velocity above the acceleration zone. 
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(4.30) 

and Vs 
2 

i s the 

ln the present 

system, vs, = 0 and Vs2 is assumed equal to the difference between 

the gas velocity and single particle terminal velocity in an infini te 

medium. The acceleration pressure drop equals 820 Pa at a riser gas 

velocity of 8 m/s and for a sol ids circulation rate of 200 kg/m2 s. 

Considering that the sol ids are accelerated at the bot tom of the 

riser the decelerate at the top, the net contribution is zero. The 

local contribution at the entrance and exit can be large. The accel­

eration pressure drop contribution analysis is further compl icated by 

the radial heterogeneity, the sol ids refluxing along the wal 1, and the 

entrance geometry. Further discussion on the hydrodynamics of the 

entrance is given in Chapter 5. 

The frictional contribution to the pressure drop is more diffi­

cult to quantify. Arena et al. (1988) suggest that errors could be 

up to 70 % in 40 mm uni ts operat ing at 7 m/s if the fr ict ional 

affects are ignored. Many correlations have been proposed to charac-

terize the frictional contribution to the pressure drop. To be 

consistent with the analysis as given in Section 4.2, the modei 

developed by Patience et al. (1990) for horizontal two phase flow, is 
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used. The work by Rose and Duckworth (1969) suggests that the change 

in orientation has a marginal effect on the pressure drop (typical ly 

less than 10%). The frictional pressure drop over the 4.72 m length 

is 690 Pa at a gas velocity of 6 m/s and a circulation rate of 200 

kg/m2 s which is lower than the acceleration pressure drop and 

corresponds to a pressure gradient of 146 Pa/m. This pressure 

gradient is equivalent to a "frictional density" equivalent of 15 

kg/m3
• The frictional contribution is proportional to the sol ids 

circulation rate and decreases with an increase in diameter. Under 

simi lar operating conditions the "frictional density" in a 152 mm 

riser is 9.6 kg/m3 and in a 40 mm unit it is 36 kg/m3
. 

ln Figure 4.14, the variation of the suspension density along the 

length of the riser is presented. ln the lean phase (above a height 

of 2 m for Gs = 198 kg/m2 s and U
9

=6 m/s) the suspension density is

approximately 65 kg/m3
, which suggests that the frictional contribu­

tion ta the measured density is 25% of the total. The Jul ian-Duckler 

(1965) correlation predicts a frictional pressure drop about 8 % of 

the measured pressure drop. ln the lean phase of risers particles 

are general ly assumed ta ascend with a si ip velocity equal ta the 

particle terminal velocity. Equation 4.9 correlates data taken in 

the acceleration region where the relative velocity between the gas 

and sol ids is much greater than the terminal velocity. Hence, 

predicted frictional pressure drops are presumably ta high. The 

Jul ian-Duckler cor relation indicates that frictional contributions in 



z (m) 

5 

4 

1 

0 

5 

4 

3 

2 

1 

0 

0 

\ ' ' 

- ... - - -

'. ' -

..... .-····�:;-_-_- ..,__ 

I 

: 1 

1:
1 

: 1 

I' 
'

: 1 

,: 1 
: 1 
: 1 

: 1 
: 1 

\ ', \ . ..

100 200 

u = 

1 

G = 

• 

G = 

• 

G = 

• 

G= • 

u =

G = 
a•= 

a•= 

Ga
= 

• 

B m/s 
2 

26 kg/m s 
lil 

53 kg/m sa 
87 kg/m s 

2

174 kg/m s 

6 m/s 
2 

20 kg/m2s 
45 kg/m !f? 102 kg/m2 s 
198 kg/m s 

300 p 400 500 
■u■p 

800 

Figure 4.14: Longitudinal Suspension Density 

105 

700 



106 

the riser, at the conditions tested, are largely negl igible. Even in 

the developing region (i.e. Z<2 m) the frictional pressure drop 

calculated by Equation 4.9 is negl igible compared to the measured 

pressure drop. 



5. GAS Am SOLI DS RESIDENCE T lfE DISTRIBUTION

The phase behaviour of gas-solid mixtures in flow systems has 

been examined using a number of measuring techniques, including: high 

speed photography, opt_ical probes, mechanical devices such as quick 

closing valves, electro-capacitance probes, laser Doppler anemometry, 

iso-kinet ic sampi ing and tracers. Tracer studies entai I inject ing a 

detectable species, either continuously or as a slug, into a vessel 

and measur ing the concentration at a distant point. ln the chemical 

engineering I iterature the resultant residence time density function 

is commonly referred to as the residence time distribution (RTD) 

curve. ln general, the RTD curve is used to determine such phenomena 

as dispersion, channeling, short circuiting, internai recirculation 

and stagnant ragions. lt depends on a number of factors including 

the input function, the system geometry, boundary conditions and the 

detection method. For example, the output concentration of a slug 

injection, characterized as a Heaviside unit step function, is much 

different than for a Gaussian or isosceles triangular input function. 

Radioactive tracers are particularly suited as a means to examine 

the gas and particulate phase of CFBs. They are versatile, non-

intrusive, capable of in-situ measurement, on-1 ine and easi ly 

detected. ln addition, relatively smal I quantities are required which 

minimizes the injection perturbation. The sol ids phase is traced 

with irradiated sand and radioactive argon is used for the gas phase. 
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Empty column studies were conducted to serve as standards with 

which to compare fhe RTD of the gas and 

operating conditions. ln addition, 

sol ids phase under normal 

the results of the contrai 

studies were compared with I iterature values to establ ish the injec­

tion and detection methods. Together with the empty column exper­

iments, the following parameters are considered: superficial gas 

velocity, solids circulation rate, particle size, injector position 

and detector position. 

5.1 GAS RTD 

Gas residence time distribution (RTD) measurements are useful to 

evaluate the potential of CFBs as catalytic reactors. General ly, CFBs 

are characterized as excellent gas-sol id contactors in which the gas 

phase approaches plug flow. ln Table 5.1, the techniques used to 

trace the gas phase together with the researchers are I isted. The 

early studies by Cankurt and Yerushalmi (1978) and Yang et al. (1983) 

indicate that gas back mixing is practical ly negl igible. The recent 

studies of Weinstein et al. (1989) and Brereton et al. (1988) suggest 

that a single parameter dispersion model is inadequate to descr ibe 

the large variance. The apparent discrepancy in the results have 

been attributed to the injection method (Weinstein et al., 1989). 

The gas and sol ids are heterogeneously distributed across the radius. 

Therefore it is necessary to distribute tracer uniformly over the 
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cross section or inject tracer at a number of radial positions. 

Tracer was injected in the center of the column in the earl ier 

studies. ln the present investigation, a pulse of radioactive argon 

is introduced tangential ly into the reactor by a syringe. The argon 

is assumed to distribute across the radius uniformly. The tracer is 

detected at three locations: at heights of 1 m, 4 m and in the 

horizontal .section between the cyclone and the riser 4.72 m above the 

po i nt of i n j ec t i on . 1 n add i t i on , the rad i oac t i ve argon i s i n j ec t ed 

1.5 m above the distributor to examine the lean region. 

Table 5.1: Gas RTD Measurement Techniques 

Tracer 1 n ject ion method References 

CH
4

continuous Cankurt & Yerushalmi, 1978

Adams, 1988

He cont i nuous Yang et al., 1985

Bader et al., 1988

Weinstein et al., 1989

semi -con t i nuous Brereton et al., 1988

Ar pulse He lmr i ch et a 1., 1986

C02 pulse Helmr i ch et al., 1986

Hot air pulse Dry et al., 1987
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5.1.1 Empty column measurements 

Levenspiel (1972) has col lected data for axial dispersion coeffi-

cients in turbulent flow in empty tubes. Considerable scatter is 

evident because much of the data were taken in commercial pipelines 

with valves, elbows and other types of flow disturbances. ln this 

study, two detectors in series measure the gas residence time d�nsity 

function. The difference between the means gives a rel iable measure 

of the transit time between the detectors from which the gas velocity 

is calculated, 

( 5. 1) 

where, 1 refers to the response of the detector immediately down­

stream of the injecter and 2 refers to the response further up the 

column. The agreement between the predicted gas velocity and that 

obtained by an orifice meter is qui te good as shown in Table 5.2. The 

orifice was cal ibrated using agas counter. The design equation for 

the orifice is as fol lows, 

(5.2) 

where, &'
0 

is the pressure drop across the orifice, P is the I ine 

pressure and U9 is the superficial gas velocity in the riser. 

The Peclet number is calculated based on the difference of the 

second moments, 



Table 5.2: Comparison of Gas Velocity from RTD Measurements 
and the Orifice Calibration 

p t:P 0 
V� V 

(orifice) (RÎD) 
(kPa) (kPa) (m/s) (m/s) 

758 6.94 4.08 4.06 

745 15.7 6.09 6.10 

717 28.6 8.06 8. 18

Table 5.3: Empty Column Gas Dispersion in Turbulent Flow 

v
g ozXP Peexp D2 ·t Pelit 

(m/s) (m /s) (m /s) 

4 0.085- 0 .13 157 - 101 0. 11 110 

6 0.10 - 0. 14 172 - 125 0 .14 130 

8 0.13 - 0. 18 180 - 135 0. 17 142 
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(5.3) 

Results of the predicted dispersion coefficients and Peclet numbers 

are compared with the I iterature values in Table 5.3. A number of 

�xperiments were performed to determine the variation. The variabi 1-

ity in the data, noted previously by Levenspiel and Bischoff (1962), 

has been attributed ta the contribution of accessorfes such as 

valves, elbows, fittings etc. However, in this study, measurements 

· were taken in straight tubes indicating that the variabi I ity in the 

dispersion is a result of the other factors, principally, the incer­

titude in defining the eut-off point. The second moment represents 

the square of the spread of the distribution: A long tai I wi 11 bias 

results and increase the calculated dispersion. 

Figure 5.1 shows typical responses to an impulse of radioactive 

argon at three gas velocities. The first peak corresponds to the 

signal recorded by the detector 0.86 m above the injector and the 

second to the detector at a height of 3.89 m. The analyzer dwel 1 

time was set at 0.02 s. The argon tracer reaches the first detector 

in approximately 0.11 s at a gas velocity of 8 m/s and about 0.2 s at 

a velocity of 4.2 m/s. Assuming the transit time is given by, 

t = µ .. t · · /2 
1 n J ( 5 .4) 

the experimental gas velocity is the distance to the detector divided 

by the time. Calculated gas velocities are given Table 5.4. The 
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second column is the average velocity between the two detectors 

from Equation (5.1). The values in the third column are the pre­

dicted gas velocities using Equation (5.4). Whereas the difference 

of the first moments of the two detectors agrees with the orifice 

calibration, the exper imental veloci ty given by Equation (5.4) does 

not. The calculated gas velocity between the injection point and 

detector was lower than the velocity between the two detectors. The 

reason for this discrepancy is not attributable to gas acceleration or 

poor mixing at the injection point but rather to the syringe injec­

t or , i . e. in j ec t ion pu Ise. 

lncluded in Table 5.4 are the predicted dispersion coefficients 

and Peclet numbers assuming the injection pulse is a bolus. The 

calculated RTD curve is compared with the experimental results in 

Figure 5.1. The maximum peaks predicted,by the analytical expression 

given by Equation (3.22) is much lower than the data at 0.86 m. The 

match between the two at 3.89 m is better, however, the analytical 

solution sti 11 under predicts the peaks. The tal I first peaks cannot 

be explained based on acceleration affects nor on poor mixing charac­

teristics. The radioactive pulse passes the detector as a reasonably 

concentrated packet indicating I ittle dispersion. Unreasonably high 

Peclet numbers are required to model this behaviour, particularly at 

8 m/s for which Pe=1600. 

The original analysis assumes a syringe input function of a 



Table 5.4: Mean velocity and Pe number compared with values 
predicted assuming a bolus input pulse 

z v
g Vinj·Z Pe Peinj-Z

(m) (m/s) (m/s) 

0.86 3.59 138 
4.20 98 

3.89 4.04 205 

0.86 4.63 103 
5.95 123 

3.89 5.61 297 

0.86 6.36 1616 
8. 15 135 

3.89 7.67 261 
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bolus which requires the tracer be injected at a constant velocity 

over the length of the plunger stroke. This assumption is probably 

not val id. ln tact, the plunger accelerates tram the time it hits 

the fi rst micro-swi tch unt i I the end of the stroke. There is some 

resistance ta thé movement of the gas which may indicate compression. 

Hence, the gas enters the reactor only after some delay. The true 

input function is more I ikely ta be a skewed Gaussian than a bolus. 

Solving such an input function is compl icated, so a simple model was 

assumed: a bolus with a delay. This model is not easi ly verified 

experimental ly. However, the match between the experimental data and 

the numerical predictions, as shown in Figure 5.1, is very good. The 

peak heights are sensitive to the width of the pulse. Long pulse 

times correspond ta short maximum peaks that are shifted to the 
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right. Tal I peaks are characteristic of short injection times. The 

detector 0.86 m downstream of the injector is very sensitive to the 

assumed injection pulse, errors of ±0.02 s at gas velocities of 8 m/s 

result in errors of up to 20%. The sensitivity to the injector pulse 

is much less at a distance of 4 m. ln Table 5.5 the delay times and 

assumed Peclet numbers are presented. 

Table 5.5: Pe numbers assuming a bolus input pulse with a delay 

z v
g 

(m) (m/s) t ( � � 
tdelay

( s) 

Peinj-Z

0.86 120 
4.20 0.072 0.032 

3.89 195 

0.86 100 
5.95 0.077 0.041 

3.89 220 

0.86 87 
8. 15 0.081 0.037 

3.89 270 

The results presented above are quai itative in nature. Much more 

study is required, and is possible with the present experimental 

apparatus, to better define the single phase turbulent dispersion 

characteristics. Comparing variances is inaccurate due to the weight 

attributed to the tail. lt is preferable to compare the curve shapes 

and peak heights. The results indicate that tracer injection may not 

be assumed to be a bolus and that a delay time should be included to 



117 

account for the plunger acceleration and syringe effects. Model 

predictions, presented in Figure 5.1, match the data reasonably wel 1. 

The detector 0.86 m downstream of the injecter is the most sensitive 

to error. However, maximum peak heights are sensitive to the injec­

tion time, hence, reasonable estimates may be deduced by comparing 

experimental peak heights with predicted values. ln addition, 

dispersion coefficients based on the calculated second moments show a 

large spread due to the uncertainty of the tai 1. 

5.1.2 Di lute Phase Gas RTD 

At low sol ids circulation rates the longitudinal voidage profile 

is nearly constant. The response curve of a di lute suspension of 

sol ids is compared to the single phase turbulent response curve in 

Figure 5.2 at gas velocities of 6 and 8 m/s. The shapes of the 

curves with and without sol ids are simi lar at a distance 0.86 m 

downstream from the detector. The tracer response recorded by the 

detector positioned at a height of 3.89 m and a gas velocity of 8 m/s 

exhibits a long tai 1. At a gas velocity of 6 m/s, multiple peaks are 

recorded by the detèctor positioned in the horizontal section between 

the cyclone and riser. The apparent flow anomalies are probably due 

to the sol ids that descend a long the wal I at the top of the column 

which entrains some gas. lt is important to distinguish exit effects 

and the effects of sol ids on dispersion. The fol lowing discussion 

detai ls gas RTD in the lean zone without exit affects. 
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Under normal operating conditions, the riser reactor contains two 

distinctive longitudinal regions. At the base, near the so I i ds 

entry, the gas-sol ids mixture is characterized as highly turbulent. 

Above this dense, turbulent phase is a relatively lean gas-sol ids 

suspension. lnjecting at the bottom of the riser, into the dense 

mixture, and detecting at the top of. the column gives average results 

over the entire length. lnterpreting the data to characterize the 

f low ei ther in the dense reg ion or lean reg ion is impossible. 

Therefore, tracer studies were performed in the middle of the column 

to determine the flow characteristics of the lean region. Typical 

response curves are shown in Figure 5.3. Radioactive argon is 

injected 1.75 m above the distributor, the detector is positioned at 

a height of 3.99 m. Two circulation rates were tested, G
5

=116 kg/m2 s

and G
5

=60 kg/m2 s; the gas velocities were 8.1 m/s and 7.9 m/s. The 

curves are qui te nar row and a si gn if i cant ta i I i s ev i dent. Assuming 

a simple one-dimensional dispersion type model results in a Peclet 

number of over 300. The form of the curve does not fit the data 

wel 1. Most studies concerning CFB risers indicate the existence of 

radial flow segregation. Therefore, a single parameter does not 

accurately represent the flow phenomena. 

Brereton et al. (1988) have modelled the gas phase assuming that 

the cross-section can be divided into two zones; a dense stagnant 

annulus and a lean core. The fol lowing equations describe the 
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proposed model, 

ac
a

at 

with the fol lowing initial and boundary conditions: 

ac
c
faz = 0, 

z > o, t = 0 

z = o, t > 0 

z = L t > 0 
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(5.5) 

(5.6) 

(5. 7) 

(5.8) 

(5.9) 

The exit concentration is assumed to be Cc, k is the transfer 

coefficient between the two zones and rc is the radius of the core. 

Equation (5.5) and (5.6) are solved numerical ly as outl ined in 

Section 3.2. Forward numerical dispersion is el iminated by introduc­

ing a 'break-through' parameter into the computer program. The only 

mode for longitudinal transport is by convection; hence, the concen­

tration can advance only as quickly as the velocity of the stream. 

For example, if the first grid block is one metre long (this example 

is exaggerated for demonstration purposes) and the gas velocity is 1 

m/s, tracer cannot reach the .second grid block before 1 s. The 

equations are expressed so that al I concentrations at distances 

greater than the time multipl ied by the velocity are zero. 
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The core gas velocity is difficult to measure; it depends on mass 

hold-up and radial sol ids distribution. Assuming two zones exist 

across the radius, it is necessary to determine the fraction occupied 

by the stagnant zone. Velocity measurements are further compl icated 

because the actual time at which the gas first enters the riser is 

not known precisely. The gas injecter calibration indicates that the 

input function can be considered as a bolus with a delay, but the 

injection time is not constant and varies from run to run. To 

accurately determine the effective injection time and delay the 

computer program is used to fit the data. The peak height is 

extremely sensitive to the assumed injection time, smal I changes in 

the pulse length change the predicted maximum peak heights signifi­

cantly. lt is not as sensitive to the mass transfer coefficient, k. 

Hence the two parameters are not coupled and may be fitted indepen­

den t I y. 

The core velocity is simply the distance between the injecter and 

detector divided by the difference in times at which the peaks reach 

maxima. The radius and volume fraction of the lean core are, 

rc =

<p = 

At a 

rate of 

R(U /V )o.s
g g 

( r c /A) 2

superficial gas 

116 kg/m2 s the 

(5.10) 

(5.11) 

velocity of 8.1 m/s and a sol ids circulation 

core veloci ty is 9.0 m/s and <p=0.9. Resu I ts

of the numerical simulation with k=0.03 m/s are presented together 
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with the experimental values in Figure 5.3. The agreement between 

the experimental curve and numerical solution is quite good. A 

reasonable fit ta the data is obtained with k=0.03 at G
5

=60 kg/m2 s

and U
9

=8.34 m/s as demonstrated in Figure 5.3. The core velocity is

9.0 m/s and �=0.93. The stagnant zone decreases as the sol ids 

circulation rate decreases; however,he mass transfer coefficient 

changes I ittle. 

Results of Brereton et al. (1988) are not directly comparable 

with the data presented above. Tracer was introduced in the windbox 

and detected at the top of the riser in their experiment, and their 

CFB unit is almost twice the diameter and height of the present 

system. They considered a gas velocity of 7.1 m/s and a sol ids flux 

of 60 kg/m2 s. The equations were solved expl icitly, and the best fit 

values of � and k were 0.68 and 0.08 m/s, respectively. The higher 

value for k is most probably due to the turbulence in the dense 

region at base of the column and at the exit. A better fit to 

the data, obeying continuity, might be obtained by assuming a larger 

core radius, hence a lower core velocity, which is consistent with 

the results presented in Figure 5.3. 

Smal I quantities of sol ids may affect the gas residence time 

distribution in the riser considerably. The long tai ls and curve 

abnormalities present in the low sol ids circulation rates are 

attributable ta the increased sol ids concentration at the exit. A 
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simple two zone model is adequate to model the behaviour of the gas 

in the lean phase of risers operating at normal circulation rates. 

5.1.3 Overall Riser Gas RTD 

The lean region of the riser may be adequately model led using two 

zones, a lean core and a dense annulus. Does this assumption hold 

for the dense phase at the sol ids entrance? A cursory glance at the 

RTD distribution, presented in Figure 5.4 for U
9

=8.0 m/s and at two 

sol id circulation rates, Gs =116 kg/m2 s and 60 kg/m2
, suggests that it 

does. The recorded signal at the first detector (0.86m) is very 

narrow and tal I with a noticeable tai 1. The tai l·does net decay 

uniformly as in the di lute phase study; secondary flow patterns are 

evident. 

Stagnant regions with mass transfer to the flowing stream gener­

al ly have smooth tracer response curves, whi le recycle flow response 

curves can have bumps and humps and other things. The RTD at the 

first detector is relatively smooth. ln Figure 5.4, a si ight hump at 

the second detector is apparent at a circulation rate of 116 kg/m2 s. 

The the hump is more prominent at 60 kg/m2 s indicating larger extents 

of internai recirculation. The reason for the large difference has 

net been attributed ta the random nature of the flow behaviour, 

although it is tempting ta suppose this, but ta the position of the 

detector. The detector is located in the horizontal section between 
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the riser and cyclone at the lower circulation rate. Evidently the 

effect of the exit geometry is not insignificant. 

The injection time is critical ta the RTD analysis over short 

distances. At superficial gas velocities of 8 m/s and distances of 1 

m errors of ±0.01 s correspond ta an uncertainty in the gas velocity 

of ± 0.8 m/s. Fortunately, the calculated height of the first peak 

is equal ly sensitive ta the assumed pulse length sa that an accurate 

injection time may be evaluated. The measured maximum normal ized 

concentration shown in Figure 5.4 is 0.327. Solving Equations (5.5) 

and (5.6) assuming an impulse of 0.046 s gives a maximum value of 

only 0.29. A maximum value of 0.33 is calculated assuming an injec-

tian pulse of 0.040 s. The measured injection time was 0.066 s. 

Consequently, the delay time is 0.026 s necessitating a translation 

of the experimental results ta the left by this amount. Assuming a 

simple bolus injection results in a calculated velocity of 7.4 m/s, 

less than the superficial velocity. The actual gas velocity, based 

on the corrected injection time, ranges from 13.4 ta 12.2 m/s and � 

from 0.6 to 0.64 At least 36% of the cross-section is taken up by 

the annular ring. 

Results from the simulation assuming a gas velocity of 12.2 m/s 

and k=0.09 are included in Figure 5.4. The fit between the exper­

imental and numerical results is quite good. This figure demon­

strates that a two-zone model adequately represents the phase behav-
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iour of the gas. However, it should be recognized that any two zone 

model, such as a cluster or cluster-annular model, cou Id be made to 

fit the data given the appropriate mass transfer coefficient. Equa­

tions (5.5) and (5.6) should not be interpreted literai ly suggesting 

that the dense region is restricted to the annulus. Moreover, the 

flow abnormal ities cou Id be attributed to tracer that diffuses into a 

cluster, for example, with which it is transported to the top of the 

riser. 

The response to the impulse of tracer recorded by the second 

detector is more rounded than the first and may be ascribed to 

dispersion. Best fit parameters to the curve are k=0.05 m/s and 

p=0.86. lt is interesting to note that the mass transfer coeffi­

cient, k, arid the core volume fraction, p, over the 3.9 m length are 

between the parameters used to fit the data in the dense region and 

di lute region. 

The principal difference between the results at the lower sol ids 

circulation rate and at Gs =116 kg/m2 s is the location of the second 

detector. The injection time was not recorded. Therefore, any 

attempt to estimate the sol ids hold-up would be mere speculation. 

However, the mass transfer coefficient is less sensitive to the 

sol ids velocity and a reasonable fit to the data was obtained with 

k=0.09 m/s. The response curve of the second detector clearly 

demonstrates the effects of dispersion. The tal I curve gives the 
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model prediction assuming a core annular model for k=0.05 m/s. The 

lower curve corresponds to a combined dispersion-annular-core model, 

= -2k (Cc - C8) +
rc 

2 

Da C 

az2 

(5.12) 

( 5. 13) 

The model fits the data wel I with an assumed dispersion coefficient 

of O. 1 m2 /s. 

Bader et al. (1988) report data taken in a 0.305 m diameter riser 

with equi I ibrium cracking catalyst (dp=76 µm) at a gas velocity of

6.1 m/s and a sol ids flux of 98 kg/m2 s. They indicate that p ranges 

from a value of 0.74 to 0.92. However, they contend that 75% of the 

gas passes through 80% of the cross sectional area (i.e., p=0.64). 

The fol lowing expressions are proposed to cor relate the variation 

of the cross-flow coefficient and p along the length of the riser at 

a gas flow rate of 8 m/s and are used for simulation purposes in 

Chapter 6: 

k = 0.1 e-0.41z

P = 0.95 + (0.55 - 0.95)e-o.74
z

( 5. 14) 

(5.15) 

These expressions are adequate as a first approximation for larger 

scale equipment. Lower values of 'k' indicate greater gas bypassing 
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and should be used for conservative estimates. The work of Brereton 

·et al. (1988) suggest values of 'k' in the range of 0.08 m/s for a

riser 152 mm in diameter and 9.1 m high. The effect of varying the

value of the cross-flow coefficient on butane conversion is discussed

in Chapter 6. Large values of 'k' correspond ta excellent uniform

radial concentrations. ln the lean zone, the lower cross-flow

coefficients would indicate poor radial mixing.

The core/annular model characterizes the gas flow behaviour wel 1. 

Further work is required at different gas velocities, sol ids circula­

tion rates, particle diameters and reactor diameters ta general ize 

Equations (5.14) and (5.15). Gas RTD studies are very useful as 

analytical tools, but great attention must be devoted ta the exper­

imental method in order ta minimize systematic errors. 

5.2 SOLIDS RTD 

The sol ids residence time distribution analysis is somewhat more 

involved than the gas RTD. Not only are the sol ids heterogeneously 

distributed axial ly and radial ly, but the hydrodynamics depend on 

particle characteristics such as density, diameter and sphericity. 

Furthermore, the solids injection technique is more difficult ta 

characterize because neither is the input function a bolus nor does 

the time at which the analyzer starts counting correspond ta the time 

at which the tracer enters the reactor. Ta quantify these factors, 
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pseudo-single particle experiments were performed and the results 

compared with established physical principles. ln particular, the 

contribution to the variance of the injecter is estimated as wel I as 

the injection time and the effect of particle acceleration. 

5.2.1 Pseudo-single particle hydrodynamics 

Research concerning fluid resistance to fal I ing bodies dates back 

to Sir Isaac Newton (1717). Newton's experiments involved timing the 

descent of hollow glass spheres and hog bladders from the dome -0f St. 

Paul 's Cathedra! (London) at a height of 80 m. Since that t ime, a 

number of researchers have considered the effect of different materi­

als and heights under various conditions. The most extensive study 

is that of Lunnon (1926) who presents data for the terminal velocity 

and acceleration affect of steel, wood, rubber and stone spheres. 

These experiments were conducted over distances up to 568 m in coal 

mine shafts. Despite the long lengths, Lunnon notes that the heavi-

est steel balls continue to accelerate after 320 m. More recent I y, 

Rose and Duckwor th (1969) 

conveying. Their resu I ts 

accelerate sand particles 

diameter is on the order of 

deta i 1 particle 

indicate that 

(dp=0.275 mm)

19 m. 

acceleration in pneumat i c 

the length requ i red to 

in a riser 0.0828 m in 

The analysis of single particle motion is less compl icated than 

that of suspensions; three principal forces that act on the particle 
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are: (1) the force of gravity, F
9

; (2) the buoyant force, Fb; and (3) 

the drag force, Fd. The acceleration of a particle in a moving 

stream is derived from a force balance, 

m dV
5 l 

= 
dt 

(5.16) 

where, V
5

L is the relative velocity between the fluid and particle. 

The drag force is, 

(5.17) 

and for particles in the intermediate range (McCabe and Smith, 1976), 

(5.18) 

Buoyancy is negl igible in gas-sand systems. Substituting in the 

force of gravi ty, the drag force and dz/V
5 L for dt in Equation

( 5. 16) g i ves , 

• 6 • 4 
= g - 13.9 µ p V

5 l 

Pd 1.6
p p 

(5.19) 

Equation (5.19) is easi ly solved using the numer ical technique 

outl ined in Section 3.3. The variation of the particle velocity with 

distance for three diameters at a superficial gas velocity of 5.95 

m/s is i llustrated in Figure 5.5. The distance required to reach a 

steady state velocity increases for larger diameter particles and at 

higher riser gas velocities. A distance of 0.88 m is sufficient to 
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accelerate sol ids 0.108 mm in diameter to 99% of the terminal veloc­

ity at riser velocities of 6 m/s, whereas, distances over 2.7 m are 

required for particles 0.513 mm in diameter. The fol lowing expres­

sion is proposed to correlate the particle velocity: 

(5.20) 

where 'b' is approximately equal to 0.6 and 'a' ranges from a value 

of -6 at low gas velocities and smal I particle diameters to -1.5. 

Predictions from the correlation are compared with the simulation in 

Figure 5.5 for dp=0.277 mm. A value of 0.6 was taken for 'a' and

-2. 7 for 'b'.

Equation (5.20) applies to discrete particles in an infinite 

continuum. The actual experimental method consists of injecting a 10 

g sample into a stream of air. To model the experimental behaviour, 

the dispersion equation (Levenspiel and Smith, 1957) is modified to 

read, 

ac + iHVpC) = 
at az 

2 

□a C

az2 

where, VP is the particle velocity given by Equation (5.20).

(5.21) 

The injection pulse input function is not as easi ly expressed 

mathematical ly as for the gas injector input function. High injec­

tion pressures propel the radioactive sample into the riser in a 

reasonably tight packet as a bolus. However, the accompanying influx 
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of air perturbs the system significantly. Therefore low injection 

pressures are preferred. Unfortunately, the sand does not enter as a 

concentrated packet. ln tact, the sol ids exit the injector as a 

continuous stream. Figure 5.6 illustrates the variation of the 

injector pressure drop with time. The short square curve demon-

strates the pressure drop in the absence of sand. The pressure drop 

increases to a maximum value and remains constant for approximately 

0.2 s before final ly decreasing. The response of the detector with 

sand is slightly different. The curve is notably narrower and 

tal Ier. Furthermore, there is no plateau. Evidently, the sand issues 

from the injector only after a minimal valve opening, reaches a 

maximum when the bal I is in I ine wi th the valve housing be fore 

final ly decreasing. This i sosce I es t r i angu I a r input function, 

described by Sternberg (1966) as unreal istic for chromatographie 

purposes, has first and second moments given by Equations (5.22) and

(5.23): 

µ : T /2 

o-2 : r2 /24

(5.22) 

(5.23) 

where, r represents the base width, i.e. the t ime when the sand fi rst 

starts to exit to when it stops moving. The experimental variance, 

calculated from Equation (3.30), equals 0.00337 s2 which is close to

a value of 0.00296 s2 , the variance calculated from Equation (5.23). 

The base width depends on the reaction time of the operator of the 

sol ids injector. The base width, r, may vary from 0.28 s up to 0.5 
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s. To reduce the error in the uncertainty of r, tests were conducted

in which the valve was left open. Unfortunately, the input function 

changes, and it is no longer a simple isosceles triangular function. 

Sol ids continually issue from the injector producing a long tai 1 

which compl icates the analysis tremendously. 

To complete the injector analysis, it remains to determine time 

zero, t
0

• The counting mechanism of the analyzer begins when the 

sol ids pass in front of the photo-diode, 120 mm upstream of the 

column. The dead time is the time it takes for the radioactive sand 

ta travel the 120 mm. lt is not easi ly measured but can be estimated 

by shooting sand into the atmosphere from a known height and measur­

ing the horizontal distance traveled which is related to the tip 

velocity. The tip velocity depends on the injection pressure and 

varies with the riser gas velocity. At a riser velocity of 8 m/s the 

injection pressure is 30 Pa whereas it is only 14 Pa at a riser 

velocity of 4 m/s. For a riser velocity of 8 m/s, the dead time is 

less than 0.05 s and it is less than 0.1 s for a velocity of 4 m/s. 

ln Figure 5.7, the response to an impulse of sol ids is demon­

strated for a riser gas velocity of 6 m/s of two detectors positioned 

at 0.86 m and 3.89 m for three particle diameters. Unfortunately, 

due to excessive overlap in which bath detectors see radioactive sand 

simultaneously, the experimental procedure entai led detecting at one 

height at a time. SI ight variations in the riser gas velocity makes 
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direct comparison between the RTD of the two detectors difficult. 

Results from the model (Equation 5.21) are given as the smooth 

curves. The dead time and first moment of the input function were 

lumped together. A summary of the values used together with the 

dispersion coefficient is presented in Table 5.6. To minimize numeri­

cal dispersion 400 grid blocks and 1000 time steps were used for al 1 

calculations. 

Table 5.6: Empty Column Sol ids Dispersion in a Turbulent Air 
Stream 

d vg 
L vs

T Pe 

( ,J:.) (m/ s) (m) (m/s) (s) 

108 6.20 0.86 4.91 0.3 3 

108 6.07 3.89 5.27 0.3 59 

108 5.2 3.89 4.45 0.4 173 

275 6.36 0.86 3.35 0.36 14 

275 6.07 3.89 3.86 0.40 150 

513 6.03 0.86 1. 55 0.30 13 

513 6.06 3.89 2.01 0.30 39 

108 7.0 3.89 6. 1 0.35 237 

277 7.8 3.89 5.3 0.3 137 

513 7.8 3.89 3.4 0.35 88 
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The experimental results demonstrate that an isosceles triangle with 

a base width between 0.3-0.4 s is a reasonable assumption for the 

input pulse function. However, a constant dispersion coefficient is 

net a good assumption. Moreover, the dispersion contribution of the 

injection pulse is of the same order of magnitude as the dispersion 

coefficient rendering a precise analysis difficult. The Pe number is 

greater at higher gas velocities and increases at increasing dis­

tances from the injection point. The sol ids dispersion is attribut­

able to fluid turbulence as wel I as the particle size distribution of 

the injected sample of sand. The following size ranges were used: 

120/170 mesh, 50/60 mesh and 30/40 mesh. Only the size of the 

injected radioactive sample was tested and not the effect of changing 

the size distribution of the entire sol ids inventory. At gas veloci­

ties much higher than the terminal velocity of the largest particle 

an arithmetic mean diameter is a good approximation for the sample. 

The maximum and minimum terminal velocity of the 50/60 mesh sand is 

1.7 and 2.1 m/s with an average of 1.9 m/s. The poor fit to the 

experimental data of sand 0.513 mm in diameter, plotted in Figure 

5.7, is a result of the large spread between the maximum and minimum 

particle terminal velocities which are 3.1 and 4.6 m/s respectively. 

On average, the smal lest particles reach the second detector, posi­

tioned 3.89 m above the injector, 1.5 s before the largest. The 

difference in transit time to reach the first detector, at a height 

of 0.86 m is only 0.4 s. The long tai I shown in Figure 5.7 is a 

consequence of the large spread in particle diameter of the sand 
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sample. 

Many factors must be considered before attempting to analyze the 

sol ids phase RTD in CFB ri sers. The effect of sol ids acceleration is 

most significant for particles whose terminal velocity is near the 

riser gas velocity. The contribution to the first and second moments 

of the input pulse increases the closer the detector is to the 

injection point. Final ly, a narrow size distribution of particles is 

necessary to minimize additional dispersion affects introduced by 

differences in particle terminal velocities. 

5.2.2 Di lute Phase Transport 

The CFB riser is characterized by two hydrodynamic regimes: a 

dense reg ion at the sol ids entry and a di lute reg ion above. The lean 

region is often compared to the freeboard region of fluidized beds. 

Most investigations of this zone employ intrusive probes which may 

disturb the flow suspension. Non-intrusive optical methods have been 

success tu 11 y used to measure parti c I e ve I oc i t i es in sma 11 tubes 

(Matsumoto et al., 1986). However, these methods are most effective 

for large d
p
/D ratios and would be difficult to apply to CFB risers 

in which clustering and downflow along the wal I occur. 

Acceleration effects are readily calculated from a simple force 

balance for single particles in a flowing fluid. Velocity profiles 
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are not as easi ly determined for di lute suspensions. Ve loci ty 

gradients around the particle vary because of the proximity of 

adjacent particles which affects the drag force. The analysis is 

further compl icated by the formation of clusters and a dense annular 

reg ion at the wal 1. 

Ambler et al. (1990) and Kojima et al. (1989) have examined the 

fast fluidization regime using tracer particles. ln the former 

study, radioactive particles were used, whereas in the latter tracer 

particles were tagged with a fluorescent dye. The data col lected by 

Ambler (1988) is difficult to analyze because the radioactive signal 

seldom returned to the base I ine. Kojima et al. (1989) studied FCC 

particles at low gas velocities (less than 2 m/s). However, the 

bimodal peaks reported are simi lar to those obtained in this study. 

RTD curves for particles 108 µm in diameter injected at the base 

of the riser operating at a gas velocity of 4.3 m/s and a sol ids mass 

flux of 28 kg/m2 s are shown in Figure 5.8. The most curious 

characteristic of the experimental data is the bimodal distribution 

of the curve with 108 µm particles; two peaks are clearly evident. 

These peaks could be explained either by the presence of a dense 

annular ring of sol ids with mass transfer between the core and the 

annulus or by the flow pattern at the sol ids entry point. As i I lus­

trated in Figure 4.1, the flow pattern in the tee changes with sol ids 

circulation rate. At low mass fluxes, the sol ids are accelerated 
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immediately upon entering the tee. At fluxes above 12 kg/m2 s, some 

of the sol ids accelerate but another fraction initial ly descends 

before eventual ly accelerating upward. A third potential source of 

the two peaks is the exit geometry. Particles may get held up in the 

abrupt exit at the top of the riser. 

Madel I ing the particle RTD in the di lute phase transport regime 

assuming particles behave simi larly to those in straight pipe and 

ignoring the effect of secondary flow patterns would yield erroneous 

results as indicated in Figure 5.8. Two models were proposed to 

explain the sol ids flow pattern. The tal lest curve assumes discrete 

particles in an infini te continuum. The sol ids accelerate from 0 m/s 

to 3.67 m/s, the particle steady state velocity. C I ea r I y , the 

average bulk sol ids velocity is much less than U9 /e-Vt. The second 

model assu�es that the velocity is a function of the first moment and 

the dispersion coefficient may be calculated from the variance, 

vP = _L_ 
- Tin j /2

(5.24) 

D = 
( 0"2 

- Tin //24) VP
3/2L (5.25) 

where, rinj• the injection time equals 0.4 s. The average particle 

velocity is 1.9 m/s, approximately 50 % of the predicted velocity 

assuming the si ip velocity equals the particle terminal velocity. A 

reasonable fit to the data is obtained with Equation (5.21) and a 

fitted dispersion coefficient of 0.7 m2 /s. 



144 

The RTD of 275 µmm particles is included in Figure 5.8. The 

experimental velocity based on the first moment is only 1.01 m/s, 

which is almost half the velocity calculated for sol ids 0.108 mm in 

diameter. The fitted dispersion coefficient is 0.48 m2 /s which is 

somewhat less than the dispersion coefficient for the smal Ier par­

ticles. 

ln Table 5.7, results are presented for the dispersion of di lute 

suspensions. The range of sol ids circulation rates tested was 

nar row. Differences between the Peclet number for two sizes of 

particles at gas velocities between 4 and 6 m/s are smal 1. An 

average Peclet number of 12 could reasonably correlate the data. The 

average particle velocity is approximately half the predicted velo­

city assuming the si ip velocity equals the particle terminal velo­

city. The dispersion coefficient is much greater than that obtained 

for particles in an infini te continuum. For example, at 6 m/s the 

average dispersion coefficient at 0.8 m2 /s is obtained for particles 

in a di lute suspension. For the same conditions in an empty column 

the dispersion coefficient over a length of 3.9 m is only 0.1 m2 /s. 

The large extents of dispersion are a result of either secondary flow 

patterns, such as internai recirculation, or dead zones. Part of the 

sand is immediately accelerated upon entering the riser and another 

part descends before eventual ly accelerating vertical ly. Another 

contribution to the dispersion is the exit effect. These experiments 
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were conducted with the detector positioned in the horizontal section 

between the riser and the cyclone. 

Brereton (1988) suggests that there is a significant amount of 

internai recirculation at the top of the riser which would contribute 

the experimental dispersion. 

Table 5.7: Dispersion of gas-sol id di lute suspensions, L=4.72 m 

d u
g 

U
9

-V
t vs D Pe Gs 

(,:.) (mls) (m/s) (m/s) (m2 / s) (kg/m2 s)

108 4.32 3.67 1. 9 0.7 13 28 

275 4.23 2.33 0.99 0.34 14 25 

275 4.37 2.47 1.0 0.48 10 28 

275 6.32 4.42 2.0 0.91 10 36 

275 5.94 4.04 2. 1 0.67 14 31 

Low sol ids velocities imply internai recirculation and perhaps 

long acceleration distances. Therefore, models assuming si ip parti­

cle velocities equal to the particle terminal velocity are seriously 

in error, 

(5.26) 

A constant Pe number of 12 approximates the results reasonably wel 1. 
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However, the most significant parameter is not the dispersion but the 

sol ids velocity. 

5.2.3 Global Solids RTD 

The global sol ids RTD in the riser was measured by injecting 

tracer at the base and detecting the signal in the horizontal section 

between the cyclone and riser. Typical results are shown in Figures 

5.9 and 5.10. A number of operating conditions and particle diame­

ters were considered and are summarized in Table 5.8. The curves 

consist of large fluctuations resembl ing the riser pressure varia-

tion. Figure 5.9 compares the RTD of three particle diameters, 

dp
=0.513 mm, 0.275 mm and 0.108 mm, at simi lar operating conditions;

U
9

=4.2 m/s and G5 =45 kg/m2 s. The velocity of the smal lest particles

is greater than that of the largest particles. Moreover, the fluctu­

ations in the RTD curve are less violent. The average velocity for 

the smal I particles, based on the first moment, was 0.63 m/s compared 

to an average velocity of 0.22 m/s for particles 0.513 mm in diame­

ter. Considering the terminal velocity of the smal Ier particles is 

over 3 m/s than that of the larger particles the spread in mean 

velocity under operating conditions is not significant and indicates 

that elutriation (i.e. the preferential entrainment of smal Ier 

particles) is not large. The variation in Peclet number is smal I and 

ranges from 5.2 to 4.5 at a velocity of approximately 4.2 m/s. 
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Figure 5.10 demonstrates the effect of increasing the sol ids 

circulation rate at a constant superficial gas velocity of 6 m/s. 

Generally, the average solids velocity decreases with an increase in 

G
5 

as do the maximum peak heights. The Peclet number also decreases 

with an increase in mass flux. Typical ly, Pe=8 at a mass flux of 70 

Table 5.8: Global RTD, L=4.72 m 

u
g 

Gs dp vs D Pe 
(m7s (kg/m2 s) (mm) (m/s) (m2 / s) 

4. 1 42 108 0.63 0.57 5.2 

4.1 50 275 0.44 0.43 4.8 

4.3 45 275 0.41 0.39 5.0 

4.3 40 513 0.21 0.22 4.5 

6.0 70 275 1. 7 0.90 8.9 

6. 1 70 275 1. 5 0.92 7.7 

5.8 99 275 1.34 1. 12 5.6 

5.9 99 275 1.62 1. 65 4.6 

6.2 151 275 1.32 1.67 3.5 

6. 1 166 275 1.24 1. 23 4.8 

kg/m2 s and ranges between 3.5 to 4.8 at mass fluxes greater than 150 

Yerushalmi and Avidan (1985) review axial dispersion of fluid 
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cracking catalyst. At low gas velocities and circulation rates 

effective dispersion coefficients range between 0.02 and 0.05 m2 /s. 

The dispersion is shown to increase with gas velocity and circulation 

rate. Peclet numbers typical ly range between 5 and 20 and are also 

reported to increase with U
9 

and G
5

• For example, at a sol ids flux 

of 140 kg/m2 s and a superficial gas velocity of 5.5 m/s Pe=20, whi le 

Pe=7.5 at a gas velocity of 3.4 m/s and a mass flux of 75 kg/m2 s. The 

trends found in this study are in general agreement with that 

reported by Yerushalmi and Avidan (1985). Differences in the results 

may be attributable to the type of particle used and/or geometry of 

the riser considered. 

As indicated in the di lute phase study, the si ip velocity is 

greater than the particle terminal velocity. However, the figures 

demonstrate that some of the sol ids are entrained at high velocities. 

Break-through times are reasonably short and correspond to si ip 

velocities higher than particle te�minal velocities. The match 

between the experimental data and the dispersion model is general ly 

good but the model should not be considered physical ly representative 

of the flow phenomena. Recirculation at the base of the reactor and 

at the abrupt elbow at the exit contribute to the effective disper­

sion and mask the true identity of the sol ids phase behaviour. To 

better understand the nature of the flow patterns, it is preferable 

to measure the radioactive signal at a number of locations along the 

length of the reactor. 



151 

ln Figure 5.11, the variation of the residence time with sol ids 

circulation rate and gas velocity is shown. At superficial gas 

velocities of 4 m/s, small increases in the circulation rate increase 

the residence time significàntly. This result is val id for both 

large and smal I particle diameters. The effect of increasing the 

circulation rate is less significant at higher superficial gas 

velocities. 

5.2.4 Lean Phase AID 

The sol ids movement above the dense reg ion was studied under 

typical operating conditions. Tracer is introduced 1.56 m above the 

distributor and detected either at a height of 3.99 m or 0.96 m. The 

experiments were designed to quantify the core-annular model, as wel 1 

as the nature of the flow pattern and sol ids velocity in the lean 

zone. 

ln the hydrodynamic model proposed by Berruti and Kalogerakis 

(1989), a core-annular flow model is postulated. The dense annulus 

is assumed to descend along the wal I at a velocity close to the 

single particle terminal velocity. GI icksman (1988) reports that 

particles injected horizontal ly into a turbulent air stream fal 1 

along the wal I and within 0.15 to 0.20 m of the injection point reach 

a constant velocity between 1.2 and 2.0 m/s before eventual ly break­

ing up. Rhodes (1990) assumes that the downflow velocity along the 
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wal I of ri sers may be calculated by a force balance involving the 

gravitational term and wall frictional forces. Based on visual 

observations, Rhodes (1990) takes the annular wal I velocity to be 0.2 

m/s. 

The sol ids wal I velocity must certainly depend on the particle 

properties, mass flux and gas velocity. A simple experiment was 

performed to obtain an order of magnitude of the annular particle 

ve I oc i ty. ln Figure 5.12, the response to an impulse of radioactive 

tracer is i I lustrated when the detector is positioned 0.6 m under­

neath the injection point (located 1.56 m above the distributor). 

The radioactivity is first detected 1.5 s after being injected which 

corresponds to a velocity between 0.4 and 0.5 m/s. Tracer injected 

at a simi lar mass flux and a gas velocity of 8 m/s was not detected 

indicating the drop distance is shorter at higher velocities, con­

firming GI icksman's results. 

Figure 5.13 shows results conducted with 275 µm diameter tracer 

particles at a gas velocity of 8 m/s and three sol ids fluxes. Two 

peaks are evident in each of the three curves in which the first peak 

is much tal Ier than the second. The second peak is a mere soupcon at 

a circulation rate of 86 kg/m2 s and increases in magnitude at higher 

rates. The experimental mean velocity, calculated based on the first 

moment, decreases with an increasing mass flux. At a flux of 160 

kg/m2 s, V
P
=3.2 m/s compared with V

P
=5.5 m/s at a flux of 86 kg/m2 s. 
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However, this large variation in mean velocity does not apply to the 

breakthrough velocity, the time the first tracer particles reach the 

detector, which is 0.15 s ±0.01s, assuming a constant 0.30 s injec­

tion time. Moreover, there is I ittle variation in the time at which 

the normal ized concentration reaches a maximum; 0.38 s at Gs =86 

kg/m2 s, 0.24 s at Gs =139 kg/m2 s and 0.49 s at Gs =180 kg/m2 s. The 

corresponding velocities are 6.4 m/s, 10 m/s and 4.8 m/s, respec­

tively, significantly higher than experimental mean velocities. The 

character of the first peak is simi lar at each of the gas velocities 

tested, only the magnitude changes. The maximum normal ized concen-

t rat ion i s 0. 068 a t the lowest ci rcu I a t ion rate whereas, 

C/C0 ,max =0.039 at Gs = 140 kg/m2 s and C/C0 ,max =0.032 at Gs = 180 kg/m2 s.

ln addition, the tai I increases with increasing mass flux. 

Best fit dispersion coefficients assuming that a one-dimensional 

single phase axial dispersion model appl ies are presented in Table 

5.9. The dispersion coefficient, D, was obtained from the variance 

of the experimental curve. The match between the model and exper­

imental results was very poor. Predicted maxima were too low and 

the curves were too far to the right. A multi-zone mode! would be 

more appropriate to characterize the flow phenomena. 

The three principal multi-zone models include: (1) core-annular, 

a lean core region with a dense annulus which flows downward along 

the wal 1; ( 11) stagnant wal 1, a lean core wi th mass transfer to a 
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dense wal I region that neither flows up nor down; and (111) clusters, 

dense concentrations of particles that general ly flow in the upward 

direction. 

Table 5.9: Lean phase RTD, dp=0.275 mm

u
s 

Gs z v
P 

D Pe 
(m/s) (kg/m2 s) (m) (m/s) (m2 / s) 

5.9 197 -0.62 -0.25 - -

7.9 180 -0.62 - - -

8.3 86 2.42 5.5 0.3 44 

8.2 139 2.42 4.5 0.6 18 

8.3 180 2.42 3.2 1. 2 6.5 

The nature of the lean and dense zones may be deduced from a cur-

sory examination of the experimental results. Short break-through 

times and tal I narrow peaks indicate bypassing of tracer at high 

velocities. The long tai I and shorter second peak indicate some sort 

of delay such as local ized backmixing, a stagnant wal I reg ion, or 

clusters which rise more slowly due ta their large diameter. 

The model predictions, i I lustrated in Figure 5.13 and 5.14, are 

based on the fol lowing assumptions: 
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(i) SI ip velocities in the core are equal to the single particle

terminal velocity.

(i i) Annular ragions are equivalent. to those determined from the gas 

phase studies. 

(i i i) A fraction of the tracer enters the core zone directly and the 

rest descends along the wal I at a constant �elocity of 0.8 m/s 

(a compromise of the I iterature values discussed above). 

(iv) The distance the tracer fatls depends on the sol ids circulation

rate and is calculated by comparing the difference in time

between the two peaks.

(v) Sol id concentrations in the core and annular zones are not

considered in the computer simulation.

(vi) The cross flow coefficient is constant along the length as is

the dispersion coefficient and�-

A summary of the parameters used to fit the data is given in 

Table 5.10. The distance the particles fal 1, L, increases with an 

increase in the sol ids circulation rate, i.e. the residence time of 

the particles in the annular zone increases with an increase in the 

circulation rate. Smal I values of 'k' indicate low mass transfer 

rates between the core and annular zones. Considering that the core 

radius is larger (meaning the annular ring is smal Ier) at lower 

solids circulation rates the mass transfer rate must also be lower. 

The particles have less of a tendency to go to the annular region and 
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stay in the core. lt is interesting to note that the sol ids cross-

flow coefficients are lower than the gas counter parts. The exper-

imental run with 513 µm tracer particles (Figure 5.14) exhibit peaks 

at 2 s and 3.5 s. These additional peaks may not be explained by a 

Table 5.10: Fitted Parameters of Sol ids RTD in the Lean Region of 
the Riser, Ug=8m/s 

Gs d � Lfall k D 
(kg/m2s) (Ji) (m) (m/s) (m2 /s) 

89 275 0.94 0.2 0.002 0.1 

140 275 0.85 0.56 0.01 0.3 

160 275 0.85 0.75 0.012 0.35 

115 513 0.9 0.65 0.004 0.3 

simple mass transfer mechanism between a core and annulus. Clusters 

may be more appropriate to explain this behaviour. Multiple peaks 

were also observed at gas velocities of 6 m/s and 4 m/s. 

ln the Appendix, the affects of each of the parameters on the 

predicted RTD curve are studied more quantitatively. The experimen­

tal data, shown in Figure 5.13 (U
9

=8.2 m/s and G
5

=140 kg/m2 s), was 

chosen for i I lustration purposes. Three values of the six parameters 

were varied independently and the resulting RTD predictions are 

compared against the experimental data. lt is interesting to note 

that the affect of the dispersion coefficient and cross-flow coeffi-
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cient are simi lar; low values exaggerate the height of the second 

peak and large values merge the two peaks into one. lt is difficult, 

if not impossible, to differentiate between the axial dispersion and 

mass transfer between the two phases based on the studies conducted 

to the present. Future studies should concentrate on introducing 

particles in the core and annulus ragions separately to be able to 

further quantify the sol ids mass transport. 

5.2.5 Dense Region RTD 

The three graphs in Figure 5.15 compare the RTD in the dense 

region of the riser operating at a superficial gas velocity of 8 m/s 

and a sol ids circulation rate of 210 kg/m2 s. Peak maxima are 

significantly lower than for the lean zone studies. ln addition, the 

tai ls are much longer and multiple peaks observed at lower gas 

velocities in the lean zone are evident even for 108 µm particles. 

The first series of experiments involves injecting tracer 0.1 m above 

the distributor and detecting at 0.92 m. A second set of measure­

ments was made in which the tracer was detected at 3.99 m. 

Constant cross flow coefficients were inadequate to describe the 

long tai ls, so unequal values of k were used. Physical ly, this 

suggests that the transfer of sol ids from the annulus to the core is 

less than that in the lean region. Fitted cross-flow coefficients 

from the core to the annulus are greater than in the lean region. 
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Moreover, the assumed wal I velocity of 0.8 m/s was much too large and 

since the drop distance was constant (0.1 m) the annular velocity was 

varied to fit the data. SI ip velocities in the core equal to the 

particle terminal velocities were too low and were also fitted. 

Core velocities in the dense region seemed to be independent of the 

particle diameter. A velocity of 2.6 m/s fitted the results for 513 

µm particles equal ly as wel I as for 108 µm particles. The core 

fraction, �. was assumed constant at 0.66 and the dispersion coeffi­

cient was fixed at 0.5 m2 /s. High cross-flow coefficients were used 

to simulate the annular break-up on reaching the drop length in the 

lean zone simulations (k1
=1 m/s). A value of 0.01 m/s was used for 

k
1 

at the distributor. The multiple peaks recorded by the detector 

at 0.92 m must be the result of strong recirculation patterns in 

Table 5.11: Fitted Parameters of Sol ids RTD in the Dense Region 
of the Riser, U

9
=8m/s 

Gs d vp,a vp,c kc-a ka-c
(kg/m2 s) (�) (m/s) (m/s) (m/s) (m/s) 

210 108 0.1 2.6 0.02 0.004 

210 275 0.07 4.2 0.02 0.004 

210 513 0.1 2.6 0.02 0.004 

which concentrated particles such as clusters retain their identity 

through a number of cycles. The magnitude of the second peak is 

probably a function of the solids distribution at the time of injec-
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tion as wel I as the gas velocity. No definite trend is discernable 

concerning the different particle sizes tested. At the base of the 

reactor mixing is most probably independent of the particle size. 

The differences between the sol ids RTD for varying particle sizes 

are more evident with the detector positioned at 3.99 m as i I lus­

trated in Figure 5.16. The 513 µm particles are qui te dispersed in 

comparison to the 108 µm particles whose peak is sharper and wel 1 

defined. Particle velocities decrease with an increase in size at 

the same reactor -conditions. Multiple peaks are not evident. The 

tai I is much longer for the larger particle and the maximum peak 

height is shorter. Model predictions, i I lustrated in Figure 5.16, 

are based on parameters developed for the lean region and dense 

region resul ts (Tables 5.10 and 5.11). Annular velocities below 0.9 

m are assumed ta be 0.1 m/s; above 0.9 m a  value of 0.8 m/s is taken. 

Assumed values of� are taken from the results of the gas phase 

studies. At a sol ids circulation rate of 210 kg/m2 s �=0.8. Mass 

transfer between the two zones is I imited ta the rate in the dense 

zone. The same values were used throughout the length of the column 

as given in Table 5.11. A summary of the principle parameters used 

to fit the data is presented in Table 5.12. Average particle veloci­

ties are significantly greater than those obtained at the base of the 

riser but are lower than the gas velocity minus the particle terminal 

velocity. 

Reasonable approximations to the overal I sol ids RTD is obtained 
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Table 5.12: Fitted Parameters of Sol ids RTD, Zinj=0.1 m, Zdet=4 m 
Ug=Bm/s 

Gs d D V
P.

,C kc-a ka·c 
(kg/m2 s) (J:1) (m2 /s) (m/s) (m/s) (m/s) 

210 108 0.5 6.9 0.02 0.004 

210 275 0.5 6.9 0.02 0.004 

210 513 0.5 5.9 0.02 0.004 

with a simpl istic one-dimensional two zone dispersion model for the 

sol id. However, considerable evidence is presented indicating the 

presence of at least two zones and has been approximated by a lean 

core surrounded by a dense annular region at .the wal 1. The core 

radius increases vertically as does the annular sol ids velocity. The 

sol ids in the core behave as individual particles but refluxing from 

the core to annulus, particularly for large particles and at low gas 

superficial velocities, results in large secondary peaks on the 

tracer response curves. Particles in the core accelerate over short 

distances at the sol ids entry point. The core sol ids velocities 

appear to be independent of particle size. The dispersion coeffi­

cient decreases with decreasing sol ids flux. Cross-flow coefficients 

are lower than for gas exchange. However, it is difficult to differ­

entiate between the effects of dispersion and mass transfer between 

the core and annulus. ln the dense region the k values greater from 

core to the annulus results in improved fits. 
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5.2.6 Design Considerations 

The fol lowing parameters are proposed as a first approximation 

for design purposes at a riser superficial gas velocity of 8 m/s: (1) 

The gas is in plug flow with mass transfer between the core and 

annulus, k
9
=0.05 m/s. (Il) At high solids circulation 'Poverall=0.85. 

Average values of cp at the base of the column are around 0.66 and 0.9 

for the lean zone at the top. (111) Partiels residence times in the 

lean region and dense region of the annulus zone are approximately 

equal to 1 s. (On the RTD curves, this time is equivalent to the time 

between the two peaks). Particle velocities along the wal I are 0.8 

m/s in the lean zone and 0.1 m/s in the dense zone. ( 1 V) The s I i p 

veloci ty is equal to the part icle terminal veloci ty in the core 

region except in the dense region where the velocity is independent 

of diameter and equals 3 m/s (approximately U
9

/4<p). (V) The sol ids

mass transfer rate between the two zones is less than the gas mass 

transfer rate. Values depend on the height above the sol ids entry 

point and the particle diameter. For Gs> 150 kg/m2 s, ks c-a=0.02 and 
, 

ks,a-c=0.004 m/s in the dense region and ks,c-a=ks,a-c=0.012 m/s in

the lean region. (VI) An average solids dispersion coefficient of 

0.5 m2 /s is a reasonable approximation over the length of the riser. 

The total particle residence time is calculated based on the sum 

of the four pseudo ragions: (a) the core lean zone, (b) core 

dense zone, (c) annular lean zone and (d) annular dense zone. The 
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dense zone, (c) annular lean zone and (d) annular dense zone. The 

fol lowing example illustrates the calculation procedure. Consider a 

gas velocity of 6 m/s at a circulation rate of 150 kg/m2 s with a mean 

particle diameter of 277µm: 

ta = L = 3.8 = 0.8 s (5.27) 
(U9/cp-Vt) (6/0.9-1.9) 

tb = L = 1 = 0.5 s (5.28) 
(U9/cp)/4 (6/0.66)/4 

te = td = 1 s (5.29) 

Et = ta +tb+tc +td = 3.3 s (5.30) 

ln Figure 5.11 the average residence time of the particle is 

shown to be approximately 3.8 s, which agrees reasonably wel I with 

the rough approximation g i ven by the examp I e. 1 n Figure 4. 14, the 

variation of the longitudinal suspension density along the length of 

the reactor is compared for different gas velocities and sol ids 

circulation rates. For the same sol ids mass flux the sol ids hold-up 

is greater at lower gas velocities. Hence, a one second residence 

time in the annular regions may be too low. This result is confirmed 

in Figure 5.12 in which the annular RTD at a gas velocity of 6 m/s is 

i I lustrated. At the same sol ids circulation rates and a gas velocity 

of 8 m/s the radioactive particles are not detected. Hence, res i -

dence times in the annular ragions are greater at lower superficial 

gas velocities. 



6. PARTIAL OXIDATION OF BUTAtE TO MALEIC AN-MJRIDE

A computational study involving the partial oxidation of butane 

to maleic anhydride is developed to quantify parameters proposed to 

model the riser hydrodynamics. ln particular, the sensitivity to the 

assumed core radius, sol ids concentration in the lean and dense zones 

as wel I as the mass transfer coefficient between the two zones are 

examined. The catalytic oxidation of C
4 

hydrocarbons in CFBs has not 

been commercial ized, as of yet, and there is a lack of information 

concerning the effect of the various phases in the riser on reactor 

performance. 

Maleic anhydride (MA) is an industrial ly important chemical and 

its synthesis has undergone many dramatic changes in the last 15 

years. "First generation" MA production consisted of multi-tubular 

fixed bed reactors using benzene as a feedstock. With the develop­

ment of catalysts capable of partially oxidizing C
4 

hydrocarbons a 

switch from benzene to butane began. Currently most producers in 

North America use butane as a feedstock compared to 1980 when more 

than 85% of MA was produced using benzene (Chowdhury and Ushio, 

1987). A "second generation" process in which fixed bed reactors are 

being substituted by fluidized beds is underway. Advantages of 

higher throughput, better temperature control, and smal Ier oxygen 

requirement are cited as reasons for the change (Contractor and 

Sleight, 1987). 
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Currently, Du Pont is developing a third generation process for 

MA production based on circulating fluidized bed reactors (Contrac­

tor, 1988). A number of advan tages of th i s reactor have been ci ted, 

including: separate catalyst oxidation and reduction zones, high 

select ivi ty, low catalyst inventory and concentrated product streams 

(Contractor and Sleight, 1987). Lower 02 concentrations in the

oxidation zone are permissible because the catalyst is reactivated in 

the recirculation leg. ln fixed and fluid bed processes excess 0
2 

is 

a requisite to avoid over reduction and loss of activity. 

Presently, the petrochemical industry is dependent upon expansive 

unsaturated molecules to produce derivative products. Maleic anhy­

dride from butane is the only reaction in which a C-H bond of a 

saturated straight chain hydrocarbon is activated catalytical ly 

producing an unsaturated molecule. Further economic development of 

this process could render the production of other derivative chemi­

cals, such as 1,4 butanediol, 1-butyrolactone and tetrahydrofuran, 

viable. 

6.1 KltETICS 

A knowledge of many diverse fields of science are required to 

adequately model a catalytic reactor. Heterogeneous catalysis 

involves the synthesis of organic reactions promoted by inorganic 
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material for which mass and heat transfer must be transferred across 

phase boundaries. ln addition to the requirement of a fundamental 

understanding of reaction kinetics and thermodynamics, a familiarity 

with the hydrodynamics of two phase, gas-sol id flow is necessary. 

After having developed a model it is then necessary to solve the 

resulting equations, requiring a numerical technique for systems to 

compl icated to solve analytical ly. 

A complex reaction sequence has been proposed for the partial 

oxidation of butane to maleic anhydride for which the principal 

intermediate products include 1-butene, 1,3 butadiene, crotonaldehyde 

and furan. Methanol, acetone formaldehyde, formic acid, acetic acid 

and glycols are among the by-products (Ozkan and Schrader, 1985 a,b,c; 

Hodnett and Delmon, 1984). The uniqueness of this reaction is 

attributable to the vanadium phosphorous oxide catalyst. Although 

its chemistry is wel I defined and the affects of various preparation 

methods have been examined (Schneider et al., 1986; Schneider, 1985) 

the mechanism is not wel I understood. The problem I ies in 

the f_act that in-si tu dynamic studies of catalysts are not present ly 

avai lable. Most data col lected are measured on a post-mortem or 

pre-natal basis. Consequently valuable information concerning the 

active phases during reaction are not avai lable. 

Escardino et al. (1973) initial ly proposed three single pseudo­

first-order reactions to model the reaction, 
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( 6. 1) 

(6.2) 

(6.3) 

This reaction sequence was found to adequately represent the exper­

imental data for low butane partial pressures and a temperature range 

between 400-480•C. Wohlfahrt and Hofmann (1980) extended the range 

of oxygen and butane concentrations, but their results were I imited 

to higher temperatures (450-500°C). Schneider (1985) compared the 

Mars van-Karmen reaction mechanism to the Eley Ridel for a tempera­

ture range of 370-500°C. The Eley-Ridel mechanism was found to fit 

the data obtained from an optimized catalyst developed in their 

laboratory. A significant drawback of the reaction sequence proposed 

by these authors is that they did not al low for the successive 

combustion of maleic anhydride to C02 and CO. They did show,

however, that the use of a factorial design of experiments is a very 

effective tool in optimizing the selectivity and conversion capabi I i­

ties of catalysts. 

ln this study, the kinetic model proposed by Centi et al. (1985) 

is used. The vanadium-phosphorous catalyst developed was found to be 

very active and select ive to maleic anhydride at temperature in the 

300°C range. Two pathways for the oxidation of n-butane were pro-

posed. The first pathway, selective in maleic anhydride, was found 

to fol low the Langmuir-Hinshelwood model, depending on the hydrocar-
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bon concentration: 

= (6.4} 

1 + Kee 

The second pathway, selective in carbon dioxide, was found to 

be independent of butane concentration, 

= (6.5} 

The rate of maleic anhydride decomposition was formulated as 

follows: 

(6.6} 

6.2 MATlEMATICAL MOOEL 

To simulate the partial oxidation of butane in a CFB riser 

requires no less than ten equations, one equation for each of the 

zones. The mass balance equations for the lean core and dense 

annular region read as follows: 

CORE: 

(6.7} 
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ANIIJLUS: 

Pp(1•fa)(1-cp)Er; - 2krc/(R2 -r/) (C;,c·C;,a) = 0 (6.8) 

The boundary conditions are given by Equations (5.8-9). 

The system of equations are expressed in finite difference form 

and solved numerical ly using a Newton Raphson iteration scheme. The 

computer program is included as Appendix A. lt was written in a 

general manner so that any number of coupled partial differential 

equations (one dimension) may be solved with a minimum of change. 

The geometry of the experimental unit is considered for al 1 

calculations. A superficial gas velocity of 8 m/s and a circulation 

rate of 174 kg/m2 s is assumed. The total catalyst inventory, at these 

conditions, is approximately 1.85 kg and corresponds to an average 

void fraction of 0.974. Conversions at the conditions, as predicted 

by the model given by Centi et al. (1985), are typical ly less than 

0.5 % at a temperature of 300 °C. The catalyst developed by these 

researchers is select ive to MA but not very active. 

approximately 50 times less than that of Schneider 

lts activity is 

(1986). This 

exercise is directed at quantifying the effect of the hydrodynamic 

parameters of the riser. Therefore, for simulation purposes, a 

reaction temperature of 500 °C is assumed thus increasing the rate 

constants. ln Table 6.1 the kinetic parameters given by Centi et al. 

(1985) are summarized together with the simulation values. 



Table 6.1: Kinetic Parameters for the Oxidation of Butane and 
Maleic Anhydride 

Temp. k1 
(oc) ( 10· 7) 

1 -a a 
mol l 

gs 

300 3.357 

320 4.621 

340 6.230 

500 336 

k2 
(10-1) 

1-/3/3 
mol l 

gs 

2.001 

4.364 

9.040 

200 

k3 
( 1 o· 7 ) 
6-7 1-6+7

mol l 
gs 

0.440 

0.606 

0.966 

44 

K
8 

= 2616 l/mol, a =  {3 = 0.23, 7 = 0.63, 6 = 1.15 
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To quantify the sensitivity of the model parameters, five cases 

for the sol ids distribution are considered: 

(1) catalyst evenly distributed longitudinal ly and radial ly

(t:=0.974),

(11) single phase exponential ly decaying sol ids distribution

(t:=t:(z), Equation 4.25),

(111) two zone model (Brereton et al., 1990; ip=0.86, t:c=0.99,

t:
8

=0.88, k=0.05 m/s),

( IV) two zone model (Berrut i and Kalogerakis, 1989; k=0.05 m/s,

ip=ip(z)' fc=fc (z)' fa =fmf' vp, a =U
g 

/ip(Z)fa -V
t
)'

(V) two zone model (t:
8

=t:
8 
(z), t:c=t:c (z), ip=ip(z), Equation 5.14
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k=k(z), Equation 5.15, Vp,a =0).

6.3 Slfil.lLATION RESULTS 

The predicted butane conversion along the length of the reactor 

for each of the models is compared in Figure 6.1. The single phase 

plug flow model (1) with catalyst evenly distributed radially and 

longitudinal ly gives the highest butane conversion. The exponen­

tial ly decaying sol ids distribution, model 11, predicts lower conver­

sion since the gas velocity near the base of the riser is higher. 

Hence, the gas is in contact with the bulk of the catalyst for a 

shorter period of time. The two zone model (Ill) of Brereton et al. 

(1988) is comparable to model (1) in that longitudinal variations in 

sol ids hold-up are ignored. Total butane conversion is lower in the 

two zone model (111) as a result of the resistance to mass transfer 

between the core and annulus. Evidently, k values in the range of 

0.05 m/s are reasonably high since the differences between the model 

predictions of (1) and (111) are smal 1. Conversions from models (IV) 

and (V) are lowest and may be attributable to the low suspension 

density in the top portion of the riser. The selectivity was not 

sensitive to the assumed sol ids distribution. 

ln Figure 6.2, the variation of the calculated conversion is 

compared for different values of the cross flow coefficient using 

model ( 111). Higher values of k increase the mass transfer rate, 
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hence conversion. The gas RTD studies indicate that the mass trans­

fer rate decreases longitudinal ly. Typical values range from 0.09 

m/s at the base of the riser to 0.03 m/s in the lean phase. The 

total conversion is sensitive to the assumed values and further work 

is necessary to establ ish the effect of different particles on the 

transfer rate as wel I as the diameter of the riser. Brereton (1987) 

presents results on the variation of the suspension density for 

smooth exits. The total sol ids hold-up was shown to be much less 

than for abrupt exits. Presumably, the smooth exits would result in 

lower mass transfer rates between the two zones. Total conversion 

would also be lower for the smooth exit because the sol ids inventary 

is less compared to the abrupt exit. 

The effect of� on total butane conversion is i I lustrated in 

Figure 6.3. Higher values of� correspond to higher gas velocities 

in the core which impl ies a shorter gas residence time. The assumed 

value of � is not as critical to conversion as is the cross flow 

coefficient. 

A brief study was undertaken to determine the effect of diameter 

on conversion. The experimental results given by Brereton (1987) 

were used. The experimental system consisted of a 152 mm diameter 

riser 9.3 m high. At a gas velocity of 7.1 m/s and a sol ids circula­

tion rate of 60 kg/m2 s the average riser void fraction is 0.94. 

Assuming k=0.08 m/s and �=0.825 the conversion of butane was 100%. 
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Reducing the column height to 5 m and decreasing k to 0.03 m/s sti 11 

resulted in 100% conversion. Clearly, the most important parameter 

is the total sol ids hold-up. Higher sol ids concentrations result in 

higher conversions. Comparisons between different diameter units 

should be made on a constant void fraction basis. Be that as it may, 

if the void fraction is less for larger diameter columns presumably 

the total conversion wi 11 be greater. 

The selective oxidation of butane to maleic anhydride in a CFB 

riser was studied numerical ly to examine the effect of the hydrody­

namic parameters determined from radioactive tracer studies. Pre­

dicted conversions are shown to be sensitive to both the cross flow 

coefficient between the annular zone and core as wel I as to �- The 

kinetic model used was developed based on fixed bed studies and are 

not directly applicable to CFB ri sers. The lattice oxygen plays an 

important role in the synthesis of maleic anhydride. High butane 

inlet concentrations are permissible since much of the oxygen is car­

ried by the catalyst. Hence future simulations should consider the 

redox mechanism of the surface oxygen to model and eventual ly optim­

ize the riser. 



7. CONCLUSIONS AN) RECCMEN)AT IONS

ln this study of circulating fluidized bed systems, a number of 

important issues concerning the nature of gas sol id transport are 

addressed. Di lute vertical phase transport, horizontal pneumatic 

conveying, packed bed flow and slug flow are al I common to CFB 

systems. A cor relation is developed relating the sol ids circulation 

rate to the measured pressure drop and gas velocity in the horizontal 

section between the riser and cyclone. The flow pattern, designated 

as a "degenerate suspension", is characterized by elongated clusters 

that deflect of the top and sides of the pipe wal I and si ide along 

the bottom. 

ln the standpipe, packed bed flow predominates. The gas is 

general ly dragged down the standpipe with the sol ids. However, at 

low gas velocities ( >4 m/s) and high suspension densities in the 

entrance region of the riser, standpipe gas flows counter-current to 

the sol ids. The sol ids circulation rate is à unique function of the 

aeration air whereas the standpipe pressure drop depends on both the 

sol ids flux and the riser conditions. The Ergun equation correlates 

the pressure drop data and flow rates wel 1. The void fraction is 

approximately equal to e
mt 

and the bulk velocity is greater than the 

velocity seen along the tube wal 1. Errors of up to 100% result 

assuming that 
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( 7. 1) 

The L-valve pressure drop varies I ittle at high circulation 

rates. No a t tempt was made to mode I th i s reg ion. However, i t i s 

bel ieved that the pressure drop depends on the fraction of gas moving 

through emulsion phase compared to the slug phase. Significant gas 

override occurs at al I gas velocities. 

The sol ids and gas behaviour in the riser is characterized by a 

two zone model: a lean core surrounded by a dense annulus. The 

magnitude of the cross-flow coefficients, k
g
, decreases vertical ly as 

does the ratio of the core radius to riser radius. Typical ly k
g

varies from 0.03 m/s in the lean zone of the riser to 0,09 m/s in the 

dense region at the base. An average vàlue of 0.05 m/s correlates 

the combined effect of the dense and lean ragions wel 1. Results from 

the numerical simulation of butane to maleic anhydride indicate that 

the total conversion is sensitive to the assumed cross-flow coeffi­

cient. 

The solids behaviour is more compl icated than the gas phase. The 

si ip velocity in the core of the lean region is equal to the single 

part icle terminal veloci ty. ln the dense zone, the si ip veloci ty is 

greater than the terminal velocity of the particles. Average resi -

dence times in the annulus of the dense region are equal to the 

residence time in the lean zone and equal one second at a circulation 
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rate of 150 kg/m2 s and a gas velocity of 8 m/s. The residence times 

in the annulus increase with a decrease in gas velocity at the same 

circulation rate. Cross-flow coefficients of the sol ids are less 

than for the gas. Equal values of the cross-flow coefficient simu­

late the RTD in the lean zone. ln the dense zone k
5 

c-;, > k
5 

a-;,• 
. . 

A computational study is detai led concerning the select ive 

oxidation of butane to maleic anhydride. Predictions of a number of 

different hydrodynamic models are compared. The core-annular model 

with an exponential ly decaying cross-flow coefficient and core radius 

predicts the lowest total butane conversion. Mass transfer rates 

between the core and annulus in the lean regoion are low as is the 

butane conversion. 

A simi lar experimental design is required to quantify the effect 

of particle characteristics on the hydrodynamics of the riser and 

standpipe. ln particular, Geldart Group C powders such as FCC should 

be examined. The experimental study should start by evaluating the 

sol ids circulation rate. Bath radioactive gas and sol ids tracer are 

required to determine the standpipe velocities and to evaluate the 

amount of axial dispersion. Subsequently, radioactive tracers are 

required to study the hydrodynamics of the riser in bath the lean 

region and dense region. To initiate such a program, however, 

requires a secondary cyclone and perhaps a bag fi lter. The knock-out 

drum near the exhaust could used as a housing for the fi lter. 
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ln addition to varying the particle characteristics, a detai led 

study is required to examine the entrance and exJt affects. Particle 

RTD with a round exit geometry could elucidate the backmixing intro­

duced by an abrupt right angle. Different standpipe geometries and 

their effect on the acce�eration zone of the riser should also be 

examined. 

The effect of height may be studied without modification of the 

system because a manifold was instal led in the exhaust I ine. However, 

a short standpipe wi 11 not develop the head necessary to study high 

circulation ·rates. Therefore, it might be advantageous to add 

another two meters to the system. · This might be accompl ished by 

adding a metre at the base of the riser and another metre at the top. 

The original intention of the unit was to study the partial 

oxidation of butane to produce maleic anhydride. Due to the 

unavai labi I ity of the catalyst a simpler reaction could be considered, 

such as the degradation of maleic anhydride by si I ica. This exper-

iment would help fine tune the analytical equipment and might provide 

greater insight as to the gas phase transfer between the core and 

annular zones. Moreover, this reaction would be much less hazardous 

than butane oxidation. 
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APPENllX A 

Computer I isting for the simulation of the select ive 

oxidation of butane to maleic anhydride 



/SYS REG=l024 
/FILE FT03F001 N;..NE(H300:!1AN.F21) NEW(REPL) 
/FT.LE FT04F001 NJ.Y.E(H300:l-LlULF22) NEH(REPL) 
/FILE FTOBFOOl N.11 • .ME (H300: l-Lll...'L F23) NEW (REPL) 
/ Pl-_P.11 NOXUFLOW 
/LO;..o VSFORT 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

IM?LICIT R2.ll.L*8 (A-H,0-Z) 
DIMENSION RESO(l0,200) ,X0(2000) ,DC(lO) ,DUMMY{lO) 
DIMENSION X(2000) 
C010\0N/BK1/ A(20000) 
C0!0fON/BK2/ VOL,VOL1(200) ,.ll.X,AX1(200) ,DH.,DIA1(200) ,PI,DZ 
COMMON/BK3/ EK(200) ,VOID1(200) ,VOID2{200) ,PHI(200) 
COHMON/BK4/ TEM?,PT,RC,UZ(200) ,DISP,RHOP,DT,INZ,I?,ITN 
COM:MON/3K5/ C(l0,200) ,CO(l0,200) ,CE(lO) 
COHMON/BK6/ A."-<l, AK2, AK3, CKl, CK2, Al, A2, A3, A4 
COMMON/RHS/ 0(2000) 
COt•r•!ON/EQUAT/ N,M 

?HYSICAL CONSTANTS 

IP=lO 
INZ=20 
DIST=3.89 
D!l-.=0.0828 
VG=l.O 
PT=l.0 
�E:!?=5ï3. 0 
Q=O.C2153ê 
GS=lOO.O 
F��0?=2630000. 
EK0=0.0001 
DIS?=O.O 
TIME=lOO. 0 
ITN=l 
DT=TIME/DFLOAT(ITN) 

UNIVERS.ll.L CONSTA.NTS 

G=9. 8 0665-
RC=0.082056 
.�!..=l. 0 
?I=4. O*DTl-.N (-"'-li.) 

:KINETICS 

.ll-�l=O. 0000003 3 6 
AK2=0.0000002 
l-33 =O. 00000004 4
CK1=2616.0 
l-.1=0. 230 
;\2=0. 2.3 0 
A3=0.635 
A4=1. 15 

INLET CONDITIONS 

CE(l)=0.006192 
CE(2)=0.001 
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C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

CE(3)=0,081764 
DO 30 I=4,10 
CE(I)=0.001 

JO CONTINUE 
CE(6)=CE(l) 
CE(7)=CE(2) 
CE(8)=CE(3) 

MISCELLANEOUS CONSTA.�TS 

IMAX=lO 
M=2*I?-l 
N=IP*INZ 
IGB=N*(2*M+l)-M*M-M 
EP=0.000000000001 
IFRST=O 

EPS0=0.68 
EPSE=l. 

GRID BLOCK VOLUMES 

DZ=DIST/DFLOAT(INZ) 
VOL=PI*DIA*DIA*DZ/4.0 
AX=PI*DIA*DIA/4.0 
COEFF=0.9 
DO 31 I=l,INZ 
VOL1(I)=VOL*COEFF**2 
PHI(I)�VOLl(I)/VOL 
DIAl(I)=DIA*COEFF 
AXl(I)=AX*COEFF**2 
VOIDl(I)=0.59 
VOID2 (I) =O. 99 
BK(I)=BKO 
UZ(I)=VG/(AXl(I)*VOIDl(I)) 

31 CONTINUE 

WRITE(3,200) 
WRITE(4,200) 
W"RITE(B,_200) 

DO 33 J=l,INZ 
DO 32 I=l,IP 
C(I,J)=CE(I) 
DC(I)=0.00001 

32 CONTINUE 
C(3,J)=0.08 

33 CONTINUE 

TIME DO LOOP 

DO 34 IT=l,ITN 

DO 36 J=l,INZ 
DO 35 I=l, IP 
CO(I,J)=C(I,J) 

35 CONTINUE 
36 CONTINUE 

WRITE(6,*)ICOUNT,C(l,INZ) 
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C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

SETTING-U? ITERATION SCHEME 

ICOUNT=O 

401 IJ=O 
DO 41 I=l,INZ 

DO 40 J=l,IP 
IJ=IJ+l 
DUMMY(J)=RES(J,I,IT) 
RESO(J, I) =DUill!Y (J) 
D(IJ)=-DUMMY(J) 

40 CONTINUE 
41 CONTINUE 

50 

DO 50 II=l,IGB 
A(II)=O.O 
CONTINUE 

EVALUATION OF THE PARTIAL DIFFERENTIALS 

IBB=O 
DO 45 I=l,INZ 

DO 44 ICl=l,IP 
IBB=IBB+IP-ICl 
IF(I.LE.2)I3B=IB3-IP+IC1 

DO 43 JJ=l,3 
J=JJ-1 
IF ( ( I. EQ. 1) .. 1-..:.'l"D. ( J. EQ. 0) ) GO TO 4 3 
IF((I.:C:Q.INZ) .A .. 1·-rn. (J.EQ.2))GO TO t,02 
IA=I-'-J-1 

DO 42 IC2=1,IP 
IBB=IBB+l 
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C(IC2,IA)=C(IC2,IA)+DC(IC2) 
A(IBB)=(RES(IC1,I,IT)-RESO(IC1,I))/DC(IC2) 
C(IC2,IA)=C(IC2,IA)-DC(IC2) 

42 
43 

402 

44 
45 

CONTINUE 
CONTINUE 

IBB=IBB+ICl-1 
IF(I.GE. (INZ-1)) IBB=IBB-ICl+l 
CONTINUE 

CONTINUE 

MATRIX CALCULATION & U?DATE OF PRI�iARY V.�IABLES 

CALL GB�.ND(X,EP,IERR,IFRST) 

DO 46 ICl=l,IP 
C(ICl,l)=C(ICl,l)+X(ICl) 
A..�=C(ICl, 1) 
IF( (M.LT.O.) .OR. (.�_.\.GT.1.0) )C(ICl,l)=CE(ICl) 

46 CONTINUE 

IK=I? 
DO 48 IJ=2,INZ 

DO 47 ICl=l,IP 
IK=IK+l 
C(ICl,IJ)=C(ICl,IJ)+X(IK) 
AA=C(Ièl,IJ) 
IF((AA.LT.O.) .OR. (AA.GT.l.O))C(ICl,IJ)=C(ICl,IJ-1) 

47 CONTINUE 



C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

CO�!MO�i/BK4/ TE1-l?,PT,RC,UZ(200),DISP,RHOP,DT,INZ,IP,ITN 
COMMON/BK5/ C(l0,200},CO(l0,200) ,CE(lO) 
COM?-!ON/ BK6/ A..'<l, A.K2, AK3, CKl, CK2, Al, A2, AJ, A4 
RHOG=PT/(RC*TEMP) 
IF(IV.GT.5)GO TO 600 
CA=C(l,I} 
CB=C(2,I) 
CC=C(J,I) 
DUMT=PHI(I)*VOIDl(I)*(C(IV,I)-CO(IV,I))/DT 
IF(ITN.EQ.l)DUMT=O.O 
DtSM6=4.0*BK(I)*(C(IV,I)-C(IV+5,I))/DIAl(I) 
DUMlA=UZ(I)*C(IV,I) 
IF(I.NE.l)GO TO 500 
DUMlB=UZ(l)*CE(IV) 
DlTM2=2. * (DUMlA-Dl.,"MlB) /DZ 
GO TO 501 

500 DUMlB=UZ(I-l}*C(IV,I-1) 
DUM2=(DUM1A-DUM1B)/DZ 

501 IF(IV.EQ.2)GO TO 502 
IF(IV.EQ.J)GO TO 503 
IF(IV.EQ.4)GO TO 504 
IF(IV.EQ.5)GO TO 505 

LE.AN CORE REGION CALCULATIONS 

BUTANE RESIDUAL 

DL"MJ=.��l*CKl*CA*CC**Al/(1.+CKl*CA) 
DUM4=A.K2*CC**A2 
CUM7=DurD+DUM4 
RES=DUMT+DUM2+RHO?* ( 1. -VOIDl ( I i) *?HI ( I) *DUM7+DUMé 
RETURN 

�.ALEIC ANHYDRIDE RESIDUAL 

502 DUMJ=;._,l*CKl*CA*CC**Al/(1.0+CKl*CA) 
Du"M5=AK3*CB*CC**A3/CA**A4 
Du"M7=DUM3-Du"M5 

RES=Dt.."MT+DUM2-RHO?* ( 1-VOIDl ( I) ) *PHI ( I) *DUM7+DUM6 

RETURN 

02 RESIDUAL 

50 3 DUM3=P.-�l *CKl *CA*CC* *Al/ ( 1. O+CKl *CA) 
Dù"M4=P.-X2 *CC* *A2 
DUM5=;...KJ*CB*CC**A3/CA**A4 

Du"M7=3. 5*Du"M3+6. 5*DUM4+3. O*DUM5 
RES=Du"MT+Du"M2+RHOP* ( 1. -VOIDl ( I) ) *PHI ( I) *DUM7 +DUMé 
RETURN 

C H20 RESIDUAL 
C 

C 

504 DUMJ=P...Kl*CKl*CA*CC**Al/(1.0+CKl*CA) 
Du"M4=1'..K2 *CC**A2 
OUMS=AKJ*CB*CC**A3/CA**A4 
DUM7=4.0*DUM3+5.0*DUM4+DUM5 
RES=DUMT+DUM2-RHOP*(l.-VOIDl(I))*PHI(I)*DUM7+Du"M6 
RETURN 
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C 

C 

C 

C 

C 

C 

C 

C 

48 CONTINUE 

ICOUNT=ICOUNT+l 
IF(ICOUNT.GT.IMAX)GO TO 1000 

IK=O 
DO 53 IJ=l,INZ 

DO 49 ICl=l,I? 
IK=IK+l 
ZP=DABS(X(IK)/C(ICl,IJ)) 
IF ( ZP. GE. 0. 0001) WRITE ( 6, *) IJ, ICl-, X ( IK) 
IF(Dl-.BS(X(IK)/C(ICl,IJ)).GE.O.OOOl)GO TO 401 

49 CONTINUE 
53 CONTINUE 
3 4 cœ;TINUE 

OUTPUT DATA 

WRITE(3,201) 
w""?.ITE (4,204) 
WRITE(8,201) 
DO 52 I=l,INZ 
CONV=(l.0-C(l,I)/CE(l))*lOO. 
SEL=4.*C(2,I)/C(S,I) 
YIELD=C(2,I)/CE(l) 
½7-ITE(3,203)I,C(l,I) ,C(2,I) ,C(3,I) 
w7-ITE(4,203)I,CONV,SEL,YIELD 

w7-ITE ( 8 , 2 0 3) I , C ( 6, I) , C ( 7 , I) , C ( 8 , I) 
52 CO�,TINUE 

END OF 1-tUN PROGR."0! 

GO TO 1001 
1000 ½7-ITE(3,202)I�.AX 

w7-ITE(3,201) 
IJ=l 
DO 60 I=l,INZ 
CONV=(l.0-C(l,I)/CE(l))*lOO. 
SEL=4.*C(2,I)/C(5,I) 
YIELD=C(2,I)/CE(l) 
½7-ITE(3,203)I,C(l,I) ,C(2,I) ,C(3,I) 
½7-ITE(4,Z03)I,CONV,SEL,YIELD 

w7-ITE ( 8, 2 0 3) I, C ( 6, I) , C (7, I) , C ( 8, I) 

WRITE(3,203)I,X(IJ),X(IJ+l) ,X(IJ+2) 
IJ=IJ+IP 

60 CONTINUE 
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2 00 FOR11AT ( lH , SX, 'SIMULATION OF THE PA .. qTI.:\L OXI..\DATION OF BUT.:1.NE') 
201 FOR.'-'.J>.T(lH ,//,14X,'BUTANE',6X,' M.:1 .. N ',7X,' 02 ') 
202 F0? .. '1AT(5X,'CONVERGENCE NOT NET AT ',I3,'TIME STEPS') 
203 FOR.'-'.AT(lH ,2X,I3,4X,Gl2.5,2X,Gl2.5,2X,Gl2.5) 
204 FOR.'-'..AT(lH , //, 14X, 'CONVERSION', 3X, 'SELECIVITY', 7X, 'YIELD') 
001 STOP 

END 

SUBROUTINES AND SUBFUNCTIO'.,S 

FlJNCTION RES (IV, I, IT) 
IMPLICIT REAL*8 (A-H,O-Z) 
CO�ON/BK2/ VOL,VOL1(200) ,AX,AX1(200) ,DIA,DIA1(200) ,PI,DZ 
CO�ON/BK3/ BK(200), VOIDl (200), VOID2 (200), PHI (200) 



C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

C 

CO2 RESIDUAL 

505 DUM4=AK2*CC**A2 
DUM5=AK3*CB*CC**A3/CA**A4 
DTJM7=4.0*DUM4+4.0*DTJM5 
RES=DlJMT+DUM2-RHOP* ( 1. -VOIDl ( I)) *PHI ( I) *DUM7+DUM6 
RETURN 

DENSE ANNULA.R REGION CALCUALTIONS 

600 CA=C(6,I) 
CB=C(7,I) 
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CC=C(3,I) 
DUM6=4.0*BK(I)*DIAl(I)*(C(IV-5,I)-C(IV,I))/(DIA**2-DIAl(I)**2) 
DUMT=(l.-PHI(I))*VOID2(I)*(C(IV,I)-CO(IV,I))/DT 
IF(ITN.EQ.l)DUMT=0.0 
IF(IV.EQ.7)GO TO 601 
IF(IV.EQ.8)GO TO 602 
IF(IV.EQ.9)GO TO 603 
IF(IV.EQ.l0)GO TO 604 

BUTANE RESIDUAL 

DUMJ=l-..Kl*CKl*CA*CC**Al/(1.0+CKl*CA) 
Du114=AK2 *CC* *A2 
Du117=DUMJ+DUM5 
RES=Dlr11T+RI-fOP* ( 1. -VOID2 ( I) ) * ( 1. -PHI ( I) ) *DUM7-DUM6 
RETUR,.'," 

MALEIC ANHYDRIDE RESIDUAL 

601 DUMJ=AKl*CKl*CA*CC**Al/(1.0+CKl*CA) 
Du115=�..KJ*CB*CC**A3/CA**A4 
Dlr117 =Du113-Du115 
RES=DUMT-R..qOP*(l.-VOID2(I))*(l.-PHI(I))*DUM7-DL116 
RETURN 

C 02 RESIDUAL 
C 

C 

602 DUMJ=AKl�CKl*CA*CC**Al/(1.0+CKl*CA) 
DUM4=1--"<2 *CC**A2 
DUMS=AK3*CB*CC**A3/CA**A4 
DUM7=3.S*DUM3+6.S*Du114+3.0*DUMS 
RES=DUMT+RHOP*(l-VOID2(I))*(l.-PHI(I))*DUM7-DUM6 
RETURN 

C H2O RESIDUAL 
C 

C 

C 

C 

603 DUMJ=�..Kl*CKl*CA*CC**Al/(1.0+CKl*CA) 
Du114=AK2 *CC* *A2 
DUM5=Al<3*CB*CC**A3/CA**A4 
DUM7=4.0*DUM3+5.0*DUM4+Du115 
RES=DUMT-RHOP*(l.-VOID2(I))*(l.-PHI(I))*DUM7-Dll16 
RETURN 

CO2 RESIDUAL 

604 Du114=1-..K2*CC**A2 
DUMS=AK3*CB*CC**A3/CA**A4 



DU:17=4. O*DUH4+4. O*DU:!5 
RES=DUMT-RHOP* ( 1. -VOID2 ( I)) * ( 1. -Pi-!I ( I)) *DU}!7-DU}i6 
RETUR.N 
END 

GBA.'iD 

SUBROUTINE GB.ll..ND(X,EPS,IERR,IFRST) 
IMPLICIT REAL*S (A-H,0-Z) 
DIMENSION X(2000) 
COHMON/BKl/ A(20000) 
COMMON/EQUAT/ N,M 
COMXON/RHS/ 0(2000) 
IER.�=O 
J=l 
DO 10 I=l,N 
IE=M 
IF(I+M-N)21,21,22 

22 IE=N-I 
21 IEAUX=M 

IF(I-M)23,23,24 
23 IE.AUX=I 
24 IEl=IE+IEAUX 

MBIG=IE 
Jl=J+IEl 
J2=Jl 
IF(IFRST.GT.O)GO TO 27 
IF(DABS(A(J))-I?S)25,25,27 

25 IER.'P_=IERR+l 
27 IF(MBIG)l0,10,26 
26 DO 20 JO=l,M3IG 

S=A(Jl)/A(J) 
IF(IFRST.GT.O)GO TO 35 
DO 30 K=l,M3IG 
JlK=Jl+K 
JK=J+K 

30 A(JlK)=A(JlK)-A(JK)*S 
35 COtfTINUE 

LWX=JO+I 
D(IAUX)=O(IAUX)-D(I)*S 
IE=M 
IF(IAUX+M-N)31,31,32 

32 IE=N-IAUX 
31 IEAUX=M 

IF(IAUX-M)33,33,34 
3 3 IEAUX=L\UX 
34 IEl=IE+IEAUX 
20 .Jl=Jl -"-IEl 
10 J=J2+1 

J=J-:1-1 
NPl=N+l 
DO 4 0 IIN'v'=l, N 
I=NPl-IIN'v' 
IE=M 
IF(I+M-N)41,41,42 

42 IE=N-I 
41 M3IG=IE 

X(I)=D(I) 
IF(MBIG)44,44,43 

43 DO 50 K=l,MBIG 
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IK=I+K 
JK=J+K 

50 X(I}=X(I)-X(IK)*A(JK) 
44 X(I}=X(I}/A(J) 

IE=M 
IF(I+M-NP1)51,51,52 

52 IE=NPl-I 
51 IEAUX=M 

IF(I-l-M)53,53,54 
53 IEAUX=I-1 
54 IEl=IE+IEAUX 

J=J-IEl-1 
40 CONTINUE 

RETURN 
END 
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Parameter estimation analysis 
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A simple two zone core-annular model was used to characterize the 

hydrodynamics in the riser for bath the gas and sol ids phase. The 

parameters of the model were fit by inspection. Each of the parame­

ters was varied individual ly unti I a reasonable match to the exper-

imental data was obtained. The experimental results presented in 

Figure 5.13 (U
9

=8.2 m/s, G
5

=140 kg/m3 ) are used to demonstrate the

procedure employed to obtain the parameters. The fol lowing parame­

ters are considered: 

( 1 ) dispersion coefficient, D

(2) cross-flow coe f f i c i en t , k

(3) break-up coefficient, k1 '

( 4) <p, ( r c /R) 2

(5) initia 1 tracer fraction entering the core

(6) number of gr id blacks, N2

(7) number of t ime steps, Nt

The optimized parameters were: 

( 1 ) D = 0.3 m2 /s 

( 2) k = 0.01 m/s 

(3) k1 = 1 m/s 

( 4) <p
= 0.85 

( 5) initial tracer fraction in core - 0.2

(6) Nz = 400 

( 7) Nt = 1000 
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Dispersion coefficient, D 

ln Figure A.1, predictions for three different values of the 

dispersion coefficient are compared with the experimental results. A 

high dispersion coefficient (D=0.6 m2 /s) decreases the height of the 

predicted peaks, whereas too low a value exaggerates the peak heights. 

Il Cross-flow coefficient, k 

The trends reported when varying the dispersion coefficient are 

the similar to that observed for the cross-flow coefficient. As 

shown in Figure A.2, low values of k exaggerate the peak heights and 

high values tend to smear the two peaks into one. 

111 Break-up coefficient, k1 

The sol ids are injected perpendicular to the riser column. The 

annular velocity was assumed to be 0.8 m/s. Upon entering the column 

some of the sol ids are immediately accelerated in the core region. A 

larger fraction descends along the wal I and graduai ly moves to the 

core reg ion. The second smal Ier peak is interpreted as the mass of 

particles that descends a certain distance before eventual ly entering 

the core en masse. The coefficient, k1, accounts for the high

transfer rate between the core and annular region and is referred to 
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as a break-up coefficient. k
1
=0.01 corresponds to the value used 

over the entire column length. These low transfer rates between the 

zones results in a long tai 1, as i I lustrated in Figure A.4. 

of k1 greater than 1 m/s give essential ly the same result.

IV� 

Values 

The si ip velocity in the core is assumed equal to the particle 

terminal velocity. Hence, the larger the core radius the lower the 

gas and sol ids core velocity. ln Fire A.4, the predictions of 

three different values of� are compared. Large values of � result 

in large core radi i and low sol ids velocity. Hence, the peaks are 

shorter and spread out. The value of� used in al I particle RTD 

simulations were obtained from the gas phase studies. 

V Initial core fraction of tracer; 

The heights of the two predicted peaks in the RTD curve vary 

considerably with the assumed fraction of sol ids entering the core 

region upon injection, as shown in Figure A.5. The greater the 

fraction entering the core at injection the shorter the second peak 

wi 11 be. Few tracer particles enter the core region immediately when 

the tracer is injected at the base of the column (less than 4%). 

At low sol ids circulation rates as much as 40% of the sol ids entered 

the core upon injection. 
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VI Number of grid blacks, Nz 

in Figure A.6 the effect of reducing the number of grid blacks 

from 400 to 200 is demonstrated. The reduction exaggerates the 

height of the second peak, whereas the first peak is larger. The 

1 imitation in the number of grid blacks used was cost. More is 

better. 

VII Number of time steps, N
t

The effect of using 500 time· steps instead of 1000 is i I lustrated 

in Figure A.6. Fewer time steps exaggerates bath peak heights and 

gives a narrower peak. 
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