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Scheduling M2M traffic over LTE uplink of
a dense small cell network
Melchiorre Danilo Abrignani1*, Lorenza Giupponi2, Andrea Lodi3 and Roberto Verdone1

Abstract

We present an approach to schedule Long Term Evolution (LTE) uplink (UL) Machine-to-Machine (M2M) traffic in a

densely deployed heterogeneous network, over the street lights of a big boulevard for smart city applications. The

small cells operate with frequency reuse 1, and inter-cell interference (ICI) is a critical issue to manage. We consider a

3rd Generation Partnership Project (3GPP) compliant scenario, where single-carrier frequency-division multiple access

(SC-FDMA) is selected as the multiple access scheme, which requires that all resource blocks (RBs) allocated to a single

user have to be contiguous in the frequency within each time slot. This adjacency constraint limits the flexibility of the

frequency-domain packet scheduling (FDPS) and inter-cell interference coordination (ICIC), when trying to maximize

the scheduling objectives, and this makes the problem NP-hard. We aim to solve a multi-objective optimization

problem, to maximize the overall throughput, maximize the radio resource usage and minimize the ICI. This can be

modelled through a mixed-integer linear programming (MILP) and solved through a heuristic implementable in the

standards. We propose two models. The first one allocates resources based on the three optimization criteria, while

the second model is more compact and is demonstrated through numerical evaluation in CPLEX, to be equivalent in

the complexity, while it performs better and executes faster. We present simulation results in a 3GPP compliant

network simulator, implementing the overall protocol stack, which support the effectiveness of our algorithm, for

different M2M applications, with respect to the state-of-the-art approaches.

Keywords: M2M traffic scheduling, LTE uplink, Dense small cells network, Heterogeneous network, MILP

1 Introduction
Recent studies proposed by CISCO [1] predict that from

2014 to 2019, the traffic in mobile networks will grow by

a factor of 10. Machine-type communications (MTC) and

Machine-to-Machine (M2M) applications are announced

to be one of the factors generating this increment in

demand. MTC are defined as a form of data commu-

nications which do not need human interaction. Mobile

operators like Telnor, Vodafone and Telefonica, to name

a few, have created dedicated units or even companies

to focus on M2M business opportunities. Large informa-

tion technology (IT) vendors like IBM or HP also have

ambitious plans to connect and exploit information gen-

erated by trillions of sensors. The M2M application space

is vast and includes security, health monitoring, remote

management and control, intelligent transport systems,
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ambient assisted living, etc. Communication challenges in

the field are related with collecting and distributing the

data efficiently, often in real time and with desired qual-

ity of service (QoS) requirements, in terms of, e.g. latency.

The communication network plays an important part of

this ecosystem, and its ability to support M2M services

and traffic requirements will be crucial.

Cellular networks are expected to provide ubiquitous

coverage to these extremely heterogeneous kinds of ser-

vices and at low deployment costs. This is why significant

effort has been lately devoted in standardization, where

activities are on going in the 3rd Generation Partnership

Project (3GPP) [2], IEEE [3] and European Telecommuni-

cations Standards Institute (ETSI) [4].

The advent of MTC, together with the demand-

ing quality of experience (QoE) requirements of data

applications, will generate a need for capacity increase,

which can only be satisfied by a fundamental rethink

of the radio access network, where heterogeneous nodes

like remote radio heads (RRH), femto-, pico-, micro-,
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small cells (SCs) in general, and traditional macro-

cells coexist in the same area, with an extremely

high equipment density [5]. In these densified scenar-

ios for future 5G networks, neighbouring base stations

(BSs) most likely operate on the same channel due to

the scarcity of spectrum resources, which make radio

resource management (RRM) decisions tremendously

complex.

In this paper, we focus on an ultra-densely [6] deployed

network, where neighbouring base stations operate on

the same channel, providing service to a urban sce-

nario in a near-future smart city. We focus on a big

boulevard, equipped with an ultra-dense street light

small cell deployment, able to support both Human-

to-Human (H2H) and M2M traffic. This cost-efficient

and self-organized solution has been recently proposed

by multiple vendors [5] in order to increase dramat-

ically the density of nodes and to address the mor-

phologies from dense urban to suburban. M2M traffic

generated by most services/applications is bi-directional,

and the network must be designed to support great

amounts of uplink traffic. Furthermore, different appli-

cations have different requirements in terms of through-

put, maximum tolerable packet loss rate, maximum delay,

etc., which requires the implementation of intelligent

scheduling algorithms to meet the requirements of all

applications.

In this challenging ultra-dense scenario, where multiple

M2M applications require satisfaction of their heteroge-

neous QoS requirements, the Long Term Evolution (LTE)

scheduling functionality, located at the BS within the LTE

medium access control (MAC) layer, plays a crucial role.

It manages the limited radio resources at the access level,

in a way that optimizes system performance in terms

of a variety of criteria, such as throughput and fairness.

The bandwidth is organized onto groups of sub-carriers,

denoted as resource blocks (RBs), which are the minimum

scheduling resolution in the time-frequency domain. The

scheduling functionality performs the RB-to-user equip-

ment (UE) assignment in each transmission time interval

(TTI), handling shared radio resources amongst neigh-

bour BSs. Decisions are based on the scheduling policies,

taking into account network conditions, wireless channel

quality and the QoS experienced by users at the service

level, etc. Considerable work has been devoted in the lit-

erature to scheduling downlink (DL) traffic in densely

deployed heterogeneous networks, considering also inter-

cell interference coordination (ICIC) approaches [7]. The

study of the uplink (UL), which is expected to be much

more loaded in 5G scenarios, withM2M communications,

even if it has been approached in traditional macro-

cell scenarios [8], is much less explored in ultra-dense

networks where the component of interference plays a

disruptive role.

Scheduling LTE’s UL requires making considerations,

for example, in terms of UE limited power budget,

satisfaction of QoS requirements and enhancement of

throughput vs fairness trade-off. Differently from the DL,

where LTE adopts orthogonal frequency-divisionmultiple

access (OFDMA), the LTE’s UL uses a pre-coded version

of orthogonal frequency-division modulation (OFDM),

called single-carrier frequency-division multiple access

(SCFDMA). It helps in solving the undesirable high peak-

to-average power ratio (PAPR) of OFDM, which would

increase the cost of the UE terminal and drain the battery

faster. However, the advantage of low power requirements

is largely realized when resource contiguity is enforced in

the RB allocations made to a single UE in the UL. This

contiguous constraint is sufficient to make the UL LTE

problem NP-hard [9].

We provide in this paper a solution for the LTE uplink

scheduling problem, taking into account the interference

coordination issues and the constraint of adjacency of

RBs allocated to a single user. The problem of schedul-

ing resources can be naturally approached through linear

optimization tools. As a result, we model our schedul-

ing problem through mixed-integer linear programming

(MILP), and we first create a three-step model taking

into account the criteria such as the overall through-

put, the radio resource usage and the inter-cell interfer-

ence (ICI). Then, we propose a more compact model,

referred in the following as “unified”, which solves the

multi-criteria scheduling optimization in just one round.

Finally, we present a greedy algorithm that solves the

model and performs UL scheduling. We solve these prob-

lems through the IBM ILOG CPLEX optimization soft-

ware [10]. We present a comparative study between the

proposed models and the greedy algorithm, in order

to evaluate the difference between the heuristic and

the optimal solutions. We pay particular attention to

the feasibility of implementation in the standard and

to the time required to achieve a solution, consider-

ing that the scheduler has to be executed every TTI

(1 ms). Also, the heuristic approach is characterized by

low computational requirements, and so, it can be eas-

ily implemented in devices with reduced computational

capability.

The designed heuristic algorithm has been imple-

mented in a 3GPP compliant, high-fidelity, network

simulator, Network Simulator 3 (NS3) LTE-EPC Net-

work Simulator (LENA) [11], supporting the full proto-

col stack. Simulation results carried out in NS3 show

the promising performance of our scheme for different

M2M applications and with respect to the state-of-the-art

approaches.

The rest of the paper is organized as follows. Section 3

positions this work with respect to the related litera-

ture. Section 4 presents the system model. Section 5
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formulates the problem, the approach and the meaning-

ful models. Section 6 describes our reference scenario.

Section 7 shows the most important numerical results

obtained by evaluating the proposed model. Section 8

discusses meaningful simulation results obtained using a

network simulator. Finally, Section 9 summarizes themain

conclusions.

2 Proposedmethodology
As discussed in the previous section, the aim of this study

is to provide an approach to schedule Long Term Evolu-

tion LTE uplink (UL) Machine-to-Machine (M2M) traffic

in a densely deployed heterogeneous network. Small cells

are foreseen to be deployed over the street lights of a big

boulevard for smart city applications. We use a three-step

approach to solve the problem: first of all, we describe

theoretically and formalize mathematically the schedul-

ing problem; then, we use a MILP model and solver, in

combination with a simulation campaign, to validate the

mathematical model. Great emphasis is given to the prac-

tical feasibility of the proposed approach and of its execu-

tion times, which have to be compatible with LTE MAC

processing times. Finally, we define an algorithm which

follows the model, and we test it on the NS3 LTE model,

which is a popular 3GPP standard compliant network sim-

ulator, implementing the full protocol stack and offering

the opportunity to obtain end-to-end statistics. The pro-

posed scheduler is compared against the state-of-the-art

solutions like round-robin and maximum fairness alloca-

tions. Different smart city applications are considered for

performance evaluation, like the video surveillance and

the traffic monitoring. Statistics are analysed in terms of

throughput and end-to-end latency. Details on the system

design, simulation and scenario are given in the following

sections.

3 Review
In Table 1, we provide a comparison of recent pro-

posals for scheduling LTE UL, based on the following

criteria:

• Scenario: It indicates whether the proposed algorithm

has been applied in traditional LTE macrocell, single,

or multi-cell scenarios, or if it has been designed for

application in heterogeneous dense networks.
• ICI: It indicates whether ICI is realistically taken into

account. This is important, because ultra-dense

deployments can cause many RBs not to be available

for allocation.
• Model: It denotes if the solution is based on a model

and which one.
• Allocation metrics: It indicates the driving scheduling

criteria.
• QoS: It defines the QoS supported by the algorithm.

• Algorithm: It indicates if the solution is optimal or

heuristic.
• Contiguous RBs: It denotes whether the model

considers the constraint imposed by the

implementation of SC-FDMA over the adjacency of

RBs assigned to the same user. This is important,

because this condition assures consistency with

3GPP. Notice that some authors consider instead

OFDMA in the UL, and consequently, they do not

consider the condition on the adjacency of the RBs.
• Solving time estimation: It indicates that the

contribution evaluates the time to solve the problem,

providing an analysis of the same model. This is

important to establish the performances of the

algorithm and its practical implementability.
• Numerical evaluation: It indicates whether the

proposed model has been evaluated as a function of,

e.g. the number of variables and constraints, the

memory occupancy and the complexity.
• Performance evaluation: It indicates if the system

performances of the proposed algorithm have been

evaluated on a standard compliant network simulator

implementing the complete protocol stack.
• M2M support: It indicates if the proposed scheduling

model and algorithm takes into account the

peculiarity of M2M traffic.

In this section, we do not analyse the works related to

the scheduling of the DL, which are the great majority

in the literature, and we only focus on 3GPP compliant

solutions.

As it can be observed, the great majority of the works

investigate the traditional macrocell scenario, where only

single or multiple cells are considered. Only one work

refers to amacro-femto scenario, but heterogeneous ultra-

dense network deployments have not been considered

in the literature, for the specific problem tackled in this

paper. Currently, these ultra-dense scenarios, e.g. stadium

[12] or street light small cells, are of great interest for

industry and standardization bodies, and consequently,

innovative solutions have to be studied in these contexts.

The ICI issue has only been marginally considered in the

literature related with the UL schedulers. It has been stud-

ied only in the macrocell scenarios, where consequently

the interference problem is less critical than in ultra-dense

deployments. As for the model, the allocation metrics and

QoS parameters involved in the optimization procedures,

the literature offers many interesting readings. Many of

them consider SC-FDMA and provide algorithms fulfill-

ing the RB adjacency constraint imposed by this access

scheme, but others do not, either because they neglect

this issue or because they actually focus on OFDMA as

access scheme for the LTE UL. The condition of con-

tiguous RBs makes the problem NP-hard, so that only
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Table 1 Related work comparison

Reference Scenario ICI Model Allocation
metric

QoS metric Algorithm Contiguous RBs Solving time
estimation

3GPP compliant
sys. level
simulator

M2M
support

[28] M/Mu Y MIP Channel-
aware

Fairness H Y N N N

[29] M/S N N Channel-
aware

QoS class H Y N N N

[9] M/F Y Markov chain Max.
throughput

Fairness H Y N N N

[30] M/Mu Y N Multi-cell
channel-
aware

Fairness H N N N N

[31] M/S N N Channel-
aware

Many H Y N N N

[13] M/Mu N Search tree Fairness Max. profit O Y N N N

[32] M/Mu N MIP Channel-
aware

Maximization
profit

H Y N Y N

[33] M/S/Mu N Y Channel-
aware

QoS class H N N N N

[34] M/S N Game theory Max.
throughput

Max.
throughput

P N N N N

[35] S N N Max.
throughput

Max.
throughput

H Y N N N

[14] Mu N N Group-based Delay H NS N N Y

[36] S N N Channel-
aware

Delay H N N N Y

[16] S N N Semi-static Max.
throughput

H Y N Y Y

[17] S N N Aware
bit-rate

QoS class H NS N N Y

[20] S N N App specific
parameters

Quality of
video (QoV)

H NS N N Y

[15] S N N Channel-
aware
M2M/H2H

QoS H Y N Y Y

[18] S N MIP Channel-
aware
M2M/H2H

QoS H Y N N Y

[19] S N MIP Channel-
aware
M2M/H2H

QoS H Y N N Y

Mmacrocell, F femtocell, S single cell,Mumulti-cell, H heuristic, P polynomial, O optimal, NS not specified

heuristic solutions can be provided. Calabrese et al. [13]

provide a solution based on search tree model applied

to groups of RBs. This solution is optimal, but the algo-

rithm requires fulfilling constraints on the tree. Regarding

the M2M support, [14, 15] support MTC, and only a

part of them also supports H2H traffic, e.g. [16, 17] or

[18, 19], that in addition consider the energy efficiency

problem for M2M devices. The remaining contributions

are specific solutions for M2M scheduling, like [20],

which presents a radio resource assignment (RRA) and

method for video surveillance systems. Amongst these

works, only few of them have evaluated the perfor-

mance of the proposed approaches in a 3GPP-oriented

simulator. Finally, to the best of the authors’ knowl-

edge, the works presented in the literature only focus

on system performance analysis without first provid-

ing a numerical evaluation of the performance of the

proposed models. As a result, it is impossible to eval-

uate whether the solutions proposed in the literature

are, for example, characterized by a reasonable solution
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time, which makes them actually implementable in the

standard.

Taking into account the above observations, this paper

introduces the following novelties with respect to the state

of the art:

1. It proposes a scheduling solution for an ultra-dense

scenario.

2. It provides support to M2M traffic.

3. It proposes two MILP models for scheduling LTE UL

of an ultra-dense heterogeneous network,

characterized by high frequency reuse and high ICI.

4. The two proposed models aim at maximizing the

overall throughput, optimizing the radio resource

usage and minimizing the ICI.

5. The SC-FDMA is considered and its implementation

constraints.

6. The proposed models are analysed and solved, and

the performance is compared to a greedy solutions.

The solving time is evaluated, in order to deduce the

real feasibility of the proposed approach.

7. The greedy solution, i.e. the proposed heuristic

algorithm, has been implemented in NS3 and

evaluated against the state-of-the-art algorithms.

8. Two variations of the greedy algorithm are presented

and implemented in NS3. Those algorithms are

compared with maximum fairness (MF) and

round-robin (RR) algorithms.

4 Systemmodel
We consider a heterogeneous ultra-dense cellular network

composed of a set of M nodes, ranging from traditional

macro to SCs. The M=|M| cells provide coverage over a

highly capacity-demanding 5G network. All the cells oper-

ate in the same frequency band, which allows to increase

the spectral efficiency per area through spatial frequency

reuse. A SC-FDMA 3GPP LTE UL is considered, where

the system bandwidth B is divided into m RBs, with

B = m · BRB. A RB represents one basic time-frequency

unit that occupies the bandwidth BRB over a TTI, equal to

1 ms. The RB is the smallest resource that can be assigned

to a UE. Associated with each BS is n UEs, which at every

TTI have to be scheduled onto the set of available RBs.

We aim at designing themulti-user resource assignment

that distributes the m RBs amongst the n users, focusing

on a frequency-domain packet scheduling (FDPS) model.

We do not consider that MTC devices are enabled with

dynamic power control. MTC devices are designed to be

low-cost and low-complexity devices. Hence, it is reason-

able that some features are missing. However, to get a

more realistic scenario, in the simulations, different trans-

mit power levels have been set according to different

applications. For instance, devices that are transmitting a

video surveillance streaming are more likely to be above

the ground level; hence, those can be set with a lower

transmit power level with respect to the devices that are

more likely to be deployed under the ground level, such

as smart meters or traffic sensors. A generic user j gener-

ates a profit pj, and we aim at satisfying it by maximizing

the overall profit. We assume the coherence time of the

channel to be larger than a TTI, so that channel condi-

tions are constant over a TTI. We impose the condition

of contiguous RB allocation to the same user. The number

of assigned RBs per user is flexible and spans between 0

andm.

The scheduling is carried out taking into account the

information transmitted by the user in the UL over the

Signalling Radio Bearers (SRB): scheduling requests (SR),

to distinguish active users with data in buffers from idle

users; Buffer Status Reports (BSR), to inform the BS about

the amount of data needed to be transmitted; power head-

room reports (PHR), to inform the BS about the available

power at the user for the scheduling; sounding refer-

ence signal (SRS), used to provide information on the UL

channel quality; and channel quality indicator (CQI), to

measure the channel quality between UE and BS.

In addition to this, and in order to take into account

the high level of interference that exists in an ultra-dense

network with high frequency reuse, we propose:

• ICI phase: First, based on the measurements carried

out by the same BS and on those of the users, the BS

evaluates the blocks of contiguous available RBs,

according to the measured interference. Other

information exchanged over the X2 interface, such as

the high interference indicator (HII) or the overload

indicator (OI) [21, 22], can also be used to extract this

information.
• Scheduling phase: Based on the availability of

contiguous RBs, on the quality of the channel and on

the QoS requirements of the traffic to be scheduled,

RBs are properly allocated to the users.

5 MILPmodel for the scheduler
In this section, we describe our proposed approach to

schedule LTE UL traffic in an ultra-dense heterogeneous

network. We first carry out a three-step optimization

process, driven by multiple objectives: the maximization

of the overall throughput, the minimization of the radio

resource usage and the minimization of the ICI. Suc-

cessively, we generate a one-step model (the so called

“unified” model), which considers all the previous objec-

tives. These optimizations can be stated as MILP prob-

lems, as they contain integer and continuous variables,

linear constraints and a linear objective function. The

problem was already demonstrated to be NP-hard [9],

and although each MILP is not extremely hard in prac-

tice, solving many of them might not be compatible with
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real-time packet scheduling. Consequently, we propose in

the second part of this section a greedy algorithm, which

solves the optimization problem in computing times that

are compatible with the application at hand. This algo-

rithm has been designed paying special attention to the

feasibility of implementation in the LTE and Long Term

Evolution-Advanced (LTE-A) standard and to its solving

time, considering that it has to be executed every TTI. In

addition, the computational cost is low, which assures that

it can be implemented also in devices with reduced com-

putational capability. Instead, the MILP approach is used

as a reference to evaluate the effectiveness of the greedy

algorithm, see Section 7.1.

Before describing in details our MILP models and

approaches, in Section 5.1, we introduce a set of defini-

tions common to both the proposed MILP models.

In the algorithms’ pseudocode (Algorithms 1 and 2), we

use capital letters to reference matrix and arrays, e.g. F is

a matrix, and Fi is the array identified by the ith row of the

same matrix; scalar variables are identified by lower case

letters, e.g. fi,j represents the element identified by i and j

in matrix F .

5.1 Definitions

We introduce a binary variable xi,j to define the allocation

of RB i to user j, namely,

xi,j =

{

1 if RB i is the first assigned to UE j

0 otherwise
(1)

In addition, we construct the bi-dimensional matrix F

whose (constant) entry fi,j gives the minimum number of

contiguous RBs (h) needed by user j to satisfy its traffic,

under the hypothesis that RB i is assigned to user j as a

first RB, i.e. if xi,j = 1. Otherwise, for example, if it is not

possible to use RB i as a first RB for user j, then fi,j = − 1.

fi,j =

{

h : ♯of contiguous RBs assigned to UE j if xi,j = 1

−1 otherwise

(2)

The value of fi,j depends both on the channel condi-

tions and user demand. The procedure used to compute

fi,j is described in Algorithm 1. This algorithm requires

knowledge about (1) the number of contiguous RBs avail-

able starting from RB i, which is summarized by the

vector AvRB, and which depends on the ICI conditions,

and (2) the maximum modulation and coding scheme

(MCS) allowed in each RB, which is contained in vector

MCSRB. The ICI phase allows to derive the signal-to-

interference-plus-noise ratio (SINR) associated with each

RB, and assuming a target block error rate (BLER) of 10%,

the MCSRB can be easily calculated [11, 23]. The func-

tion g(mcs, h) is used to determine the capacity ci of the

contiguous RBs starting in i, i.e. transport block (TB) size.

This is defined by 3GPP through a lookup table [24, 25].

Finally, we define

b
j
i,k =

{

1 if UE j uses RB i and xk,j = 1

0 otherwise
(3)

by calculating b
j
i,k , we obtain for each user j a two-

dimensional matrix where the kth column has fk,j = h

values set to 1 and all the other values set to 0. In other

words, if xk,j is equal to 1, all the values in the range
[

b
j
k,k , b

j
k+h−1,i

]

must be set to 1. Notice that the entries fi,j

(2) and b
j
i,k (3) are constant, and they are calculated every

TTI before solving the model.

Algorithm 1 algorithm to create fi,j

{Initialization}

AVRB ← array of available RB

MCSRB ← array of maximum available MCS per RB

Define D ← array of the demand

Initialize fi,j = −1 ← for all fi,j
for j = 1 to n do

for i = 1 tom do

mcs = MCSRB[ i]

h = 1

while h ≤ AVRB[ i] do

mcs = min{mcs,MCSRB[ i + h − 1] }

ci = g(mcs, h)

if dj ≤ ci then

fi,j = h

BREAK

else

h ← h + 1

CONTINUE

end if

end while

end for

end for

5.2 MILP models

The three-step optimization process based on the first

MILP model is described as follows:

1. Throughput maximization: The first objective is set

by Eq. 4, where we aim at maximizing the overall

served traffic, i.e. the amount of bytes transmitted

during each TTI. The optimization is then

characterized by three scheduling constraints: (i)

exclusivity, a single RB cannot be used by more than

one user, i.e. each RB can be allocated at most to one

user j. This is captured in constraint (5) and in (7); (ii)

interference avoidance, a user j cannot be allocated
to an RB where an unacceptable level of interference
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has been detected. This is reflected in constraint (6);

and (iii) adjacency, all the RBs allocated to the user j
have to be contiguous. This is described by

constraint (7). The formulation of the first

optimization step is then given by:

max

n
∑

j=1

pj

m
∑

i=1

xi,j (4)

subject to:

m
∑

i

xi,j ≤ 1, j = 1, . . . , n (5)

fi,jxi,j ≥ 0; j = 1, . . . , n; i = 1, . . . ,m (6)

n
∑

j=1

m
∑

k=i

b
j
i,kxk,j ≤ 1, i = 1, . . . ,m (7)

2. Minimization of allocated RBs: Once the first

optimization has been carried out, and the served

throughput is maximized, we aim at minimizing the

number of allocated RBs, and consequently the radio

resource usage. This means that amongst all the

allocations, which maximize the profit, we select the

one that minimizes the number of allocated RBs.

This optimization is described in Eq. (8). The

optimization is characterized by four constraints,

three of them are the same as for the previous

optimization: (i) exclusivity, (ii) interference
avoidance, (iii) adjacency and (iv) satisfied profit, i.e.
the optimization has to satisfy at least the same profit

P, as achieved by the first optimization. This is

captured in constraint (9). The formulation of the

second optimization step is then given by:

min

n
∑

j=1

m
∑

i=1

fi,jxi,j (8)

subject to: (5)–(7) and

n
∑

j=1

pj

m
∑

i=1

xi,j ≥ P (9)

3. ICI minimization: Amongst the possible allocations

maximizing the throughput and minimizing the

number of assigned RBs, the third step aims at

finding the best possible configuration in terms of

ICI through the minimization of the utilization factor
ri,j defined as:

ri,j =
dj

∑i+fi,j−1

k=i ci

(10)

This is defined as the ratio between the demand of

user j, dj, and the corresponding TB size (i.e. ci). This

assures that the demand of the scheduled users is

transmitted through the best TB, in terms of MCS

and/or number of RBs, so as to achieve a reduced

power spectral density (PSD) per RB. The

optimization is characterized by five constraints, four

of them have been defined in the two previous steps:

(i) exclusivity, (ii) interference avoidance, (iii)
adjacency, (iv) satisfied profit and (v)minimum
number of RBs, i.e. the profit P has to be served

through the same amount of RBs R, as computed

through the second optimization process.

min

n
∑

j=1

m
∑

i=1

ri,jxi,j (11)

subject to: (5)–(7), (9) and

n
∑

j=1

m
∑

i=1

fi,jxi,j ≤ R (12)

Finally, we present a “unified” model that aims at solving

the same multi-criteria optimization problem addressed

by the three-step approach, but using only one optimiza-

tion step. It uses a set of positive integer coefficients to

weight the three components of the objective function.

The optimization can still be stated as a MILP problem.

max

n
∑

j=1

m
∑

i=1

(αpj − βfi,j − γ ri,j)xi,j (13)

subject to: (5)–(7)

This unified MILP model has some computational

advantages in terms of compactness with respect to the

three-step MILP approach. Computational experiments

show that it is not significantly more difficult than each of

the three MILPs in isolation; thus, it is clearly preferable

because only one solution step is needed. Nevertheless,

it is worth noting that the two methods are equivalent if

and only if parameters α, β and γ are carefully selected

so as to determine an order for the three objective func-

tions. The introduction of the above parameters offers a

novel flexibility to the model, which allows also to give

combined levels of priority to the different objectives.

Moreover, by normalizing the user profit pj and being

the maximum theoretical value fi,j equal to m, it is easy

to set α, β and γ in order to satisfy the desired prior-

ity between the objective function parameters. Note that

this is always true regardless the real meaning of pj since

it is a normalized value. It is worth mentioning that the

use of weight in multi-objective optimization problems

is widely accepted and commonly used in many fields of

knowledge, not only in engineering but also in medical

and genetic studies, economics and finance, and in gen-

eral for ranking and classification problems where each

term of the utility function has a different priority. In this

respect, the interested reader is referred to the interesting
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survey [26]. To select α, β and γ , we have run extensive

simulations that we could not reproduce due to the space

constraints and to the risk of being out of scope. Empir-

ically, we have found that the most satisfactory trade-off

is the one represented by the values selected selected

later in the results section (Section 7). All these aspects

are evaluated through the use of the IBM-CPLEX MILP

solver [10].

5.3 Proposed algorithm

As anticipated, solving MILPs might not be computa-

tionally feasible in the real-time scheduling application at

hand. As a result, we propose a greedy solution to solve

the optimization problem described in the first part of

this section. The pseudocode is reported in Algorithm 2.

The algorithm’s inputs are the same as those defined by

the model, i.e. the profit of user j, pj and the matrix F,

computed by using Algorithm 1. During each TTI, all the

active users, i.e. users that have data packets to transmit,

compete to be scheduled. Users are sorted by their profit.

They are scheduled starting from the user with the higher

profit. The proposed algorithm is composed by two nested

loop. The outer one selects the user with higher profit and

stops when either there are no more users to be scheduled

or there are no more RBs to assign. The inner loop, given

a user, i.e. cu, selects the smallest available set of RBs from

F that is able to satisfy the user demand. This loop stops

when the user is scheduled or no more RBs are available

for the user. Finally, the function isFeasible() verifies the

exclusivity constraint, i.e. whether a set of contiguous RBs

can be assigned to a user.

For sake of clarity, the MILP models and the proposed

algorithm remain valid regardless of the kind of traffic

considered, e.g. M2M, H2H or combination of both. In

fact, what the algorithm is maximizing is the profit func-

tion that could be designed to take into account the dif-

ferences in term of QoS requirements. We present some

results in this sense in Section 8.4.

6 Network setup
In this section, we first describe the high-level scenario

and reference system architecture. We then define the

simulation setup and meaningful M2M applications and

their simulation model.

6.1 Reference system architecture

We focus on a smart city scenario where M2M traffic

is served by a 3GPP LTE street light small cell network,

characterized by high density. The high-level scenario is

depicted in Fig. 1.

The architecture that we are going to consider includes

M2M devices connected directly or via M2M gateways

to the Evolved UMTS Terrestrial Radio Access Network

(E-UTRAN) architecture. The evolved Node Bs (eNBs)

Algorithm 2 Greedy algorithm

{Input:}

P ← array of the profit

F ← Matrix defined in Algorithm 1

{Variables:}

Define int rbavailables ← total available RBs

Define int rbassigned = 0 ← assigned RBs

UA = ∅ ← Set of User scheduled

sort(pj, descending)

while UA ≤ Max Active Users or rbassigned �= rbavailable
do

cu := User with the higher profit

while ∃ a set of RBs in F for User cu do

cc := smallest available set of RBs for user cu in F

if isFeasible(cu, cc) then

rbassigned+ = cc

UA = UA ∪ {cu}

BREAK

else

remove cc from F

end if

end while

end while

in the E-UTRAN are connected to the Evolved Packet

Core (EPC) that provides connectivity to the IP backbone.

The Evolved Packet System (EPS) including E-UTRAN

and EPC forms the M2M and the cellular access network.

Besides getting access to E-UTRAN through an eNB, the

machines can also get access through small cells, such as a

relay node (RN) or a Home evolved Node B (HeNB). The

aggregated M2M and H2H traffic collected by the small

cells can be routed to a LTE gateway then to an eNB and,

finally, to the EPC. In the rest of the paper, we refer to the

RNs or HeNBs generically as SCs.

6.2 Simulation scenario

We implement our algorithm in LENA, the NS3 LTEmod-

ule, which is characterized by a high fidelity implementa-

tion of the complete LTE protocol stack. The simulation

details are shown in Table 2. The street light SCs are

located in correspondence of lamp posts or similar street

furnitures. The street lights are located every 25 m, and

a small cell is located every three street lights, i.e. every

75 m, as represented in Fig. 2. The yellow and red cir-

cles represent the street lights without and with installed

SC, respectively. Each SC has to provide traffic and sched-

ule 60 UEs over an access segment based on 50 RBs,

which corresponds to a 10-MHz LTE UL implementa-

tion. Without loss of generality, we consider a 10-MHz

LTE implementation, which ensures 25 Mbps of theoret-

ical maximum throughput to a single UE at the physical
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Fig. 1 High-level scenario

layer, so, enough for the kind of traffic that we are focusing

on, and which allows multi-user scheduling per TTI.

6.3 Traffic models

In the scenario presented in Section 6.2, we foresee that

multiple services coexist and need to be scheduled by

different SCs in the same band. Because of that, in this

section, we present the different applications and traffic

models we focus on to take into account this aspect of a

real scenario.

Figure 3 shows the state diagram of the traffic model of

a M2M device, which is based on three states:

• OFF state: In this state, the devices are in a deep sleep

mode and only a very low power clock is running. The

devices move to the ON state when a timer expires.

Table 2 Simulation system parameters

Parameter Value

Cellular layout Circular cell

Inter-SC distance 75 m

SC radius 75 m

SC height 8 m

SC Ptx 10 dBm

Frequency 2.5 GHz

UL bandwidth 10 MHz

Simulation time 5 s

RBs assigned per SC 50

Users distribution Uniform in SC radius

No. of users 60

Max Tx power of users 10 dBm

User antenna gain 0 dBi

Channel model Friss channel model

Control plane Ideal channel

• ON/monitoring mode: The devices in this state

generate information on a time-driven fashion. In

practice, the device monitors some physical variable

and sends periodical information.
• ON/alarm mode: This model depends on the

application and type of sensor the device is equipped

with. In general, the device is triggered by a particular

event, when there is the need to send more frequent

information than in the monitoring mode. For

instance, a temperature sensor in a building provides

regular information, e.g. every 5–10 min, on the

temperature in the building. However, if the

temperature exceeds a certain threshold, this may be

associated to a fire alarm, so that the device enters

the alarm mode and sends information every 1–5 s.

Devices in ON state are supposed to be connected and

synchronized with the LTE network. As for the simulation

results, we focus on the devices in alarmmode, in order to

consider the most demanding conditions to evaluate the

scheduler.

For the purpose of the evaluation of the proposed algo-

rithm, we consider a traffic based on the mix of three

M2M applications:

1. Traffic monitoring: We consider a traffic monitoring

application, in alarm mode, where there may be the

need for exchange of several information to re-route

human/vehicular traffic. The application is modelled

by User Datagram Protocol (UDP) packets, with a

periodicity of 10 ms.

2. Video surveillance-LQ (low quality): We consider in

this case a continuous traffic, generated for example

by a LQ streaming application or by devices that act

as collectors of information from different sensors.

The application is modelled by UDP packets, with a

periodicity of 1 ms.

3. Video surveillance-HQ (high quality): We consider in

this case a continuous traffic, generated for example
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Fig. 2 Simulated scenario

by a HQ streaming application or by devices that act

as collectors of information from different sensors. In

both cases, there is the need to send a high amount of

data. This could be modelled by a full buffer traffic

generator.

7 MILP numerical results
In this section, we discuss the most important numer-

ical results obtained by evaluating the proposed MILP

models and the greedy algorithm. The approach that we

follow is first to evaluate the proposed models, by solving

the corresponding MILP problems through an optimiza-

tion software, the IBM ILOGCPLEXOptimization Studio

[10]. Then, we compare the results obtained through the

solution of the MILP problems, to those obtained by the

greedy algorithm, in order to evaluate the actual perfor-

mance of the heuristic approach in relation to the optimal

solution. We use Optimization Programming Language

(OPL) to create a script that writes themathematical mod-

els presented in Section 5.2 and test them on CPLEX.

The first aim of this step is to show computationally the

equivalence of the unified model (13), (5)–(7) with the

three-step approach. As mentioned, such an equivalence

depends on the selection of the values for the parameters

α,β and γ , which have been set to 100, 10 and 1, respec-

tively. Operatively, some preliminary tests have been run

in order to prove that the value chosen for α, β and γ

are appropriate. In other words, α should be large enough

to ensure that the first term of the objective function has

a higher priority than the others, i.e. no solution with a

smaller value of the first term in (13) can be optimal. In the

same way, β is chosen to be large enough to have a priority

over the third term of the objective function.

The results summarized in Table 3 are averaged over

6000 channel realizations, where n = 50 RBs and m = 60

users. This high number of users has been selected to con-

sider a 5G aligned scenario, where also M2M traffic is

allowed.

Table 3 compares the two MILP approaches (namely,

the unified model and the three MILPs of the three-step

approach) in terms of the (1) number of instances solved

by branching, (2) number of instances solved at the root

node, (3) average number of needed branches and (4)

average gap over the instances. The gap is defined as

the difference between the upper bound of the problem

(obtained through constraints relaxation) and the opti-

mal feasible solution. A small gap indicates a good model,

since the feasible solution is closer to the upper bound.

We observe that the models are of very good quality in

practice, i.e. for most of the instances, there is no need to

branch, and the optimal solution is found at the root node.

For a deeper analysis and as an example, we report the

results obtained for one specific instance in Table 4. Here,

the results indicate (i) the value of the objective functions

at the end of the execution, (ii) the number of branches,

(iii) the reduced number of columns characterizing the

Fig. 3M2M state diagram
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Table 3 CPLEX Analysis results

Models ≥1 branches Root solved Avg. no. of branches Avg. gap

Unified 49 6452 75.79 0.371

1st step 109 6692 7.07 0.391

2nd step 75 6726 65.07 2.537

3rd step 33 6768 9.34 0.939

model after the pre-solving phase, (iv) the pre-solve time

and (v) the total time. We observe that the unified model

behaves as the three-step approach (it obtains the same

objective function value), so that it is possible to solve

our scheduling problem in just one step. In particular, the

dimensions of the reduced problems are exactly the same,

but the unified approach allows to slightly reduce the exe-

cution time and to reduce the memory usage (although

not shown in the table).

7.1 Algorithm comparison

In this section, we compare the results obtained by apply-

ing Algorithm 2 to those obtained by CPLEX. As a

comparing metric, we use the gap, calculated over 150

instances. We redefine the gap as the difference between

the solution provided by the greedy algorithm and the

optimal feasible one provided by CPLEX. In this context,

we focus on the gap’s statistic distribution, in particular,

on its probability mass function (PMF). Figure 4 shows

the PMF of the gap when considering the unified model.

It can be observed that in about 50% of the cases, the

heuristic algorithm provides a solution equivalent to the

optimal (0% GAP), and in 90% of the cases, the greedy

solution lowers the performances with respect to the opti-

mum, by less than 10%. As Fig. 4 suggests, the lower bound

in terms of performance (which is very unlikely) is that

the algorithm results in a GAP which is 18% lower than

the optimal one. This last results has a significant impact

on the algorithm evaluation, in fact, statistically, the pre-

sented algorithm results in a resource allocation scheme

that is the best one regardless of the real profit function

implemented. This will be more clear in Section 8 where

the algorithm is tested on a standard compliant simulator

and with different network traffic load.

Figure 5 shows the empirical cumulative distribution

function (eCDF) of the solving time of the greedy

Table 4 CPLEX analysis results, details over an instance

Models Unified 1st step 2nd step 3rd step

Obj value 863589.9274 8640 39 20.0726

No. of branches 19 10 13 18

Red. variables 1158 1158 1158 1158

Pre-solve time (s) 0.2 0.2 0.2 0.1

Total time (s) 0.06 0.19 0.09 0.08

Fig. 4 PMF GAP wrt optimal solution

algorithm. It can be observed that the proposed algorithm

achieves the solution in less than 0.75 ms in more than

80% of the instance and in less than 1 ms in 100% of the

cases. These numbers have been obtained by running the

algorithm 100 times for every instance. The code has been

run on Ubuntu 13.10 operating system, CPU Intel Core i7

3.90 GHz and 8 GB of RAM. This makes the algorithm

compliant with the standard’s scheduling requirements. It

is reasonable to foresee better results in terms of execution

time on a dedicated hardware.

8 Simulations
In this section, we discuss the results obtained by applying

the proposed scheduler to the three selected M2M traffic

classes. These results are benchmarked to those provided

by the state-of-the-art RR and MF schemes.

8.1 Benchmarks

8.1.1 Round-robin algorithm

The details on the RR implementation can be found in

the LENA open documentation [11]. This algorithm first

verifies how many users have sent a Buffer Status Report

(BSR), i.e. the users that have something to transmit in

the current TTI, then divides the total amount of available

RBs by the number of active users, i.e. the users that have

data to transmit. The minimum amount of RBs assigned

for each user is three, this ensures a minimum of 3 bytes

transmitted in a TTI, in case of worse channel quality

condition, i.e. those associated to the lowest MCS index

to ensure a transmission. The assignment starts from the

first user that was not scheduled in the previous TTI and
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Fig. 5 ECDF of solving time

proceeds in a round-robin fashion. During the assignment

phase, the algorithm chooses the lowest MCS between

these available in the RB set assigned to the user.

8.1.2 Maximum fairness algorithm

The MF algorithm goal is to obtain the maximum pos-

sible fairness for each user. In order to achieve this goal,

the active users are sorted with respect to their average bit

rate, evaluated over a temporal window of 100 ms. At each

TTI, the user with the lowest average bit rate is granted the

entire bandwidth, e.g. if the system has 10 MHz of uplink

bandwidth, the selected user is granted all available RBs in

the current TTI.

8.2 Proposed algorithms

We implement in the NS3 LENA simulator two differ-

ent instantiations of the greedy Algorithm 2, presented in

Section 5, by considering two different profit functions.

We first implement a CDA, channel- and demand-aware

version of the Algorithm 2, where the profit function pj is

the user demand, i.e. dj, the amount of bits that the user

j has to transmit. The main goal of this algorithm is to

maximize the overall throughput.

A second implementation in turn considers that the

profit function pj is the delay δj, where we define δj as the

delay in number of TTIs since the last time a user was

scheduled. As a result, when the user j is scheduled, the

algorithm resets δj to zero, and each time an active user

cannot be scheduled, δj is incremented by one.

During the scheduling procedure, the users are sorted

by δj and the users with larger value are scheduled

first. We refer in the following to this algorithm as

CADELTA, channel-aware delta algorithm. Themain goal

of CADELTA is to reduce the delay in the user resource

assignment.

Both our solutions are channel-aware algorithms, where

we select the most appropriate MCS per user and RB, so

that the bit error rate of the physical channel is ensured to

be lower than 10%.

8.3 Key performance indicators

We consider the following key performance indicators

(KPIs) to compare CDA and CADELTA algorithms, with

respect to RR and MF:

• Throughput: We consider the cumulative throughput

(at radio link control (RLC) layer) of the RR

simulation results and compare our algorithm in

terms of variation of throughput. In other words, if an

algorithm has an increment of throughput in the

order of 30%, it means that the cumulative traffic

served is 130% with respect to the RR one.
• Fairness: As for the fairness index, we use the

well-known Jain index (J-index) as it is defined in [27]

and in (14)

J =

(

∑n
j=1 zj

)2

n
∑n

j=1 z
2
j

(14)
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where zj is defined as zj = Tj/T
opt
j , Tj and T

opt
j are

the throughput and the optimal fair throughput of

user j, respectively.
• Delay: We measure the delay at Packet Data

Converge Protocol (PDCP) layer. This delay includes

also the components associated to RLC layer, where

different transmissions have to be received in order

to aggregate a packet, before sending it to the PDCP

layer.

8.4 Simulation results

We consider 60 UEs uniformly distributed in each SC cov-

erage area. In this contribution, we show the results over

15 different realizations of our scenario. In the figures, the

different realizations are addressed as simulation rounds.

We present the simulation results for the different traf-

fic models presented in Section 6.3. Each UE runs only

one application, and the UEs are uniformly distributed

amongst available applications.

Figure 6 represents the throughput variation with

respect to RR performances, as a function of the fairness.

In this first set of results, we only consider simulations

with individual classes of traffic, without mixing multi-

ple classes. In particular, Fig. 6 shows the results in terms

of fairness vs throughput for traffic monitoring and video

surveillance (LQ), respectively. The former is character-

ized by a less demanding traffic compared to the latter.

With traffic monitoring, all the algorithms behave simi-

larly, in particular, the throughput variation is in the order

of 7% while the fairness is almost 1. When considering

video surveillance (LQ), simulation results show that both

CDA and CADELTA outperform the RR in terms of

throughput, by more than 100 and 80%, approximately,

respectively. On the other hand, the proposed algorithms

provide a reduction in fairness between 10 and 15% with

respect to the MF algorithm, which, as it was expected,

provides the best fairness results. Figures 7 and 8 show the

performance of the algorithms in terms of delay, defined

at PDCP layer. We observe that, when considering video

surveillance (LQ), our proposed solutions outperform RR,

while MF achieves approximately the same performances.

On the other hand, in case of traffic monitoring, our algo-

rithms perform better, but in absolute terms, the delay

reduction is negligible.

We observe that channel- and demand-aware (CDA)

performs worst than MF in terms of delay. This was an

expected results; as in Fig. 6, CDA results in a 20% lower

fairness with respect to MF. This suggests that some users

in the network are less likely to be scheduled, which results

in a higher delay. Similarly, the results presented in Fig. 8

should be read by observing also Fig. 6. In this case,

the fairness is always one. This results in a slightly bet-

ter performance of CDA with respect to MF, in terms of

delays.

We present now a second simulation campaign, where

we mix different traffic types and we stress the net-

work with more demand considering both low quality

(LQ) and high quality (HQ) video surveillance applica-

tions. Simulation results are shown in Figs. 9 and 10. The

intense demand has a direct impact on the MF approach,

which seriously deteriorates the throughput performance,

obtaining 20% less throughput than RR. On the other

Fig. 6 Throughput vs fairness—video surveillance (LQ), traffic monitoring
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Fig. 7 Delay—video surveillance (LQ)

hand, both our solutions are more robust to the traffic

change and perform well, with an increment of through-

put with respect to RR in the order of 70–80%. Comparing

Figs. 6 and 9, it is possible to observe that in the for-

mer, CDA results on average in a lower fairness than

channel- and delay-aware (CADELTA), while in the latter

is exactly the opposite. This suggested that CDA is less

sensible to the traffic changes; in fact, in all the results

presented in this work, the average fairness is never lower

than 0.6. Meanwhile, CADELTA is more sensible; in fact,

in different network traffic loads, it is possible to observe

that the average fairness span between 0.5 (more inten-

sive traffic in the network) and 1 (less intensive traffic

in the network). However, regardless the network’s traf-

fic, CADELTA is the best performing in terms of delays

and CDA is the best performing in terms of throughput.

Fig. 8 Delay—traffic monitoring
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Fig. 9 Throughput vs fairness—video surveillance LQ and video surveillance HQ

Same trends are observed in Fig. 10, where both CDA

and CADELTA have an average delay in the order of 0.4 s

against the 0.65 s obtained on average by RR and MF

algorithms, providing a performance improvement in the

order of 50%.

Figures 11 and 12 depict the performance of the four

algorithms with a second mix of traffic based on traffic

monitoring and video surveillance HQ. This simulation

campaign confirms the tendency of MF to poorly perform

when a high-demand traffic profile is offered, obtain-

ing a performance of 60 and 80% below those provided

by CDA and CADELTA, respectively. In terms of delay,

our solutions perform always better than RR, while the

improvement with respect to MF is negligible.

Finally, Figs. 13 and 14 show a simulation campaign

where all the defined traffic classes are considered. In

Fig. 10 Delay–video surveillance LQ and video surveillance HQ



Abrignani et al. EURASIP Journal onWireless Communications and Networking  (2018) 2018:193 Page 16 of 21

Fig. 11 Throughput vs fairness—traffic monitoring and video surveillance (HQ)

particular, the traffic mix consists of 25% of traffic mon-

itoring, 25% of video surveillance (LQ) and 50% of video

surveillance (HQ). We observe that, in this case, all the

algorithms result in a reduced fairness, with respect to the

previous combinations. In this case, CA and CADELTA

perform very similarly to RR. On the other hand, in

terms of throughput, CDA and CADELTA outperform

by 100% and 80%, respectively, compared to RR. With

respect to MF, the improvement is even larger, i.e. 120

and 100%, respectively. Finally, in terms of delay, we

observe that CDA and CADELTA outperform both RR

and MF.

These four simulation campaigns, based on consider-

ing multiple combinations of M2M traffic, have shown

that CDA and CADELTA offer a high increment of

throughput and reduction of delay, with respect to the

Fig. 12 Delay—traffic monitoring and video surveillance (HQ)
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Fig. 13 Throughput vs fairness—traffic monitoring (25%), video surveillance (LQ) (25%) and video surveillance (HQ) (50%)

benchmarks. This is achieved at the expense of a reduced

(in the order of 10–15%) fairness. This behaviour is

robust to changes in terms of traffic. In addition, our

scheme is parametric with the profit function, and dif-

ferent QoS parameters can be optimized through it. For

example, comparing CDA and CADELTA, we observe

that each algorithm gives higher priority to the QoS

parameter that has been designed to optimize, i.e. the

CDA always provides better performance in terms of

throughput, while CADELTA performs better in terms

of delays.

As a final simulation campaign, we modify our algo-

rithm in order to be able to optimize not only one

QoS parameter but a combination of them. We refer to

this implementation of our proposal as CAA—channel-

and application-aware—which combines the principles of

Fig. 14 Delay—traffic monitoring (25%), video surveillance (LQ) (25%) and video surveillance (HQ) (50%)
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Fig. 15 Channel- and application-aware throughput—traffic monitoring and video surveillance (HQ)

Fig. 16 Channel- and application-aware delay—traffic monitoring and video surveillance (HQ)



Abrignani et al. EURASIP Journal onWireless Communications and Networking  (2018) 2018:193 Page 19 of 21

CADELTA and CDA. In particular, the profit function for

CAA is defined as follows:

pj = φ × dj + θ × δj (15)

where φ and θ are coefficients that depend on the par-

ticular application and traffic class. For instance, a traffic

class which is more sensitive to the delay than to the

throughput will be characterized by a high φ and a lower θ .

Figures 15 and 16 show the corresponding results. Simu-

lation results are compared to RR, CDA and CADELTA,

and the obtained values are averaged over all the sim-

ulations. We consider a mix of two classes of traffic:

video surveillance (HQ), the most demanding class, and

the traffic monitoring, the class most sensitive to delays.

Simulation results show that CAA correctly works by

discriminating between classes of applications and prior-

itizing the QoS parameter to be optimized. In particular,

in terms of throughput, we observe an increment in the

video surveillance (HQ) traffic, and a slight reduction

(about 2%) for the traffic monitoring application. In terms

of delay, we observe that the CAA offers extremely low

latency values for the traffic monitoring class, while it

increases the delay of the video surveillance application.

On average, the behaviour is through very similar to that

provided by CDA and CADELTA. To conclude, with this

last implementation of our algorithm, we have shown that

the proposed framework allows to target multiple QoS

parameters depending on the specific kind of traffic to be

served.

9 Conclusions
In this paper, we have presented a framework to address

the scheduling of multiple and heterogeneousM2M appli-

cations over an ultra-dense small cell network, deployed

over the street lights for smart city applications. We have

focused on the UL scheduling problem, which, due to the

constraint imposed by the standard, requires the alloca-

tion of contiguous RBs to the same user. This simple lim-

itation makes the problem NP-hard. We have presented a

multi-objective optimization to maximize the throughput

of the network, to minimize the high ICI generated due to

the intense spatial reuse in the small cell deployment and

to maximize the radio resource usage. We have modelled

this optimization through two different MILP models,

which are formulated in order to allow for the application

of multiple scheduling policies. The first model gradually

optimizes the allocation of resources in order to meet the

three targeted optimization objectives. The second model

allows for a more compact representation of these objec-

tives. We have proven that the second compact model is

equivalent to the first one, based on a three-step opti-

mization. We have found the optimal solution through a

CPLEX analysis, which proves that the compact model

performs better and executes faster. As a solution suitable

for implementation in real-world networks, we have pro-

posed a feasible and fast heuristic algorithm that solves

the NP-hard problem. We have shown that this greedy

solution lowers the performance by no more than 10%

with respect to the theoretically optimal solution, in more

than 90% of the cases, and its execution time runs on non-

dedicated hardware in less than 1 ms, thus meeting the

standard scheduling constraints.

We have implemented two different versions of the

greedy algorithm on a standard-compliant network simu-

lator, i.e. the LTE module of NS3, implementing with high

fidelity, the full LTE protocol stack. We proved the supe-

riority of our solutions, in terms of delay and through-

put, with respect to the benchmarks like round-robin

and maximum fairness approaches, considering multiple

M2M applications and heterogeneous mixes of traffic.
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