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Un Réseau Corporel Sans Fil (RCSF, Wireless Body Area Network daisaiog WBAN)

permet de collecter de l'information a partir de capteurs corporels. Cette information est envoyée

a un hub qui la transforme et qui peut aussi effectuer d'autres fonctions comme gérer des
événements corporels, fusionner les données a @atirv FDSWHXUV SHUFHYRLU G¢L
HIpFXWHU OHV IRQFWLRQV GfXQH LQWHUIDFH GfXWLOLVDWH:
KDXW QLYHDX HW GI{DXWUHV SDUWLHY SUHQDQWHYV

/ID UpGXFWLRQ GH OD FRQVRPPDW LR Gpéatspés igluslimpbriaisaQi 5&6) |
doit étre amélioré lors de sa conception. Cet aspect peut impliquer le développement de
protocoles de Contréles d'Accés au Support (CAS, Media Access Control en anglais ou MAC),
protocoles de transport et de routage plugiefiits. Le contrdle de la congestion est un autre des
IDFWHXUV OHV SOXV LPSRUWDQWY GDQV OD FRQFHSWLRQ
GLUHFWHPHQW VXU OD 4XDOLWp 'H 6HUYLFH 4'6 4XDOLW\ RI
en énergie duéseau. La congestion dans un RCSF peut produire une grande perte de paquets et
XQH KDXWH FRQVRPPDWLRQ GTpQHUJLH /D 4'6 HVW GLUHFW
/I TMLPSOpPHQWDWLRQ GH PHVXUHV DGGLWLRQQHOOKKVY HVW

communication des RCSF.

/IHV SURWRFROHV GH &%$6 SRXU 5&6) GHYUDLHQW SHUPHWYV
UDSLGHPHQW DX FDQDO GH FRPPXQLFDWLRQ HW GTHQYR\H
PYPQHPHQWY XUJHQWV WRXW HQ digeGhes pibtqriles@e tr&Rp R P P D
pour RCSF doivent fournir de la fiabilité beatbout et de la QDS pour tout le réseau. Cette

tache peut étre accomplie par la réduction du ratio de perte de paquets (Packet Loss Ratio en
anglais ou PLR) et de la latenimait en gardant I'équité et la faible consommation d'énergie entre

OHV Q°XGV

Le standard IEEE 802.15.6 suggére un protocole de CAS qui est destiné a étre applicable a tous
les types de RCSF; toutefois, ce protocole peut étre amélioré pour les RCSE délisele
GRPDLQH GX VSRUW Re OD JHVWLRQ GX WUDILF SRXUUDLW
IEEE 802.15.6 comprend la QDS, mais cela ne suggere aucun protocole de transport ou systeme

de contrble du débit.
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Le but principal de ce projet decleerche est de concevoir une architecture pour RCSF en trois
SKDVHV L &RQFHSWLRQ G{XQ PpFDQLVPH VHQVLEOH DX FR
XQH 4'6 DX[ 5&6) LL &RQFHSWLRQ GTXQ PpFDQLVPH ILDEOH
une PFXSpUDWLRQ GHV SDTXHWV SHUGXV HW GH OfpTXLWp C
systeme de contrdle du débit sensible au contexte pour fournir un contréle de congestion aux
RCSF. Finalement, ce projet de recherche propose une architecture fiafildesmncontexte et

efficiente en énergie pour RCSF utilisés dans le domaine du sport. Cette architecture fait face a

quatre défis : I'efficacité de I'énergie, la sensibilité au contexte, la qualité de service et la fiabilité.

La mise en place de cette GoXWLRQ DLGHUD j OfDPpOLRUDWLRQ GHV FRP
OfHQGXUDQFH HW GHV SURWRFROHV GfHQWUDVQHPHQW GH
IDLEOHVY &HWWH VROXWLRQ SRXUUDLW rWUH SU&BRIEGIpH j O
personnes malades ou agées, ou encore aux domaines militaires, de la sécurité et du

divertissement.

/I MpYDOXDWLRQ GHV SURWRFROHYVY HW VFKpPDV SURSRVpV D p
simulateur OMNeT++ et le systeme Castalia. Presmé&nt, le protocole de CAS proposé a été
comparé avec les protocoles de CAS suivants : IEEE 802.15.6, IEEE 802.15MIAE T

(Timeout MAC). Deuxiemement, le protocole de CAS proposé a été comparé avec le standard
((( DYHF HW VDQL prot§iosle/ deO travi€povt LpRoRos& Finalement, le
protocole de CAS proposé et le standard IEEE 802.15.6 ont été comparés avec et sans
OYXWLOLVDWLRQ GX V\VWgPH GH FRQWU{OH GX GpELW SURSR

Le protocole de CAS proposé surpasse les protocoles de CAS IEEI.802EEE 802.15.4 et

T-08& GDQV OH SRXUFHQWDJH GH SHUWHYV GH SDTXHWV G{XU
HW OD ODWHQFH GX WUDILF GTIXUJHQFH HW GX WUDILF QRUP
protocole du transport proposé surpakseerformance du standard IEEE 802.15.6 dans le
SRXUFHQWDJH GH SHUWH GH SDTXHWV DYHF RX VDQV WUDI
latence du trafic normal. Le systeme de contréle du débit proposé a amélioré la performance du
protocole de CASnoposé et du standard IEEE 802.15.6 dans le pourcentage de perte de paquets
DYHF RX VDQV WUDILF GIXUJHQFH OYHIILFDFLWp HQ pQHUJLE
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Information collected from body sensors in a Wireless Body Area Network (WBASENt to a

hubor coordinatomwhich processes the information and can also perform other functions such as
managing body events, merging data from sensors, sensing other parameters, performing the
functions of a user interface and bridging the WBAN tghkklevel infrastructureand other

stakeholders

The reduction of the power consumption of a WBAN is one of the most important aspects to be
improved when designing a WBAN. Thahallengemight imply the development of more
efficient Medium Access ContrqMAC), transport andauting potocols Congestion control is
anotherof the most important factors whenNBAN is designed, due to its direct impact in the
Quality of Service (QoSand the energy efficiency of the network. Tairesence ofongestion in
aWBAN can produce g packet loss and high energy consumptibime QoSis alsoimpacted
directly bythe mcketloss. The implementation of additional measures is necessary to mitigate

the impact on WBAN communications.

The MAC protocas for WBANS shouldallow body sensors to get quick access to the channel
and send data to the hub, especially in emergenegs while reducinghe powerconsumption.
The ransport protocol$éor WBANs must provide endo-end reliabiity and QoSfor the whole
network. This @ask can be accomplished through the reductiobotti the Packet Loss Ratio

(PLR)and the latency while keeping fairness and lower consumption between nodes.

The IEEE 802.15.6 tandard suggests a MAC protocol which is intended to be applicable for all
kinds of WBANs. Nonetheless, it could be improved for sports WBAMhere the traffidypes
handling could be different from other network$ie IEEE 802.15.6tandard supports QoS, but

it does not suggest any transport protaralate control scheme

The main objectiveof this research project is tesignan architecture for WBAN# three
phases: (i)Designng a contextaware and energgfficient mechanism for providing & in
WBANSs; (i) Designng a reliable and energgfficient mechanismto provide padket loss
recovery and fairness in BANs; and (iii) Designng a conextaware ratecontrol schemdo

providecongestion control in \BANSs. Finally, this research project propase reliable, context
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aware and energgfficient architecture for WBANs used irpats applications, facing four
challenges: energy efficiency, context awarenessjtyudlservice and reliability.

The benefits of this solution will hel improveskills, performance, endurance and training
protocols of athletegnddeficiency deteton. Also, it could be extended to enhance the quality

of life of children, ill and elderly people, and to security, military and entertainment fields.

The evaluation of the proposed protocols and schemes wastimadgh simulations programed

in the OMNeT++ simulator andhe Castalia frameworki-irst, the proposed MAC protocol was
compared against the IEEE 802.15.6 MAC protocol, the IEEE 802.15.4 MAC protocol and the T
MAC (Timeout MAC) protocal Second,the proposed MA(protocolwas compared withhe

IEEE 802.15.6 ®andardwith and withouthe useof the proposed transport protocdtinally, both

the proposed MAC protocol and the IEEE 802.1a®dardwere comparewith and withouthe

use ofthe proposed rate control scheme

The proposedVAC protocol outperforms the IEEE 802.15.6 MAC protocol, the IEEE 802.15.4
MAC protocol and the IMAC protocol in the percentage of emangg and normal packet lgss

the energy effectiveness, and the latency of emergency and normal fraéiproposedMAC

protocol working along with the proposed transport protocol outperfotines IEEE 802.5%.6
standardin the percentage of the packet loss with or without emergency traffic, the energy
effectiveness, and the latency of normal traffibe proposed rate control scheme ioyad the
performance of both th@roposedMAC protocol and the IEEE 802.15.6 standard the
percentage of the packet loss with or without emergency traffic, the energy effectiveness and the

latency of emergency traffic
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CHAPTER 1 ,1752'8&7,21

Wireless Body Area Networks (WBANS) allow gathering data from sensors interconnected on,
near, or wihin the human body. They are also knownViseless Body Sensor Networks
(WBSNSs),Body Area Sensor Networks (BASN®ody Sensor Networks (BSNs) Body Area
Networks (BANS). In this document, they will be called WBANs. The body seffaiss known

as nods) provide data to a hub (also known as siosordinatoror body aggregator), which is
central to managing body events and perform a multitude of functionadifitional sensing,

node registration, initialization, customization, secure communicdtising data from sensors
across the body, serving as a user interface and bridging the WBAN to-legéleinfrastructure

and thus to other stakeholders.

The IEEE 802.15.6 Standa(EEE Standard for Local and metropolitan area netwerRaurt
15.6: Wireless Bogl Area Networks," 2012¢ategorizes WBAN applications into medical and
nonrmedical. Furthermore,some authors havereated some swghtegories for these two
classifications Medical applications of WBANkave beertlassified into three subcategori€3:
Wearable WBAN (e.g. Assessing Soldieatigue and Battle Readinesleep Staging, Asthma
and Wearable Health MonitoringPhysical Rehabilitation (i) Implant WBAN (e.g. Diabetes
Control, Cardiovascular Diseases and Cancer Detectidi));Remote Controlof Medical
Devices (e.g. Patient Monitoring and Telemedicine Systems).-nadical applications of
WBANSs have beenclassified into five subcategories: Real Time Streaming, Entertainment
Applications (Activity Recognition and Gait Analysis)Emergency (nomnedical), Emotion
Detection (Emotional Stress Detectiordnd Secure AuthenticatioHandshake Btection)
(Fortino, Giannantonio, Gravina, Kuryloski, & Jafari, 2013; Movassaghi, Abolhasan, Lipman,
Smith, & Jamalipoy 2014) Other authors have made tblassification in three main categories:
Healthcare, Sports and Entertainment, &miditary and Defens (Cavallari, Martelli, Rosini,
Buratti, & Verdone, 2014)

The sensor nabs andhe hubs usea communicatiorprotocol stackvhich consists of five layers:
() Physical layer *responsiblefor frequency selection, carrier frequency generation, signal
detection, mdulation, and data encryptiofii) Data link layer zresponsibldor the multiplexing
of data streams, data frame detection, inmadaccess and error contrdlii) N etwork layer +

responsibleof providing special multihop wireless routing protocols betwdensensor nodes



and the hup(iv) Transport layertespeciallyneeded when the system is planned to be accessed
through the Intaet or other external networkand (v) Application layer xthat includes the
application running on the nodéhich may be specific to the sensor type as well as management,
security, synchonization, and query type functionhe communicationprotocol stack also
suggests three additional plarfes each sensor and the hygmwer management plane (how the
sensor node uses its power), mobility management plane (detecting and registeriogetme mb

of the sensor nodes) and task management plane (balancing and scheduling the sensing tasks

given to a specific regior{Akyildiz, Weilian, Sankarasubramaniam, & Cayirci, 2002)

There are many challenges tbe design of WBANS like: the energy efficiency that may require
new MAC (Media Access Control) protocols, new routing protocols and new energy scavenging
sources; the impact of data loss that may require additional measures in order to ensure the
Quality of Service(QoS) the reliability to grant accuracy and guarantedime delivery of data;

the higher security level in order to protect personal information; the coexistence and interference
of several WBANSs; the nodes wearability (small size, light givei low complexity,
reconfigurability andbiocompatibility); the contexawarenesgor responding according to the
current situation in the netwarkhe nodes and technologies heterogeneity; the variable network
topology support due to body movement; dhd nodes placement optimizatiddanson et al.
(2009)mention the critical need for collaboration between technologists and domain experts who

can helpto define the specifications and requirements for WBAN systems and applications.

OMNeT++ simulation framework and €@lia simulator were used for the simulations of the
proposed solutions. OMNeT++ is an extensible, modular, comptasetdt C++ simulation
library and framework, primarily for building network simulatdkgéarga, 2001) Castalia is a
simulator based on the OMNeT++ platform, for WSN, WBAN and generally networks ef low
power embedded devicg®NICTA, 2013) Castalia v3.2 is distributed with a MAC model
implementation of the IEEE 802.15.6 MAC protocol, called BaselineBAN. This implementation

was used for the comparisons witte foroposed solutions.



1.1 Basic Concepts

1.1.1 Wireless Body Area Networks

Wireless Body Area Networks (WBAS) allow gathering data from sensors interconnected on,
near,or within the human body. Theolly sensors provide data tchab (also known as sink
coordinabr or body @gregatoy, which is central to managing body events and perform a
multitude of functions like sensing, fusing data from sensors across the body, serving as a user
interface and bridging the WBAN to highlevel infrastructures and thus to atlstakeholders.

The general architecturef a WBAN is presented byai et al. (2013)and is depicted in the

Figure 1.1{ Thesensor nodes which are placed in/on the human body collect physical data and

perform preliminary processing. The daire gathered by a sink nodheilf) and then transmitted

to a base station in orderleshare& over the Internet.

Figurel.l. WBAN - General Architecture

Alemdar and Ersoy (2010have given an overview of a simple wireless sensor network

application scenaridor healthcarethat is depicted in th&igure 1.2| There are foudifferent

categories of actors other than the power users of the systems such as administrators and
developers. They are: children, elderly and chronically ill, caregivers and healthcare
professionals. There are five subsystems in such a scefiaBody Area Network Subsystent

the Ad Hoc sensor network and tags that the children and the elderly carry on their(idody
Personal Area Network Subsystesitomposed of environmental sensors deployed around and

mobile or nomadic devices that belaiogthepatient (iii) Gateway to the Wide Area Networks



a responsible from connecting the BAN and PAMrsonal Area Networlkgubsystems to the

WANSs (Wide Area Netwrks), (iv) Wide Area Networks(WANs) =+ used for a remote
monitoring and tracking scenario. Thatgway can relay information to one or more network
systems dependingn the applicationand (v) Enduser healthcare monitoring applicatiah

where the collected data is interpreted and required actions are triggered. The application has a

processing paind a graphical user interface part.

Figurel.2. Overview of a simple WSN application scenario for healthcare

N. A. Khan et al(2012)have mentioned some tasks fbe hub (or personal server as they called

it): node registration (e.g., type and number of sensors), initialization (e.g., state sampling
frequency and operation mode), customization (e.g., run-spe®ific adjustment), secure
communication (key exchge), time synchronization, channel sharing, data recovery, data
processing, coalition of the daendauthentication informatiorhe hub must functiom sucha
manner that the data is transmitigden the link withthe Internetis available. However, vén
thelink is notavailable, the hubtores the data locally and transmits it afterabailability ofthe

communication channel or link.

Alemdar and Ersoy (2010have enumeratd some design considerations for each pervasive

healthcare monitoring subsystem:

x Body Area Network Subsystem: @wer consumption, transmission power,
unobtrusiveness, portability, retiine availability, reliable communications, meitop

routing and scurity.



x Pasonal Area Network Subsystem: energy efficien@glability andself-organization

betweenhe nodes.
x Gateway to the Wide Area Networlsecurity and angestion prevention.

x Wide Area Networks: data rate.elisble communication protocols,ecure data

transmission andowerage.

x Enduser hedhcare monitoring application: privacy, security, relispil user

friendliness, nddleware design, scalability, interoperability and congaxareness.

J. Y. Khan, Yuce, Bulger, and Harding (203fesent a WBANarchitectureused in health
monitoring which consists of three tiers: (lhe WBAN is the most predominant part of
telemedical systa and comprises of many intelligent nodes; (ii) Personal Server (PS) takes the
information from sensor nodes about health status and transfer it to Medical Server through
WLAN or any internet service. Its tasks are node registration (e.g., type and mifrskasors),
initialization (e.g., state sampling frequency and operation mode), customization (e.g., run user
specific adjustment), and setup of a secure communication (key exchange). On successful
configuration of WBAN, network is handled by PS, whicBoaknsures time synchronization,
channel sharing, data recovery, data processing, and coalition of the data. PS is also responsible
IRU SDWLHQWTYV DXWKHQWLFDWLRQ LQIRUPDWLRQ LLL OHGI
of services to a largeumber of individual users. This tier also provides service to a complex

network comprising of interconnecteergices, medical personnel and heatlecprofessionals.

The positioning oMWVBANS into the realm of wirelessetworks is depicted in tlliléigurel.s A
WBAN is operated close to the human body and its communication range will be restricted to a
few meterswith typical values around 2m. It LV GHYRWHG WR LQWHUFRQQHFW

wearable devices; a VAN is a network in the environment around the person with the

communication range reaching up to 10 m for high data rate applications and up to several
dozens of meters for low data rate applications; and a WLAN has a typical communication range
up to hundeds of meters. Each type of network has its typical enabling technology: IEEE
802.15.1 (Bluetooth) or IEEE 802.15.4 (ZigBee) for a WPAN; IEEE 802.11 (WiFi) for a WLAN;
and EEE 802.16 (WiMax) for a WMAN. Finally,he communication in a WAN can be
establitied via satellite link¢Latré, Braem, Moerman, Blondia, & Demeester, 2011)



Figurel.3. WBAN - Positioning in the realm of wirelesgtworks

1.1.2 Sensors

Chen, Gonzalez, Vasilakos, Cao, and Leung (28h0)v the general architecture for a typical

sensor node and it is depicted in|ffigure 1.4{ The sensor node is composedair madules:

Microprocessor Module, &lio-FrequencyModule, Sensor Module and Memory Module. The
sensor module consssiof a sensor, a filter and an AnalimgDigital Converter (ADC). The
sensor converts some form of energy to analog electric signals, whibaratpassiltered and

digitized by the ADC for further processing.



Figurel.4. Sensor Node Architecture

Most Used ®&nsors

Lai et al. (2013)present some of the most used sensoM/BANs and they ardisted in the

Tablel.1

The table shows for each sensor its function, the signal type (continuous or discrete),

the sampling frquency (highJow or very low) and the placemeiype (wearablejmplantableor

surrounding.

Tablel.1. Most used sensors in WBANS

Sensors

Function

Signal
Type

Sampling
Frequency

Placement

Accelerometer

Obtaining acceleration on eaf
spatial axis of thredimensional
space.

Continuous

High

Wearable

Avrtificial
cochlea

Converting voice signal int
electric pulse and sending it
implanted electrodes in eal
generating auditory sensation
stimulating &@oustic nerves.

Continuous

High

Implantable

Artificial retina

Receiving pictures captured |
external camera and converti
them to electric pulse signal
which are used to stimulate opi
nerves to generate  visu
sensations.

Continuous

High

Implantale

Blood-pressure
sensor

Measuring the peak pressure

systolic and the minimun

Discrete

Low

Wearable




Sensors

Function

Signal
Type

Sampling
Frequency

Placement

pressure of diastolic.

Camera pill

Detecting gastrointestinal tract |
wireless endoscope technique.

Continuous

High

Implantable

Carbon dioxide
sensor

Measuring the content of carby
dioxide from mixed gas b
infrared technique.

Discrete

Low/Very
low

Wearable

ECG/EEG/EMG
sensor

Measuring voltage differencg
between two electrodes which &
placed on surface of body.

Continuous

High

Wearable

Gyroscope

Measuring angular velocity ¢
rotating object according t
principle of angular momentut
conservation.

Continuous

High

Wearable

Humidity sensor

Measuring humidity according t
the changes of resistivity ar
capacitance caused by humid
changs.

Discrete

Very low

Wearable

Blood oxygen
saturation senso

Measuring blood oxyge|
saturation by absorption ratio |
red and infrared light passir
through a thin part of body.

Discrete

Low

Wearable

Pressure sensor

Measuring pressure valy
according to the piezoelectris
effect of dielectric medium.

Continuous

High

Wearable/
Surrounding

Respiration
sensor

Obtaining respiration paramete
indirectly by detecting  thg
expansion and contraction
chest or abdomen.

Continuous

High

Wearable

Temperatug
sensor

Measuring temperature accordi
to the changes of materig
physical properties.

Discrete

Very low

Wearable

Visual sensor

Capturing features of subje(
including length, count, locatior

and area.

Continuous/
Discrete

High/Low

Wearable/
Suriounding

There are other wearable devices like glucose sensors, fall detection sensors, emergency call
devices; and other implantable devices Ipacemakes; cardioverterdefibrillator, intracranial

pressure senseand insulin pump(Timmons & Scanlon, 2009)



Devices Classification

According toLai et al. (2013)sensors can be classified by the type of data transmis&dia,m

the type of measured signals, the deployment position, and their automatic adjustment ability.

Considering the type of data transmission media, sensors can be divided in:

X Wireless Sensors: this type of sensor uses wireless communication teclnslogieas
Bluetooth or Zigbee, Radio Frequency Identificatiorevides (RFID), andUltra-
WidebandlUWB) to communicate with other sensors or devices.

X Wired Sensors: this type of sensor uses wired communication technologies and can
replace wireless sensorswearability is not seriously affected. The transmission mode is
more stable than that of wireless sensors, but their installation and deployment is
relatively complicated.

X Human Body Communication (HBC) Sensors: HBC or higdoaly Communication (IBC)
is a rovel nonRF (Radio Frequencwvireless data communication technique which uses
the human body itself as transmission medium for etadtsignalgSeyedi, Kibret, Lai,

& Faulkner, 2013) They use suiHz frequen@s without antennae, which reduce the
power consumption and the size of sensor nodes, so, they can easily be integrated into
bodyworn devices. Typichl a wireless biomedical deviceonsists of two partsthe
external part that transmits RF signals toititernal part through an inductive coupling
downlink using variety of modulated signals such as Amplitude Shift Keying (ASK),
Frequency Shift Keying (FSK), Phase Shift Keying (PSK), and it must transmit with high

efficiency and low power consumptigdannan, Abbas, Samad, & Hussain, 2011)

Considering the type of measured signals, sensors can be divided in:

x Continuous Timevarying Signals: this type of sgor uses very large data transmission
quantity and very large power consumption because of thdimealsignal acquisition.
Some examples are: EC(Electrocardiogram)sensor, EEG(Electroencephalograph)
sensor, EMG(Electromyograph)sensor, accelerometergyroscopes, visual sensor and

auditory sensor.
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x Discrete Timevarying Signals: this type of sensor uses smaller data transmission quantity
because of the slowly changingsifnals that sensors collect. Some examplesgiuiense

sensor, temperature sendoumidity sensor, blood pressure monitor and pulse oximeter.

Considering the deployment position, sensors can be divided in:

X Wearable Sensors: the size and weight of this type of sensor should be considered in the
design process, in order not to inteefevith the usual activity of users. Some examples
are: temperature sensor, pressure sensor and accelerometer.

x Implantable Sensors: this type of sensor can be implanted or ingested into the body, and
therefore they need to be tiny enough, 1corrosive andiocompatible. Some examples
are: pacemaker, cochlear implant and camera pill.

x Placedsurroundingpeople Sensors: this type of sensor can be placed surrounding people
and can be used to recognize behaviors and collect information about the environment.

Oneexample is the visual sensors.

Considering the automatic adjustment ability, sensors can be divided in:

X Selfadapting sensors: this type of sensors can automatadjiist processing method,
orderand parameters, boundary conditions or constraints angaadata characteristics,
make themselves adapt to the statistical distribution and structural characteristics of the
measured data, in order to get the best treatment effect.

x Nonseladapting sensors: this type of sensors is simple to design and needs
consideration of selfdjusting function.

Accordingto Hanson et al. (2009%ensors can be divided in three additional categories:

x Physiological sensors, that measure ambulatory blood pressure, continuous glucose
monitoring, core body temperature, blood oxygend aignals related to respiratory
inductive plethysmography, ECG, EEG, and EMG.

X Bio-kinetic sensors, that measure acceleration and angular rate of rotation derived from
human movement.

X Ambient sensors, that measure environmental phenomena, such as hiighdjtypund,

pressure level and temperature.
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1.1.3 Communication Technologies

Bluetooth

Bluetooth technology was designed as a short range wireless communication standard, and later
widely used for connecting a variety of personally carried devices to suggiartand voice
applications. As a WPAN technology, two or more (up to eight) Bluetooth devicasafshort

range network calledi€onet, where devices are synchronized to a common clock and hopping
sequence at the same physical channel. Bluetooth depeeste in the 2.4 GHz ISKindustrial
Scientific Medical)band, utilizing frequency hopping among 79 1 MHz channels at a nominal
rate of 1,600 bps/sec to reduce interferen&hen et al., 2010)

Bluetooth Low Energy

Bluetooth Low Energy technology, formerly known as Bluetooth Low End Extension (BLE), and

later Wibree, provides ultidw power consumpdin and cost. It was designed to wirelessly

connect small devices to mobile terminals. Its major difference from Bluetooth resides in the
radio transceiver, baseband digital signal processing and data packet format. Using fewer
channels for pairing devicesynchronization can be done in a few milliseconds compared to
%OXHWRRWKY{fV VHFRQGYV W FDQ EHmbd2WHip3 RudlLsjdtadone QW R W
chips. Standhlone chips are intended to be equipped with sensors/actuators and to communicate
with other standalone or duatode chips, while duahode chips are also able to connect to

conventional Bluetooth devices.

Compared to its counterpart Zigbee technology, Bluetooth Low Energy technology has less
communication overhead because it is devisedrfa-WBAN communication exclusively by
supporting a single hop topology, short range coverage, and compatibility with widely used
Bluetooth devices(Chen et al., 2010)However,Hughes, Wang, and Chen (201)se that
although the likely wide adoptioof BLE as a low power WSN standard cannot be ignored, the
standard does not support QoS and is not specifically designed for WBAN applications.

Zigbee/IEEE 802.15.4

ZigBee/IEEE 802.15.4 targets leshatarate and lowpowerconsumption application€hen et
al. (2010)mention some reasons why Zigbee has become popular for communicationsnbetwe

Sensors:
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X It incurs low energy consumption for communications between the nodes
x It has a low duty cycle that enables it to provide longer batterfolifine node.
X Its communicatia primitives enable lowatency communications

X It supports 12&it secuity.

Chen et al. (2010gentify the MAC layer respnsibilities of IEEE 802.15:4gererating network
beacons, synchronizing to network beacons, supporting MAC association and disassociation,
supporting MAC encryption, employing unslotted/slotted CSMA/@Zarrier Sense Multiple
Access/Collision Avoidancenechanism for channel access, aatidiing guaranteed time slot

(GTS) allocation and management. The authalso mention some concerns about Zigbee:
WBANS operate at 2.4 GHz and suffer from significant and highly variable path loss near the
human body causing Zigbee to yield unsatisfacfmsformance; the maximum supported data

rate is only 250 kbps which is inadequate to supporitire@l and largescale WBANS; and there

are other issues such as power, data rate, and frequency. ZigBee Health Care public application
profile provides a fletble framework to meet Continua Health Alliance requirements for remote
health and fithess monitoring. ZigBee may have a better chance to be adopted in the area of home
automation and industrial automation and contiblighes et al. (2012pose that although
802.15.4 has been proven as a suitable standard forlmopltWSNs providing QoS and adequate

data rates, it is not the best solution for low power commuaitain WBANS.

Other Technologies

Chen et al.(2010) and Patel and Jianfeng (201Qnention some other communication

technologies:

X ANT is a proprietary sensor network technology with the features of awigight
protocol stack, ultrdow power consumption, and a data rate of 1 Mbps. ANT works in
the 2.4 GHz ISM band and employs the TDM[Ame Division Multiple Accessaccess
method.

X RuBee is a twavay, active wireless protocol that uses long wave magnetic signals to
send and receive short (128 byte) data packets in a local network.

X Sensium provides proprietary ultrdow-power platform for low data rate dyody

applications. Using singleop communication and centrally controlled sleep/wakeup
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times leads to significant energy savings. It is featured as an-lawrpower
(BmA@1.2V) solution.

x Zarlink uses a Ree8olomon coding scheme together with CRGyclic Redundancy
Check)error detection to achieve an extremely reliable link, as supported by a proprietary
ultraORZ SRZHU 5) WUDQVPLWWHU FKLS DV DQ ,PSODQWDE
RFchiS KDV EHHQ XVHG LQ WKH ZRUOGYV ILUVW VZDOORZDI

1.1.4 IEEE 802.15.6 Standard

The IEEE 802.15.6 Standard speciféhsrt-range, wireless communications in the vicinity of, or
inside, a human body (but not limited to humars)uses existinglSM bands as well as
frequency bands approved by national medical and/or regulatory authdtritibsws devices to
operate on very low transmit power for safety to minimize the specific absorption rate (SAR) into
the body and increase the battery (I cEE Stamlard for Local and metropolitan area networks
Part 15.6: Wireless Body Area Networks," 2012)

ThegFigurel.5(shows the networktartopologysuggestetby the IEEE 802.15.6 Standard.

Figurel.5. Network topology in IEEE 802.15.6

All nodes andhe hubare internally partitioned into a physical (PHY) layer and a medium access

control (MAC) sublayer, in accordance with the IEEE 802® reference mébe|Figure 1.6
depicts the reference model for the IEEE 802.15.6 Standard.
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Figurel.6. Reference model in IEEE 802.15.6 Standard

The IEEE 802.15.6 Standard divides the channel ietcon periods or superframes of equal
length. Each beacon period contains a number of allocation slots used for data transmission. The
hub transmits beacons to define the beacon period boundaries and the slot aldgatierally,

the hub transmits beag® in each beacon period except those that are ingtlikad, Mohaisen,

& Alnuem, 2013) TheFigure1l.7|depicts the time reference base proposed by the IEEE 802.15.6
Standard.

Figurel.7. Time reference base in IEEE 802.15.6

The IEEE 802.15.6Standardprovides three access mechanismsadreacon period: Random
accessIimprovisedaccessand Scheduled access. (i) Random Access Mechatithm hub may

employ either a slotted ALOHA or CSMA/CA protocol, depending on the PHY. The hub
considers slotted ALOHA and CSMA/CA protocols for Uliideband (UWB) and Narrow

Band (NB), respectively; (ii) Improvised and Unscheduled Access Mechattisenhub may use
improvised access to send poll or post commands withoutepegvation or advance notice in
beaconmode @ nonbeacon mode with superframe Inoaries. These commands are used to
initiate the transactions of one or more data frames by the nodes or hub outside the scheduled
allocation interval; (iii) Scheduled and ScheduRalling Access Mechanism&used to obtain
scheduled uplink, downlink, aralink allocations. In addition, the scheduled polling is used for
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polled and posted allocatiofdEEE Standard for Local and metropolitan area netwerRart
15.6: Wireless Body Area Networks," 2012)

The|Table 1.2[ shows the user priority mapping proposed by the IEEE 802.15.6 Statwdard

prioritize the medium access of the MAC frames

Tablel.2. User priority mapping in IEEE 802.15.6

User priority Traffic designation Frame type
0 Background (BK) Data
1 Best effort (BE) Data
2 Excellent effort (EE) Data
3 Video (VI) Data
4 Voice (VO) Data
5 Medical data or network control Data or managemel
6 High-priority medical data or network contr| Data or managemer
7 Emegency or medical implant event report Data

1.2 Problem Statement

Current Personal Areaetivorks (PANs) do not meet the medical (proximity to human tissue)
and relevant communication regulations for some application environrBasisles, ey do not
support he combination of reliability, QoS, low power, data rate, andintarference required

to broadly address the breadth WBAN applications ("IEEE Standard for Local and
metropolitan area network$Part 15.6: Wiradss Body Area Networks," 2012)

Lai et al. (2013havementioredthat minimizingthe power consumption as well as ensurihg

quality of communication links is ahgterm objective, and energafficient MAC and routing
protomls remain to be developed. The authalso mention IEEE 802.15.6 has defined many
WBAN band standards, so developing many upper layer protocols which support a variety of
physical layer charei is an inevitable trend.herefore, drge amounts of work need to be done to

balance the relationship betwettie computational cost arttie acuracy of a system.

Hanson et al. (200%ave mentiored WBANs must effectively transmit and transform sensed
phenomena intealuable information and do so while meeting other system requirements, such
as energy efficiencyMarinkovic, Popovici, Spagnol, Faul, and Marnane (2&0@jgests that it is
useful to have gateway points in thewerk, such as nodes carried around the belt, which are

less power constrained and can be used for network coordination.
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Chen et al. (201Mavementioredthe batteryoperated and low biate features of existing body
sensor devices make it a challenging issue to design an ezféoggnt MAC probcol providing

QoS. The authoralso mentn there is a tradeff into the MAC layer, between reliability,
latency and energy consumption that needs to be resolved. Low duty cycle leads to lower
throughput and higher packet delay. Adaptive adjustment of duty cycles is thus desirable for
better peflormance. How to design a service differentiation and scheduling strategy that meets the
reattime demands of certain sensors, while taking advantage of such broad sensor heterogeneity

is also a significant challenge.

Ullah et al. (2009)have mentiored design and implementation of a new TDMA protocol is
required which can accommodate the heterogeneous WBAN traffigopwerefficient manner.

The authes also mention MAC transparency has been a hot topic for the MAC designers since
different bands have different characteristics in termbefthta ratethe rumber of sulbchannels

in a particular frequency band/channel, ahd data prioritization. Therefore, agood MAC
protocol for a WBAN should enable reliable operation on MICS, ISM, and UWB bands
simultaneouslyHayat et al. (2012have mentioned that TDMA is the most suitable scheduling
scheme, even though itequires extra power consumption due to its sensitivity for

synchronization.

Patel and Jianfeng (2010j)ave mentiored harmonized coexistence of multiple collocated
WBANSs in crowded places such as hospital elewatord wards needs a robust MAC protocol.
Efficient duty cycling methods have to be developed to minimize power cotisamuathout
compromising QoS. Furthermordet MAC protocol should be able to cope with topology and
density changes induced by nodes mgvin and out of range due to body movements.
Marinkovic et al. (2009suggest that if several networks should coexist in close vicinity, they

should use different frequency channels.

Latré et al. (2011havementiored some nodes equipped with both RF and BB&dy-Coupled
Communication)FDSDELOLWLHYV $V D %&& LV Uhe\BGOJarbéH®BdW R D St
discover and identify sensor nodes on the same body and for waking up RFm@midew-

power sleep mode. The auth@so mention that several QoS solutions specific for WSNs have

been proposed, but these solutions mainly focusnenor a few QoS features such as reliability,
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delay, bandwidth specification or reservation. It is important to achieve the right balance between
power consumption and the desired reliability of the system

Alemdar and Ersoy (2010have mentiored a mddleware helps to managthe inherent
complexity and heterogeneity of medical sensor networks, isolating common behavior that can be
reused by several applications and to encapsulate it as system services. In this way, multiple
sensors and apphtions can be supported easily aedource management and plug and play

function becomes easy.

J. Y. Khan et al(2010)pose that into a WBAN it is advised to reduce the number of transmitted
packets from sensor nodes reducing the contention level and power consumption of nodes in the
network and improving reliability and delay performarnte.achieve these objectives, the sensor

nodes may aggregate multiple physiological datd transmit in a single packet.

WBANs need higher security level in order to protect personal information. Multimodal
authentication schemes based on human faced,features, and EEG signals, are being actively
developed in both academia and indug@yen et al.2010) Misuse or privacy concerns may
restrict people from taking advantage of the full benefits from a WBAN. Even if the network is
unattended foa longer time, security measures shaaildaysbe inthe hghest priority modgAl
Ameen, Liu, & Kwak, 2012) The implementation of data security and privacy mechanisms
carries some tradeffs to be considerelike: conflicts ketween security and efficiency, between
security and safety, and between security and usalliifywenjing, & Kui, 2010) Gope and
Hwang (2016)have enumerated the main security issues for WBANs used in healttatae:

privacy, data integrity, data freshness, authentication, anonymity, and secure localization.

Caldeira, Rodrigues, and Lorenz (201ve mentioned that one of the emerging challenge
caused by the mobility of the sensor nodes is their network coverage. To deal with this issue
WBANSs should enclose multiple access points and support route variations in order to reach each
sensor node. Moreover, to get continuous access to the sedssr aovalid route to each one at
all times must be available. The mechanism to support the point of attachment change to the
network is known as handover. One of the most difficult challenges in handover mechanisms is

determining the exact moment at whtohperform the attachment point change.

The energy harvesting sources in the human body can be either predictable (e.g. heart

contractions or chest movement for breathing) or unpredictable (the motion of walking or the
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body temperature difference. The hamenergy harvesting capabilities should be considered in
the design of new protocols an architectufdsarra, Antonopoulos, Kartsakli, & Verikoukis,
2013) However, the scarce energy collected by human motiolm)gawith the strict
requirements of vital health signals in terms of QoS, raises important challenges for WBANs and
stresses the need for new integrated -@o@re energy management schen{#zarra,
Antonopoulos, Kartsakli, Rodrigues, & Verikoukis, 2016)

According tothe aforementioned aspects and all main challenges, the selected chahemhges
will be tackled withthe proposed architecture are: Energy Efficiency, Quality of Service,

Reliability and Context awareness.
1.3 Research Objectives

1.3.1 General Objective

The main ofective of this research projecttsdesign anewreliable, contexaware and energy
efficient architecturdor Wireless Body Area Networks, ensuring Quality of Serand fairness

in Sports aplications

1.3.2 Sub-objectives

1. Designng a contextaware andenegy-efficient mechanisnfor providing Quality of

Serviceand reliabilityin Wireless Body Area Networkssed in Sports applications

2. Designing areliable aad energyefficient mechanism for providingacket loss recovery

and fairnessn Wireless Body Area Btworksused in Sports applications

3. Designng a contextaware and energiefficient rate control scheme forproviding
congestioncontrol and fairnessin Wireless Body Area Networksised in Sports

applications

1.4 Methodological Approach

For accomplishing theesearch objectives, the architectumas designed as arosslayer
solution definng its assumptionsiequirementsand topologies Then, itwas divided in three
main phases{(i) Desigring of a MAC protocol(implemented over the Application and MAC
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layerg for providing contextawarenessreliability and energy efficiency; (i) Desigmg of a
Transport protoco{(implemented over the MAC layefdr providing loss recovery and fagss;
and (iii) Desigiing of a ratecontrol schemgimplemented over thApplication andMAC layers)

for providing congestion contraind fairness

The subobjectiveonewas accomplished with the design d#lAC protocol The MAC protocol

was made in two stages: (i) Dediggm of a MAC protocol for providing emergency awareness
and eergy efficiency; and (ii) Desigmg of a MAC protocol for providing context awareness,
reliability and energy efficiencyA comparative analysis was made between the designed MAC
protocol and the IEEE 802.15.6 Standdfdr the evaluationhe designed M& protocol was
compared against WSN MAC protocol called -MAC (Timeout MAC), the IEEE 802.15.4
StandardVIAC protocoland the IEEE 802.15.6 Stand@id\C protocol

The subobjectivetwo was accomplished with the design of a Transport protddw. transpdr
protocol was designed ugirthe previously proposed MAC gipcol. The designedransport
protocol wascomparatively anaed against the IEEE 802.15.6 Standerdrder to show the
performance ofthe loss recovery Far the evaluation, the designedarisprt protocol was

comparedvith the previously proposed MAC protocol and the IEEE 802.15.6 Standard.

The subobjectivethreewas accomplished with the design of a rate control sché&ime.rate
control scheme was designed using the previously proposed M#&Gcplt. For the evaluation,
comparisons were made between the previously proposed MAC protocol and the IEEE 802.15.6
Standard with and without the use of the proposed rate control sébeméigating the packet

congestion in the WBAN

1.5 Main Contributions and Originality

The main contributions of this reseammioject aregpresented as follosy

A new energyefficient and emergencyaware MAC protocol for Wireless Body Area
Networks. This new MAC protocol for WBANs is based on the existing MAC protocol
descriled in the IEEE 802.15.6 standard, but with some modificatiotise access phases and
the access methods for each beacon péni@ider to provide more emergency awareness while

keeping energy efficiency.
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A new contextaware and reliable MAC protocol for Sports Wireless Body Area Networks.

This new MAC protocol for WBAN is a crosdaye design and isbased on thereviously
proposedMAC protocol, but taking into account the unique characteristics of sports \WBAN
where is not uncommon to have sporadic gaecy traffic and a high amount of normal traffic.

The proposed protocol emphassz reliability and uses contexawareness for changing
transmission schedules while providing quality of service in emergencies and keeping energy

efficiency.

A new reliable transport protocol based on losgsecovery and fairness for Sports Wireless

Body Area Networks This new transport protocol is aosslayer design that uses losscovery

and fairness to provide reliability. The protodsl based on the previously proposkthC
protocol. Itdetects oubf-sequence packets and requests retransmission of the lost packets. It
outperforms thepreviously proposedAC protocol and the IEEE 802.15.6 Standard in the
percentage ahepacket loss, while maintaining a similar energpgumption.

A new rate control scheme for congestion control in Sports Wireless Body Area Networks
This new rate control schenie providedfor mitigating congestion in WBANand isbased on
the previously proposed MAGrotocol. The scheme is contetvae and responses to
emergency events in any node controlling the normal traffic Ta proposed solution improves
the performance of both tipeeviously proposeMAC protocol and the IEEE 802.15.6 Standard.

A new reliable, contextaware and energyefficient architecture for Wireless Body Area
Networks used in Sports applications The architectureput together the three solutions
previously proposedthe MAC protocol, theransport protocol and the rate control scheme
order to offer relialiity, context awareness and quality of servieehile keeping energy
efficiencyin the whole WBAN

1.6 Organization of the Thesis

The remainder of this document is organized as follows:

Chapter 2 = Literature Review: this chapterpresents abibliographic review ofWBAN
soluions in eacHayer of the communication protocol stadk also preents some crodayer

solutions a brief of WSN and WBAN solutionsand some proposed architectures
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Chapter 3 = Energy-Efficient, Context-Aware and Reliable MAC Protocol for Sports
Wirel ess Body Area Networksthis chaptepresentsa new MAC protocol for WBAN based
on the eisting MAC protocol described in tHEEE 802.15.6 Standard.

Chapter 4 +Reliable Transport Protocol based on Losfkecovery and Fairness for Wireless
Body Area Networks: this chaptepresentsa new tansprt protocol for WBANSs used inp®rts
applicationslt is based on the energfficient and emergenegware MAC protocopresented in
Chapter 3.

Chapter 5 +Rate Control Scheme for Congestion Control in Wireless Body rka Networks:
this chaptepresentsa newrate control scheme fromitigating congestion in WBANs based on
the energyefficient and emergenegware MAC protocopresented ilChapter 3.

Chapter 6 tProposed Architecture: this chaptempresentshe assumptias) therequirements,
the topologiesand the proposed phases for the WBAN architeciure architecture is evaluated
through the comparison with other architectulealsosummarizes the whole architecture as the
join of the three solutions previouslygposed: the MAC protocah Chapter 3 the tansport

protocolin Chapter 4and the rate control schenmeChapter 5

Chapter 7 +Conclusion this chaptehighlights the main contributi@of this research project,

its limitations andhe future research.
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CHAPTER2  /,7(5%$785( 5(9,(:

Akyildiz et al. (2002)haveproposel the Sensor NetworRrotocol Stack used by the sink node
and the sensor nodes and it is depicted inRigere 2.1} This protocol stack consists ofve

layers: the Application layer,the Transport layerthe Network layer,the Data link layer,the

Physical layer; and three planes: Power management plane (how a sensor node uses its power),
Mobility management plane (detecting and registering the moveofiesensor nodes) and Task

management plane (balancing and scheduling the sensing tasks given to a specific region).

Figure2.1. The Sensor NetworRrotocol Stack

We investigate the main challenges andatead work for each layeof the communication
protocol stackFirst, in the ®ctiors 2.1 to 2.5we review thefive layers of the protocol stack
highlighting someproposedprotocols andolutions Second, in the &tion 2.6 we review some

proposedcrosslayer solutions.Finally, in the ®ction 2.7we present a comparative analysis
between WBANs and WSNs
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2.1 Physical Layer

The physical layer is responsible for frequency selection, carrier frequency generation, signal
detection, modulation, and data encrgpt(Akyildiz et al., 2002)The physical s@mes outlined

by IEEE 802.15.6 tandard are: Human Body Communication, Narrowbaadd Ultra
Wideband Lai et al. (2013)present tbB WBAN Frequency bands used by the communication

technologies and they are depicted inFfigure2.2

Figure2.2. WBAN Frequency bands

2.1.1 Human Body Communication (HBC)

The HBC specification in the IEEE 802.15.6 Standard uses electric field communication (EFC)
technology. It operates in two frequey bands centered at 16 andNMHz with bandwidth of 4

MHz (Cheffena, 2015)It takes the human body as the data transmission medium and is only
usal by WBANS. Seyedi et al. (2013)dentify three desirable characistics for IntraBody
Communication (IBC) technique: natural security and interferme@e communication, low
energy consumption, frequency reuse. Its primary technology is electric field coupling which

includes capacitive coupling and gahic couplinglLai et al., 2013)

x Capacitive coupling: only one of the electrodes (signal electrode) of the transmitter side
and receiver side is attached to the body while the other eledyomend electrode) is
floating. The signal is generated between the body channel transceiver by making a
current loop through the external ground. The signal electrode of the transmitter induces
the electric field into the human body.

x Galvanic coupling: bth electrodes ohe tansmitter andhe eceiver side are attached to

the human body. Galvanic coupling is achieved by coupling alternating current into the
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human body. It is controlled by aftternating currerflow and the body is considered as a

transgnission line (waveguide).

The authors have mentied that thereliance of the ground capacitive coupling to complete the
current loop means that the capacitive technique is more susceptible to noise interference
compared to the galvanic method. Electronsign induction is commonly used when
continuous, longerm communication is required, such as for a cochlear implant used to restore
hearing. It achieves the best power transfer when using large transmitter and receiver coils.
However, it is impractical wén space is an issue or devices are implanted deep within the
patient. Besided/Jllah et al. (2012mention this technique does not support very high data rate

applications and cannot initiate a communication session from ims&dermanbody.

2.1.2 Narrowband (NB)

The NB layer in the IEEE 802.15.6 Standard is responsible for clear channel assessment, radio
transceiver activation/deactivation and data transmission and reception. The NB physical layer
does not support high data rate aggtions(Cheffena, 2015)

Medical Implant Communications Service (MICS), whids a transmission power of 25 LV

also one of comunication bands suitable for low datde networkgLai et al., 2013)YUllah et

al., 2012) The Wireless Medical Telemetry Service (WMTS) is mainly used in wireless
telemetry in hospitals. The Federal Communication Commission (FCC) urges the use of WMTS
by medical applications due to fewer intenig sources(Ullah et al., 2012) Band F is the
2.36GHz medical band approved by the FCC in the Uniéates.The restricted WMTS (14
MHz) bandwidth cannot support video and voice transmissions, so the Industrial Scientific
Medical (ISM) band commonlysiused in WBANSs operates at @Mz (Lai et al., 2013JUllah et

al., 2012)

2.1.3 Ultra-Wideband (UWB)

The UWB physical layer in the IEEE 802.15.6 Standard operates in both low and high frequency
bands. The low band consists of three channels where channel 2 (mandatory channel) has a
central frequency of 3993.6MHz. The high band has eight channels where channel 7 (mandatory)

has a central frequency of 7987.2MKzheffena, 2015)It is a technique with lovpower and
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high data rate features. Its large bandwidth signals provide robustness to jamming with low

probability of interception.

2.1.4 Network Topology

Lai et al. (2013)dentify the most common network topologies as star topology, mesh topology,
ring topology, and bus topology. The authamsntion that both ring topology and bus topology

are not fit for deploying on a complexmmic human body and there is almost no application
systems using these two topologies because the WBAN scale is small and sink nodes need to
gather body information to send it to remote computers. Hence, star topology and mesh topology
are the st useddpologies for WBANs. The authors also providecparison between star

topology and mesh topologyd itis show in thgTable2.1

Table2.1. A comparison betweestar topology and mesh topology

Star Topology Mesh Topology

Path Loss Nodes on the same side with I¢ Reducing path loss caused
path loss. Nodes on the differg diffraction through multiple hops.
sides with high path loss.

Radio Not suitable for small radi( Adjusting radio propagation range
Transmission | propagation range. changing the number of nodes.
Range

Energy Nodes closer to sink node consu| The nodes nearer to sink node const
Consumption | lower power. more energy, as they have to famd

not only their data but also data frg
other nodes.

Transmission | Sensors connect with sink no{ Nodes closest to sink node get th

Delay directly take the least possible del data quickly, without any intermedia
in transmission. delay.

Inter-User Nodes farther away from sink no( As each node only transmits to

Interference need higher power to transmit da neighbors, the energy of transmissior
with more interference to oth¢low and hence with smalle
nodes. interference.

Node Failue | Only the failed node is affected al The whole network including nodg

and Mobility the rest nodes of network perfor with errors need to be reset.
well.

Chen et al. (201have identifiedsome unique requirements for the design of physical protocols
for WBANS:
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X Seamless connectivity that needs to be maintained in dynamic environmantattempt
to realize the least possible performance degradation in terms of latency, data loss and
throughput.

X In unlicensed bands, robust protocol design is needed to mitigate interference issues as
induced by surrounding devices operating at a higisimission power.

x Power consumption should scale linearly as the data rate is increased in order to obtain a

constant energper-bit information signal.

Sodhro, Li, and Shah (2016ave proposed an energfficient adaptive power contralgorithm

that adaptively adjusts transmission power Ilewelsed orthe feedback fronthe kase station.

The main advantages of the proposed algorithm are saving more energy with acceptable packet
loss ratio (PLR) and lower complexity in implementation of desired {oéfidbetween energy
savings and link reliability.

2.2 DatalLink (MAC) Layer

The data link layer is responsible for the multiplexing of data streams, data frame detection,
medium access and error cont(dkyildiz et al., 2002) The original purpose of this layer is
achieving maximum throughput, minimum delay, and to im&e the retwork lifetime by
controlling the main sources of energy waste: collisions, idle listening, overhearing, and control
packet overheaflLai et al., 2013)Ullah et al., 2012JHughes et al., 20127 collision occurs

when more than one packet transmits data at the same time. The collided packets have to be
retransmitted, which caumes extra energy. Idle listening means that a node listens to an idle
channel to receive data. Overhearing means receiving packets that are destined to other nodes.
Control packet overhead means that control informasoadded to the payload.herefore a

minimal number of control packets should be used for data transmissiahn et al., 2009)
Ullah et al. (2009jnention that generally, MAC protocols are divided into two groups:

X Contentionbased (random access based) MAC protocols: i.e. Carrier Sense Multiple
Access/Collision Avoidance (CSMA/CA) protocpishere nodes contend for the channel
to transmit data. If the channel is busy, the node defers its transmission until it becomes
idle. These protocols are scalable with no strict time synchronization constraint. However,

they incur significant protocol @rhead.
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X Schedulebased (polling based) MAC protocols: i.e. Time Division Multiple Access
(TDMA) protocols, where the channel is divided into time slots of fixed or variable
duration. These slots are assigned to nodes and each node transmits duringatgsdlot
Hughes et al. (2012nention these protocols are enempnserving protocols. Since the
duty cycle of radio is reduced, there is no contention, idtenisg and overhearing

problems, but these protocols require frequent synchronization.

Hughes et al. (2012dd a new group of MAC protocols: Hybrid schemes, lmamg contention

and scheduled methods as part of an adaptive scheme. This type of architecture can improve
performance over existing schemes by adapting to network traffic conditions as they arise. A
hybrid MAC can function in contentiebased scheme medvhen traffic is light and convert to a

scheduleebased scheme when traffic is heavy.

J. Y. Khan et al(2010)pose that if a node generates any urgent data in-act@duled manngr

then a TDMA or schedulebased system will have difficulties to transmattata immediately.
Whereas, as soon as any ssumeduled data is generated at a node the contéyaimd nodes

can transmit the data provided that the node has the necessary priority. The main disadvantage of
a contentiorbased protocol is that it could introduce a variable and longer delay iathe livad

in a network is high. If the traffic load remains fairly stable and lower than about 70% of a

network capacitythen a contenticibased protocol offers reasonably low and bounded delay.

(Ullah et al., 202); Ullah et al.(2009) compare CSMA/CA and DMA protocols and this is

shownin|Table2.2

Table2.2. CSMA/CA vs. TDMA protocols

Performance Metric CSMA/CA TDMA
Powver consumption High Low
Traffic level Low High
Bandwidth utilisation Low Maximum
Scalability Good Poor
Effect of packet failure Low Latency
Synchronisation Not Applicable| Required

The MAC layer should support Multiple Physical layers (MeRRHY's) canmunication. In other
words, itshould supporthe simultaneous operation on-body (MICS) and onbody frequency
bands/channeldSM or Ultra-Wide Band- UWB) at the same time. Other important factors are

scalability and adaptability to changes in thewwek, delay, throughput, and bandwidth
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utilization. Changes in the network topology, the position of the human body, and the node
density should be handled rapidly and successf@lgsides, te MAC protocol for a WBAN
should consider the electrical propes of the human body and the diverse traffic reatfrin

body and orbody nodegUllah et al., 2009)

The aergy efficiency is one of the most important factorsMAC layers in WBAN.Chen et al.
(2010) have mentiored that body sensors have arydimited battery capacity, especially for
those sensors which are placed inside the body. To increase the lifespan of these sensers, energy

efficient MAC protocols play an important role.

Ullah et al. (2012have mentiored that for emergency applications, the MAC protocol should
allow in-body or onbody nodes to get quick access to the channel (in less than one second) and
sending the emergency data to the coordinator. One such example is the detectioregdlar
heartbeathigh or low blood pressure or temperature, and excessively low or high blood glucose
level in a diabetic patient. Reporting medical emergency events should have a higher priority than

nonmedical emergency (battery dying) events.

Chen et al. (2010); Hughes et @012); Ullah et al. (2009ave listedsome MAC protocols for
WBANS:

x Body SensorNetwork MAC (BSN-MAC) is a dedicated ultrlow-power MAC protocol
designed for star topology WBANS. It adjusts protocol peaters dynamically to achieve

best energy conservation on energy critical sensors.

x H-MAC is aTDMA-based MAC protocol designed for WBANS, which aims to improve
energy efficiency by exploiting heartbeat rhythm information to perform time
synchronization. Howing the rhythm, biosensors can achieve time synchronization
without having to turn on their radio to receive periodic timing information from a central
controller. However, the heartbeat rhythm information varies depending on the patient

condition andt may not reveal valid information for synchronization all the time.

x |EEE 802.15.4 is a lowower protocol designed for low data rate applications. Some of
the main reasons of selecting IEEE 802.15.4 for a WBAN areplmmer communication
and support ofdw data rate WBAN applications. Since the IEEE 802.15.4 operates in the

2.4 GHz unlicensed band, the possibilities of interference from other devices such as
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IEEE 802.11 and microwave are inevitable. Although 802.15.4 can provide QoS, the
technology is noscalable in terms of power consumption and cannot be used as a single
solution for all WBAN applicationgLatré et al., 2011)Besides, it cannasupport high

data rate applications (>250 kb/s) and it targets at relatively long transmission distance
(10&5m)(Bin, Zhisheng, & Chang Wen, 2013)

ReservatiorBased Dynamic TDMA Protocol (DTDMA) was originallyrgposed for

normal (periodic) WBAN traffic where slots are allocated to the nodes which have
buffered packets and are released to other nodes when the data transmission/reception is
completed. For normal (periodic) traffic, the DTDMA protocol provides more
dependability in terms of low packet dropping rate and low energy consumption when
compared with IEEE 802.15.4. However, it does not support emergency -afeinamd

traffic.

S-MAC is a synchronous protocol where the basic idea is for nodes to sleepgadisiod

and have each node somehow aware of all other nodes sleeping patterns. It is designed to
save energy by periodically switching between active and sleep states, thereby making
tradeoffs between energy and latency according to traffic conditionsdelivers
significant energy improvements over 802.11 but the duty cycle is required to be
synchronized to a specific traffic load. Thus its performance suffers under varying traffic

loads.

TimeoutMAC (T-MAC) is an adaptive eneregfficient MAC protocol fo WSNs, which
proposes an adaptive duty cycle that dynamically ends the active part of the cycle to
reduce the energwasted on idle listeningvan Dam & Langendoen, 2003} shortens

the ative period if the channel is idle. The nodes will return to sleep mode if no packet
received during this windowr-MAC improves on SMAC by listening to the channel for

only a short time after the synchronization phas®IACT uses one fifth of the engy

used by SVMIAC. However these gains come at the cost of reduced throughput and

increased latency.

Preamblebased TDMA Protocol (PBDMA) has beenproposedand the simulations
haveshownthat it outperforms IEEE 802.15.4 protocol in terms of energy effay, but
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the results are valid for normal traffic only and do not consider the behavior of emergency
and onrdemand traffic.

x BodyMAC Protocol is a TDMAbased protocol where the channel is bounded by TDMA
superframe structures with downlink and uplink stdvhes. The downlink frame is used
to accommodate the edtemand traffic and the uplink frame is used to accommodate the
normal traffic. It accommodates the-damand traffic using the downlink subframe.
However, in case of loypower implants (which shouldohreceive beacons periodically),
the coordinator has to wake up the implant first and then send synchronization packets,
but the wake up procedure for lggower implants is not defined in the protocol. Besides,
there is no proper mechanism to handle theergency traffic(Gengfa & Dutkiewicz,
2009)

x Body Area Network MAC (BANMAC) is a MAC prtocol that monitors and predicts the
channel fluctuations. It schedules transmissions opportunistically when the Received
Signal Strength (RSS) is likely to be higher. The MAC protocol is capable of providing
differentiated service and resolves-atannel interference in the event of multiple
WBANSsin vicinity (Prabh, Royo, Tennina, & Olivares, 2012)

In a WBAN, most of the traffic is correlated, i.e., a patient suffering from a fever triggers
temperature, blood pssure, and respiration sensors at the same time. These changes may also
affect the oxygen saturation level (SpO2) in the blood. These kinds of physiological parameters
increase the traffic correlation. A single physiological fluctuation triggers manyrseatsthe

same time. In this case, a CSMA/CA protocol encounters heavy collisions and extra energy
consumption{Hughes et al., 2012; Ullah et &2009)

The Quality of Service (QoS) is also an important factor of a good MAC protocol for a WBAN.
This includes pointo-point delay and delay variation. In some cases;tnee communication is
required for many applications such as fithess and meslicgéry monitoring application€hen

et al. (2010)have also identifiedsome represgative works in Quality of Service (Qo0S)

provisioning:

X BodyQoS aims to provide QoS in WBANs with prioritized data stream service,

asymmetric QoS framework, radagnostic QoS, and Adaptive Bandwidth Scheduling. It
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consists of three components: Admissioon€ol, QoS Scheduler ara Virtual MAC
(VMAC).

x The Distributed Queuing Body Area Network (DQBAN) MAC protocol aims at
providing better QoS support. It uses a cilager fuzzy rule based scheduling algorithm
to optimize MAC layer performance in terms ad®and energy efficiency.

x Employing the IEEE 802.15.4 Beacenabled mode for QoS provisioning, researchers
have proposed a QoS provisioning framework for WBAN traffic using the corresponding
supefframe structure. The framework utilizes both the contenéiccess periods (CAP)
for time-critical traffic, and guaranteed time slots (GTS) in contentiea periods (CFP)

for periodic traffic.

Yan and Dolmans (200%)ave proposed a priorfyuaranteed MAC protocol for BANSs. This
protocol adopts dedicated control channels to make the data channels collision free in order to
support high data rate communications. Control channels are split into appisjaicific sub
channels, and hence the access contention is redtriot the samepplication categoryAl
Ameen, Ullah, Chowdhury, Islam, and Kwak (20bh2ye proposed a MAC protocol for WBANSs
using ondemand wakeaip radio through a centralized and coordinated external -wake

mechanismThe probcol improves the power efficiency and delay.

Junsung and Jeong Gon (201#ve proposedn energyefficient MAC protocol for WBAN

through flexible frame structure. It is based on superframe structure, and it is subdivided by four
steps. First, the hub receives a beacon from each waottethe node data transmission
information and data size. Second, the hub carries out synchronization with each node based on
WKH GDWD WUDQVPLVVLRQ LQIRUPDWLRQ 7KLUG D FKDQQH
channel between the hub and eaclden The final step is where data transmission is controlled

while the channel is being assigned and connection is established babedtmannel schedule.

If data exists in EAP1 but no data exists from the following RAP1, the node would be changed to

the sleep mode after sending data on EAP1. In this way, energy consumed by the node can be
saved. Since information is exchanged only when a mutual channel is established, QoS cannot be

guaranteed.

Tobon, Falk, and Maier (2013yesent some contegtvare stutions into the MAC layer. The

authos mention three MAC protocols like a TDMBased protocol, to guarantee réaie
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transmission of lifecritical data; and TAEMAC (Traffic-Aware Dynamic MAC) protocol,
where each node can adapt its wakeinterval with respect to all neighboring nodes adiog

to given traffic variations.

Rezvani and Ghorashi (2013jave proposeda contextaware and channélasedresource
allocation for WBANs The authorsisean adaptive resource allocation and traffic prioritization
according to the medical situation of user and channel condition. Based on the transmission
cycle, the authors divide medical nodes in permanent r{@adesh transmit every beacon period)

and impermanent nodes (with the transmission cycles greater than one beacon period). The
authors change the predetermined transmission cycle of a medical sensor node when an

emergency happens for that node.

Otal, Alonso, and Verikoukis (200%ave proposed DQBAN (Distributed Queuing Body Area
Network), a novel croskyer fuzzyrule scheduling algorithm with energyvare radio activation

policies. The main idea is the integratiof a fuzzylogic system in each body sensor to deal with
multiple crosdayer input variables of diverse nature in an independent manner. DQBAN
operates afi) a slotted Aloha protocol for light traffic loadij) a reservation protocol for high

traffic load; and(LLL D 3SROOLQJ" SURWRG R3H WHhQEKdod DUHMHHIHG DW D
VORW’

Hyosun and Nak Myeong (201&gavepropose an enhanced Continuous Frame Transmission
(CFT) method to increase the egerefficiency of ultralow-power devices under strong
interference. CFT is a hybrid TDMA and random access MAC protocol with carrier sensing
method. CFT controls the frame transmission bunches considering the effect of interference that
changes according the number of neighbor wireless devices.

Bin, Zhisheng, and Chang Wen (201iave presentd CA-MAC, a ContextAware MAC
protocol that is able to adopt different transmission strategies depending on the vaiffiation
patient activity, vital life signs, or environment status. The protocol is designed around a hybrid
frame structure, a chanralvare adjustment of access mechanisms, and teafface adjustment

of transmission priority. The protocol incorporates a lylapproach to channel access using a
TDMA and contentiorbased model to reduce energy consumption and latency, allowing to the

priority nodes to obtain a higher duty cycle and to be allocated more slots for data transmission.
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Beacon packets are broadcastdefine the frame structure in every frarmidis could cause
excessiveontrol packet overhead.

Liu, Li, Yuan, and Liu (2015have proposed an energfficient MAC protocol named (ast
SleepPreempiSupported (QSPS) which is mainly TDM#ased. The nodes transmit packets in
the allocated slots, while entering theS@@ep mode in other slots. Moreover, for a node with
emergency packet, it can broadcast a special designed Awakeninggeléssvake up thehole
network and to preemphe right to use the current slot to transmit that emergency packet, thus

decreasing delay.

F. Wang et al. (2015)ave proposed an energificient MAC protocol for WBANs based on
human body posture under walking scenditye postureaware dynamic protocol for lifetime
maximization (PADPLM) exploits the posture and local information aitlio channel state and

residual energy.

2.3 Network Layer

The network layer is responsibfer providing special multhop wireless routing protocols
between the sensor nodes and the sink (Akigldiz et al., 2002) Although MAC protocols can
solve many problems iWBANS, they do not cover addressing and-eménd package delivery

problems which rely on routing protocdlsai et al., 2013)

Ullah et al. (2012hawe identifiedthe specific characteristics of the wireless environment on the

human body:

x The available bandwidth is limited, shared and can vary due to fading, noise and
interference.

X The nodes that form the network can be very heterogeneous in termelablavenergy
or computing power.

X An extremely low transmit power per node is needed to minimize interference to cope
with health concerns and to avoid tissue heating.

X The devices are located on the human body that can be in motion (changes in the network

topology).
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Ullah et al. (2012have alsayiven an overview of existing routing strategies for WBAN. These
can be categorized into three groups:

x Temperature based routing: the radiation absorption and heating effects on the human
body are important issues when considering wireless transmission around and on the
KXPDQ ERG\ 7R UHGXFH WLVVXH KHDWLQJ WKH UDGLRTY
traffic control algorithms can be used. The-bitects caused by radio frequency editin
are highly related to the incident power density, network traffic and tissue characteristics.
Another approach is to balance the communication over the sensor nodes.

x Cluster based routing: protocols can use clustering to reduce the number of direct
transmissions to the remote base station, selecting a cluster head at regular time intervals
in order to spread the energy dissipation. The cluster head aggregates all data and sends it
to the base station.

x Crosslayerbased routing: Crodayer design is avay to improve the efficiency of and
the nteraction between the protocols in a WSN by combining two or more layers from
the protocol stack. One example of cresger protocol specifically designed for WBANS
is CICADA (Cascading Information retrieval [iontrolling Access with Distributed slot
Assignment) It uses the same packets to take care of both medium access as well as
routing. The packets are used to detect the presence or absence of the children and to
control medium access. The protocol setagpanning tree and divides the time axis in
slots grouped in cycles in order to lower the interference and to avoid idle lis(exiaty
et al., 2012) CICADA-S became one of the first protocols where appropriate security
mechanisms are inqmorated into the communication protocol while addressing the
lifecycle of the sensord.atré et al., 2011)

Lai et al. (2013)present a summary of existing WBANuting protocols and it is shown the

Table2.3|with the resolved issues

Table2.3. Summary of existing WBAN routing protocols

Protocol Content Resolved Issues

FPSS Choosing path intelligently among nodes based Energy balance
heuristic seHadaptive algorithm in energy constrain
onbody network.

PRPLC | Forwarding packets to proper neighbors by predic Topological partition




35

Protocol Content Resolved Issues

of postural trenglbased on link likelihood fact.

TARA Establishing route to detour around hotspots area | Minimizing the therma
a withdrawal strategy. effects of Implantd

LTR Always choosing neighboring noslevith the lowest biosenscs
temperature as next stop.

ALTR Choosing next stop by both the lowest tempera Implanted biosensors
node and the shortest hop count.

LTRT Choosing the shortest path based on a Dak Implanted biosenser
algorithm with the weight of temperature.

Maskooki, Cheong Boon, Gunawan, and Low (20i&)e proposed an adaptive routing protocol

for WBANS. It minimizes the energy cost per bit ofamhation by using the channel information

to choose the best strategy to route data. In this approach, the source node will switch between
direct and relayed communication based on the quality of the link and will use the relay only if

the channel qualitis below a certain threshold.

Rui, Dingjuan, Pathmasuntharam, and Yong Ping (20B%E proposed an opportunistic relay
protocol with dynamic schedulintpr WBANS. The protocol uses a predefined relaying node
active during the data relaying process even if it is not eletitteghieves 50% reduction in data

relaying failure rate, which in turn improves the packet delivery rate (PDR).

2.4 Transport Layer

This layer is especially needed when the system is planned teégsad through the Internet or
other external network§Akyildiz et al., 2002) Traditional transport layer protocols such as
Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) are too heavyweight
and complex for WBAN applications resulting latency and excessive energy wastage for low
power wireless networks. Protocols need to provideterahd reliability, QoS in an energy
efficient way and be evaluated using metrics such as Packet Loss Ratio (PLR), latency, and
fairness. Therefore, transq protocols should have components for congestion control and loss
recovery since these two components have a direct impact on energy efficiency, reliability, and
QoS(Hugheset al., 2012)

Since healthcare applications deal with-Gf#tical data, a lost frame or packet can cause an
alarm situation to be missed totally or misinterpreted. Consequently, reliable data delivery is

required. Although there are reliability mecksams at different layers such as automatic repeat
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request (ARQ) at MAC layer, critical WSN applications such as healthcare monitoring require
total endto-end reliability mechanisms. Designing crdgger protocols for ensuring reliable
delivery for diffeent types of traffic is essentialAlemdar & Ersoy, 2010)

There are several transport protocols specifically desigor WSNsChonggang, Sohraby, Bo,
Daneshmand, and Yueming O@6) have categorized them in three groups: protocols for
congestion control, protocols for reliability, and protocols for both congestion control and
reliability.

Congestion Detection and Avoidance (CODA) is an eneffigient congestion control scheme

for WSNs that comprises three mechanis(i)sReceiverbased congestion detectiatit uses a
combination of the present and past channel loading conditions, and the current buffer
occupancy, to detect congestion at each receiver with low @9spenloop, hopby-hop
backpressuret+ a node broadcasts backpressure signals as long as it detects congestion.
Backpressure signals are propagated upstream toward the sourcdjiiar@@losedloop,
multisource regulatiortit is capable of asserting congestiomtrol over multiple sources from a

single sink in the went of persistent congesti¢@.-Y. Wan, Eiseaman, & Campbell, 2011)

Eventto-Sink Reliable Transport (ESRT) is a WSN transport protocol that guarantees event
reliability through endo-end rate adjustment. The etadend rate adjustment in ESRT follows

two basic rules: if the current reliabilityepceived at the sink exceeds the desired value, ESRT
will multiplicatively reduce the source rate. Otherwise, the source rate is additively increased if
the required reliability is not met, unless thesecongestion in the netwo(lkan & Akyildiz,

2005)

In Reliable MulttiSegment Transport (RMST) protocol for WSNs, the reliability refers to the
eventual delivery to all subscribing sinks of any and all fragments related to a unique RMST
entity. A uniqgue RMST entitys a data set consisting of one or more fragments coming from the
same source. Receivers are responsible for detecting whether dragyhant needs to be resent
(Stann & Heidemann, 2003)

Pump Slowly Fetch Quickly (PSFQ) provides reliable transport for WSNs. It uses Nas&d
(Negative Acknowledgement) loss detection and notification, and local retransmission for loss
recovery. In pump operation, the sink slowly and periodically broadcasts packets to its neighbors

until all data fragments have been sent out. In fefmation, a sensor node goesfetch mode
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once a sequence number gap in a file fragment is detected. Finally, in report operation, the sink
SURYLGHY WKH VHQVRU QRGHVY IHHGEDFN LQIRUPDWLRQ RC(
scalable hp-by-hop repoting mechanisnfChonggang et al., 2006)

Improved RateControlled Reliable Transport (IRCRT) protocol for WSNs, consists of four
major components including: congestion detection, rate atiapt rate allocation and efto-end
retransmission. IRCRT implements a NA@&sed endo-end loss recovery scheme. The sink
maintains a list of missing packets per flow. When losses are detected, the sequence numbers of
the lost packets are inserted itigs list. Entries in this list of missing packets are sent as NACKs

by the sink to each source this protocol, nodes can go@¥FF state, and when a node is OFF,

sink does not allocate any rate to it, so other nodes can use better from the chaawigl. cap
When any part of network becomes congested, this protocol only decreases the rate of nodes that
are in the congested part, not all nodes, increasing the chaiizatiah (Akbari & Yaghmaee,

2010)

Some authors have categorized the congestion in WSNs as conteagerh and buffdpased.

The contentiorbased congestiamccurs when many nodes within range of one another attempt to
transmit simultaneously and provoke packet collisions. The bb#feed congestion happens
when the buffer in the hub or any node overflows and causes congestion and packdtsdéisses
Djenouri, BerOthman, & Badache, 2014; Sergiou, Antoniou, & Vassiliou, 2014)

The congestion control schemes follow three steps starting by its detection, then, the
corresponding notification and finally the appropriatégigation. There are several congestion
detection strategies: packet loss, buffer length, channel load, packet service time, channel
busyness ratio and delay. The congestion notification can be implicit (into the data packet header)
or explicit (into speific control messages). The congestion mitigation can be applied to the
traffic originated in each node (decreasing the node rate) or to the network resources (exploiting
idle resources). Congestion control schemes can also be categorized in threeadagsstion
mitigation, congestion avoidance and reliable data trangpeifi et al., 2014; Sergiou et al.,
2014)

Priority-based Congestion Control Protocol (PCCP) is a congestion control approach for WSNs
that uses flexible and distributed rate adjustment in each sensor node considering that sensor

nodes may have different importance and need different throughput. A sensor node with a higher
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priority index enjoys a higher bandwidth and also sensor nodes tbett mpre traffic get more
bandwidth(Kafi et al., 2014; Sergiou et al., 2014)

Enhanced Congestion Detection and Avoidance (ECODA) is a WSN protocol where packets are
dynamically prioritized, using their initial aic packet priority, delay and haount. When
receiving a baclpressure message, the source node decreases its rate, or adjusts the rate for
different paths if there are multiple of théKafi et al., 2014)

Adaptive Rate Control (ARC) is a WSN protocol thatatsecontention in event and periodic
applications by introducing a random delay (back off) at the application layer before transmitting
packets. ARC uses packet loss as collision or congestion indication at each hop to adjust the
transmission rate of peda applications. ARC maintains two independent sets for source traffic
and transit traffic respectively, in order to guarantee fair(i€a et al., 2014; Sergiou et al.,

2014)

Energy Efficient Congestion Contr¢EECC) is a source rate congestion control protocol for
WSNs. Each node adds its current weight, which is defined as the product of the channel
busyness ratio and the buffer occupancy, to the packet received from its children, and passes the
packet to i parent. The sum of such weights is then used. When buffer size and channel
busyness ratio reach their higher threshold, the node sets the congestion notification bit in every
data packet sent. By receiving this notification, the parent calculates theteesnd informs its
children nodeg¢Kafi et al., 2014)

Although WBANs are a subset of WSNSs, there are important differences between them.
Reliability and energy efficiency are essential in both networks. However, WBANs require
higher security, sensor integratiaminiaturization and human compatibility, support of topology
changes due to human body movement, early event detection for emergency states, and context
awareness for responding based on the current situation. The primary concern of conventional
WSNs isenergy saving rather than QoS, which, however, is essential in WBANsultt be
concluded that MAC andransportayer protocols for WSNs cannte directly used in WBANSsS

(Tobodn et al., 2013; Ullah et al., 2012)

Groupbased Reliable Data Transport (GRD$)a protocol that adopts TDMAnd FDMA
(Frequency Division Multiple Access) schemes to control channel access in WBANS. It provides

block feedback message scheme instead of synchronous ACK fdvytiap loss ecovery
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mechanism, which reduces transmission delay and improves the packebrecag{iDaoqu et
al., 2010) Some authors have considered FDMA as a scheme that offers a céikgionedium,
but that requiresadditional circuitry to communicate with different radio channels. This

requirementould increas¢he cost of the sensor nod&semirkol, Ersoy, & Alagoz, 2006)

Samiullah, Abdullah, Bappi, and Anwar (201Rave propose a transport layer protocol for
energyefficient congestion control and reliable aatansfer in WBANS. The proposed protocol

checks the queue length of its successor nodes and itself to determine congestion levels

Kathuria and Gambhir (2014)ave propose a transport protocol for WBANs strucad to
overcome some QoS problems related to this layer like packets handling, reliable packet
transmission with loss recovery and congestion control. The intention of the proposed schema is
to provide endo-end bidirectional (both upstream and downstream) bifunctional (both

packetbasel and evenbased) reliability.

Gambhir, Tickoo, and Kathuria (201Bavepropose a transport protocol for WBA8Ibased on
gueue occupancyith the packet loss for controlling congestion. The proposed scheme consists
of two main phasegi) Quick Start it begins with more number of packets in the beginning; and
(i) Congestion control modulex composed of three syihases: Congestion Detemn,

Congestion Notification and Congestion Avoidance.

A transport protocol for WBAN based on queue occupancy and packet loss for controlling
congestion has been proposed 8ambhir et al(2015) The proposed scheme consists of two
main phases: a quick Start for beginning with more number of packets, and a congestion control
module composed of three sphases: congestion detection, congestion notification and

congestion avoidance.

Anothe congestion control scheme based on fuzzyclog WBANs has been proposed by
Ghanavati, Abawaji, and lIzadi (2015)he proposed system is able to detect congestion by
considering local information such as thefbutapacity and the node rate. In case of congestion,

the proposed system differentiates between vital signals and assigns priorities to them based on
their level of importance.

Misra, Moulik, and HafChieh (2015have proposed a cooperative game theoretic approach for
datarate tuning among sensors in a WBARNis approach tue the dataates based on certain

parameters like criticality index, failure probability, power consumption ratio, along with the
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minimum demands of the sensors. It leads to a better tuning that specially takes care of the
criticality of measured physiofical data, through increasing the dedge for critical sensor

nodes by 10% on average.

2.5 Application Layer

The application layer for a WBAN includes the application running on the node that may be
specific to the sensor type as well as management, secsyrichronization, and query type
functions. Any applicatiospecific QoS constraints, e.g., latency, are handled at this level
together with any data compression and signal processing. At the application layer system
administrators can interact with tm®des by using a Sensor Management Protocol (SMP). A
SMP enables the lower layers to transparently interface with the application layer to undertake
key management tasks such as management of rules relating to attribute naming and clustering,
time synchonization and authentication, sensaregy and data dsemination(Hughes et al.,

2012)

Alemdar and Ersoy (2010)ave mentiored that organizing the data and producing meaningful
information that evives into knowledge is one of the hardest challenges at the application layer.
The organization of ambient sensor data, medical data and other contextual data must be held by
this layer.The authorsalso highlight that users should embrace the systenuflosdtisfaction.

Hence, the development of natural interfaces between a diverse group of people and pervasive

systems is crucial.

Hanson et al. (2009have identifiedsome requirements in order to get widespread WBAN

adoption:
x Value:ithe : % $1 PXVW LPSURYWHlitwdKlHle XVHUTV T

x Safety: wearable and implanted sensors will need to be biocompatible and unobtrusive

and have faultolerant operation.
x Security:the WBAN must provide security measures such as user authentication.
x Privacy: encryption will be necessarypgmtect sensitive data.

x Compatibility: the WBAN nodes need to interoperate with other WBAN nodes, existing
interWBAN networks, and even with electronic health record systems.
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x Ease of usethe WBAN nodes will need to be small, unobtrusive, ergonomic, eapyut

on, few in number, and even stylish.
Training schedules of professional athleteand Entertainment

WBANs aremainly used for motion recognition and physiological status detection, which can
help athletes with scientific training, posture correctang skil improvement(Lai et al., 2013)

Motion sensors can be worn at both hands and elbows, for accurate feature extraction of sports
SOD\HUVY PRYHPHQWYV brHdtdd @&Wuse bf dddEdomkteks PIEces dn different
body areas in order to identify specific postures. With this technology, players in many sports,
such as golf, football, and cricket, can easily improve their performance and avoid injuries due to

incorrect posture¢Chen et al., 2010)

Tobdn et al. (2013have mentiored ABI research has recently reported that by 2017 60% of
WBANSs will be geared twards fitness, performance, and wellness tracking. This comes as no
surprise as sleep, stress, and obesity are three global public health praiRANs may be

used to monitor fitnesgelated activities, including several sensors for measuring different
physiological parameters, like heart rate, energy consumption, fat percentagesi&tiance
meter), body water content or galvanic skin response. Sppglications demand for high

capacity systems to deliver reahe information(Oliveira, Mackowiak, & Correia, 2011)

A flexible, textile capacitive sensor fabricated fratonductive textile patches to measure
capacitance of the human body could reveal information of human activities such as including
heart rate and breathing rate monitoring, hand gesture recognition, swallowing monitoring, and

gait analysigMukhopadhyay, 2015)

Body sensors enable game players to perform actual body movements, such as boxing and
shooting, that can be feedback to tlresponding gaming console, thereby enhancing their
entertainment experiencéShen et al., 2010)

Medical Treatment and Diagnosis

Hanson et al. (2009)onsider that WBAN research has concentrated on healthcare applications,
addressing the weaknesses of traditional patient data collection, such as imprecision (qualitative
observation) and undasampling (infrequenhssessment).
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Health and motion information are monitored in +e@e, and delivered to nearby diagnosis or

storage devices, through which data can be forwarded tsiteftioctors for further processing

(Chen et al., 2010)The data obtained during a latg¢ LPH LQWHUYDO LQ WKH SEC
environment offers a clearer view to the doctors than datained during short stays at the

hospital (Latré et al.,, 2011)Alemdar and Ersoy (201(Mave posal that remote monitoring

capability is the main benefit of pervasikiealthcare systems. Providing réiate identification

and action taking in pervasive healthcare systems are among the main benefits.

Barakah and Ammadddin (2012)have presenéd some examples of combinations sgnsaos

that can be used for medical applications:

x Cardiovascular Disease (CVDJ:includespulse oximeter, heart rate sers@nd ECG
sensos. The corresponding medical staff caraketreatment preparation in advance as
they receive vital information gardingthe reart rate and irregularities of the heart while

monitoring the health status of the patient.

x Paraplegic:it includes accelerometer, gyroscope, sensors for legs position, sensors
attached with nerves, actuators positioned on the tlegfscan s$imulate the muscles.
Interaction between the data from the sensors and the actuators makes it possible to

restore the ability to move.

x Diabetesit includesblood glucose monitor aridsulin actuatas. If the sensor monitors a
sudden drop of glucose, asal can be sent to the actuator in order to start the injection

of insulin. Consequently, the patient will experience fewer nuisances from his disease.

x Visually impaired: it includes artificial retina, matrix of micro sensors arekternal
camera. An artfficial retina, consisting of a matrix of micro sensors, can be implanted
into the eye beneath the surface of the retina. The artificial retina translates the electrical
impulses into neurological signals. The input can be obtained locally frorshgisiive

sensorsor by an external camera mounted on a pair of glasses.

x High Blood pressuret includesblood pressure sensoand actuatos with medicine. If
the sensor monitors a change in blood pressure more than a threshold value, a signal can
be sent tdhe actuator in order to start the injection medicine. Consequently, there is less

chance of strokes.
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x Parkinson's diseasat includes motion sensors aratcelerometar It estimates the
severity of tremor, bradykinesia, and dyskinesia from acceleromatiradd performs a

thorough assessment.

x Postoperative monitoringt includestemperature sensgrblood pressure sensor, heart
rate sensa&; andECG sensa. The patient will no longer need to stay in bed, but will be

able to move around freely.

Quality d life can be significantly improved, in particular for patients suffering from chronic
diseases that require permanent monitoring of vital signs. WBANs may allow the detection of the
early signs of disease and monitoring transient or infrequent e(®hteira et al., 2011)
KNOWME is a platform for monitoring and evaluation of physical aitief pediatric obesity
patients. The fundamental hypothesis of the project is that the movement descriptors captured
using inertial sensors could be used to estirtfaealoric expendituréMitra et al., 2012)The

LOBIN project has been defined as a healthcare IT platftemboth monitor several
physiological parameters (ECG, HR, angle of inclination, activity index and body temperature)
and track the location of a group of patients within hospital facil{ttestodio, Herrera, Lopez,

& Moreno, 2012)

Safeguarding of uniformed personnel

A WBAN employed for military peratons has the following roles:)(ensuring that adequate
water is delivered and consumed) (ieducing the likelihood of body harm attributed to harsh
environmental conditions, such asahstroke, and (jjiimproving the quality of medical care in
the event of an injurfChen et al., 2010)An amperometric sensor composedda multiwall
carbon naatubefunctionalized nylor6 can helpto quantify the amount of sodium ions in sweat
in reattime (Mukhopadhyay, 2015)

A battle dess uniform integrated with a WBAN may become a wearable electronic network that
connects devices such as life support sensors, cameras, RF and personal PDAs, health monitoring
*36 DQG WUDQVSRUWYV GDWD WR DQG IURP WHKKHCOMBROGLHUT
perform functions such as chemical detection, identification to prevent casualties from friendly
ILUH DQG PRQLWRULQJ RI D VROGLHUYV SK\WVLRORJLFDO FRQC(

receives signals with an antenna blended intahif®rm (Ragesh & Baskaran, 2012)
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2.6 Crosslayer Design

Some reasons why the traditional layered approach to netwodndess been questioned are
enumerated byHughes et al. (2012)network heterogeneity, QoS, channel conditions and
performance. Most crodayer schemes involvihe communications between different adjacent

or nonradjacent layers of the protocol stack to improve the performance in some way over the
traditional layered approach. These performance gains can be in the form of energy efficiency,
reduced contention, ber routing decisions or improved reliability. In a network with multiple
nodes all contending for resources, if no arbitration is enforced, QoS constraints can be breached.
A traditional solution to this problem is to use the transport layer to perfongestion control,

find the best path via an effective routing algorithm at the network layer, and use of the MAC
protocol to access the channel to give the best shggeperformance. However, this type of
mechanism can never deliver optimal performaag¢he algorithms in the various layers are not

optimized together.

Oliveira et al. (2011)mention that at the upper layers, compression and aggregation of data
should be exploited under a power aware strategy, but taking the application into account (e.g.,
aggregation is not reasonable for streaming, but it is suitable for mogiepplications). Since
transmission is a major energy consumer, a substantial reduction could be made by intelligent
processing, compressing the signal or extracting only its significant features, while removing the
characteristic artefacts caused byne(iitable) body influence (absorption and antenna
displacement). Exploiting temporal and spatial correlation is likewise pertinent, e.g., observed

signals might vary only slowly in time.

The authorsalso highlight that a careful tradéf between communi¢®n and computation is
crucial for an optimal node design, which should be applied at both sensor and sink (body central
unit) nodes. At the network layer, bottlenecks resulting from sudden increases of the network
load should be avoided, such as aftereamergency event. If the network throughput suffers,
there is no guarantee that all the critical information is going through the network. At the data
link layer, energy can be saved by intelligent and peaveareMAC protocols, which have to be
adapted tdhe different applicabns requirements. A true creks/er protocol design is desired

for WBANSs, achieved by actively exploiting the dependence between the different protocol

layers in order to obtain performance gains. Instead of reaching particutarzaibns for each
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layer treating them independently, a holistic solution can be found, hence,zoimteractions

between layers.

Hughes et al. (2012fertify QoS requirements within a WBAN abkigh PDR low levels of

packet transmission delay, minimal collisions and retransmissions and efficient balancing of high
energy efficiency and reliable transmission. Optimized energy efficiency requires an energy
management process that efficiently balances QoS with energy efficiency, adapting to
heterogeneous node constraints and wireless channel dynamics. QoS can only be evaluated at the
higher layers of the protocol stack while energy consumption largely appehesiawer layers.
Protocols working at each of the layers need to contribute to low packet transmission delay,
minimum jitter, extremely low levels of congestion, low energy usages, while fulfilling specific
QoS demands.

Omeni, Wong, Burdett, and Toumazou (2088ye proposedreenergyefficient MAC protocol

for WBANs with crosdayer functionalities.The protocol breaks large packets into smaller
frames and transmits them one at a tifirtee receiver is able toassembles the fragmented data.
Depending on the application, the protocol can control the frequency and the rate of sensor data

acquisition.

Hughes et al. (2012yave preseneéd a summary of low power cro$ayer protocols which is

shownin|Table2.4

Table2.4. Low power crosgayer protocols

Protocol Protocol Summary

CAEM Allows a node to dynamically adjust data throughput by changing levels of
protection at the node according to quality of the link, estimated bandwidth
traffic load. Protocol buffers the packet until the channel recovers to the re
guality. Performance gains of up to 30% compared to traditional protocols.

ColLaNet | Incorporates the characteristics of the application to make better routing
choices at the network layer and demonstrated energy savings-MAC S

TICOSS Basedat802.15.4. Ntwork is divided into time zones where each one takes tu
transmitting. Mitigates the hidden node problem, provides configurable sh
path routing to the BCU and almost doubles node lifetime for high traffic scer
compared to other standardfmcols.

SCSP Dynamically calculates node sleep and data receive periods depending on
levels. MAC layer provides the list of neighbor nodes to the network layer, v
in turn provides multiple forwarding choices to it. Switches between active
sleep periods by dynamically adapting modes depending on traffic levels. |
VLPSOH URXWLQJ SURWRFRO WKDW GRHVQTW
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Protocol Protocol Summary
the network lifetime and connectivity in comparison with 802.15.4.
QoS Incorporates an adaptive crdager mechanism to control congestion for real

Adaptive | nonreaktime data flow to support QoS guarantees at the application layer. P
Crosslayer | given to reattime data for delay and available link capacity. Schénks the QoS
Congestion| requirements at the application layer and packet waiting time, collision reso
Control and packet transmission time metrics at the MAC layer.

CC-MAC | Crosslayer solution incorporating the application and MAC layers. Exploits
spatial corredtion between nodes to reduce energy consumption wi
compromising reliability at the sink. Delivers improved performance oMdAS
and T-MAC in terms of energy efficiency, packet drop rate, and latency.

XLP Extends XLM and merges the functionalitie$ traditional MAC, routing anc
congestion control into a unified crelsg/er module by considering physical lay
and channel effects avoiding the need for-srdnd congestion control.

Congestion Control and Fairness (CCF) is a raryne routing praicol for WSNs that
modifies its rate using the packet service time which is the period between sending the packet at
the transport layer to the network layer and the reception of successful transmission notification.
CCF controls congestion in a hbg-hopmanner and each node uses exact rate adjustment based

on its available service rate and child node nuniiKefi et al., 2014; Sergiou et al., 2014)

XLM is a crosslayer protocol for WSNs that fuses communicatiayers into a single protocol

to minimize energy consumption, adapt communication decisions, and avoid congestion. A node
initiates a transmission by the broadcast of an RTS (Request to Send) with its location and that of
the hub. By the reception of thelR, each neighbor that is closer to the hub decides upon its
participation according to the Signal to Noise Ratio (SNR), the remaining energy and its
available buffer space. If no RTS are received because of network congestion, the node
multiplicatively dereases its generated rate. Otherwise, the generated rate is linearly increased

for each received acknowledgem@afi et al., 2014)

Priority-based Coveragaware Congestion (PCC) control protocol is a-bgghop mechanism at

the network and MAC layers of a WSNodes generate periodic packets at a constant rate until

an event happens, where nodes generate event packets with higher rate and priority. Intermediate
nodes forward the packets with a different priority using this indicgKaii et al., 2014)

Several congé®n control algorithms for WSNs have been designed across the transport and
MAC layers and even the network layer for efficient congestion detection and control. The cross
layer design, by the interaction between different layers, helps in enhancing setworks
protocols(Kafi et al., 2014) Upstream Hojby-Hop Congestion (UHCC) is a control protocol
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based on a cross layer design for WSNs that tries to reduce packet losses while guaranteeing

priority-based fairness with lower control overhead. Based on thgeston index every

upstream traffic rate is adjusted with its node priority to mitigate congestiohyabpp (Segiou
et al., 2014)

2.7 WBANSs vs. WSNs

Chen et al. (201Maveidentified some differenes between WBABland WS

X

Deployment and Density: typically, WBAN nodes are placed strategically on the human
body, or are hidden under clothing and are not raefese, whereas WSN nodes are often
deployed at places that may not be easily accessible.

DataRate: WBANs are employed for registerinhXPDQYfV SK\WLRORJLFDO DF
actions, which may occur in a more periodic manner than events monitored by WSNSs.
Latency:high latency is not acceptable for WBANS.

Battery life: it may be necessary to maxua battery lifetime in a WSN, whose nodes

can be physically unreachable after deployment, producing higher latency. Replacement
of batteries in WBAN nodes is sometimes easier done for the wearmtsers than WSN
nodes

Mobility: WBAN nodes share the s® mobility pattern, unlike WSN nodes that are

usually considered stationary.

Tobon et al. (2013havementiored the main challenges considered YWWBANs compared with

WSNsand they are depicted in t@ ure2.3| It can be seen that both typef network share

only three main challenges: reliability, energy efficiency and cost stru&arse very important

challenges for WBANSs like early event detection, security, context awareness and topology

changes are not so important for WSNs.
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Figure2.3. WBANsvs. WSNs £Main Challenges

Latré et al.(2011) have mentiored that because of the typicatgperties of a WBAN, current
protocols designed for WSNs and Ad hoc Networks are not always well suited to support a
WBAN. In WSNs, maximal throughput and minimal routing overhead are considered to be more
important than minimal energy consumption. Eneefficient adhoc network protocols only
attempt to find routes in the network that minimize energy consumption in terminals with small
energy resources, thereby neglecting parameters such as the amount of operations
(measurements, data processing, acaestemory) and energy required to transmit and receive a
usefulbit over the wireless link. The authdrave identifiedhe following differences:

x The devices useih aWBAN have limited energy resources available as they have a very
small form factor (ofte less than 1 ¢ Furthermore, for most devices it is impossible to
recharge or change the batteries although a long lifetime of the device is wanted (up to
several years or even decades for implanted devices).

x All devicesin a WBAN are equally importareind devices are only added when they are
needed for an application (no redundant devices are available).

X An extremely low transmit power per node is needed to minimize interference and to cope
with health concernm WBANS.

x In a WBAN, the propagation ohe waves takes place in or on a (very) lossy medium, the

human body (waves attenuated considerably).
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x In a WBAN, he devices are located on the human body that can be in motion.

x High reliability and low delay is requirad WBANS because the data mostly swsts of
medical information.

X Stringent security mechanisms are required in order to ensure the strictly private and
confidential character of dataroughthe WBAN.

X The cevicesin a WBAN are often very heterogeneous in terms of data rates, power
consumpibn and reliability.

X The sensors deployed in a WBAN are under surveillance of the person carrying these

devices.

2.8 Architecture s Review

Several architectures folWBANS have been proposeécentlyin the literature We try to
summarizeghem in this section anldter, we will make a comparisoaf some of them wittihe
proposed architecture in the Chapter 6.

ETSI (European Telecommunications Standards Institutibaye proposeda highlevel
horizontal architecture for M2M (Maameto-Machine) systemsThey divide the system into
three domains: (i) the device and gateway domain where the M2M dewvicesunicate with a
gateway through sherange area networks; (ii) the network domain twatnects the gateway to
the applications through lomgnge access and corenemunication networksand (iii) the
application domain where various application services are defined depending usethase
The system is depicted in {kegure2.4|{(Kartsakli et al.2014)
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Figure2.4. Simplified M2M architecture for wireless connectivity in mHealth scenarios

Kartsakli et al. (2014alsocite a remote monitoring scheme that pd®s ubiquitous connectivity

for mobile patients. ThEigure2.5|depicts the scheme with patierdattached monitoringevice
that collects the WBAN data, classifies them as higitority (e.g., critical data suchs blood

pressure, pulse rate and heart rate) or normal priority (e.g., ECGs3igndl forwards them

towardsthe healthcare provider through a heterogeneous WiFi/WiIMAX access communication

network
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Figure2.5. Architecture of remote patient monitoring system for WiFi/WiMAX heterogeneous

scenario

Kartsakli et al. (2014plso citea threetier network architecture for the remote monitoring of

elderly or chronic patiestin their residenc&hgFigure2.6|depicts the network architecturgne

lower tier consists of two systems: (i) a patiern fabric belt, which integrates the medical

sensors and is equipped with a Bluetootimsceiver; and (ii) the ambient wireless sensors that

IRUP D =LJ%HH QHWZRUN DQG DUH GHSOR\HG LQ WKH SDWLHC(
or in a nursing house). In the middle tier, an ad hoc network of powerful mobile computing
devices (e.g laptops, PDAs, etc.) gathers the medical and ambient sensory data and forwards
them to the higher tier. The midelier devices must have multiple network interfaces: Bluetooth

and ZigBee to communicate with the lower tier and WLAN or cellular cagabifior connection

with the higher layer. Finally, the higher tier is structured on the Internet and includes the

application databases and servers that are accessed by the healthcare providers.
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Figure2.6. Threetier network architecture

Kartsakli et al. (2014also citea system architecture based on two independent subsystems for

the monitoring and location tracking of patients within hospital environmé&hegFigure 2.7

depicts the system architectufehe healthcare monitoring subsystem consists of smart shirts
with integrated medical sensors, each equipped with a wireless IEEE 802.15.4 module. The
location subsystem hawa@ components: (i) a deployment of wireless IEEE 802.15.4 nodes that
are installed in known locations within the hospital infrastructure and broadcast periodic beacon
frames; and (ii) IEEE 802.15.4 end devices, held by the patients, that collect signgthstr
information from the received beacons. Both subsystems transmit their respective data (i.e.,
medical sensory data and signal strength information) to a gateway through an IEEE 802.15.4

based ad hoc distribution network.
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Figure2.7. Monitoring and location tracking mHealth system architecture

A. Wang, Lin, Jin, and Xu (2016)ave proposed a configurable quantized compressed sensing
(QCS) architecture, in whichhe sampling rate and quantizati@monfiguration are jointly
explored for better energy efficiencg rapid configurationalgorithm has been developed to
quickly locate the optimal configuration of the sampling rate and the bit resolution, with a bound
enaggy budget in practice, which can drastically reduce the elapsed time while keeping an

excellent efficiency and capacifjhe QCS architecture is depicted in|figure2.8
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Figure2.8. Configurable quantized CS architecture

Felisberto, Costa, FddRiverola, and Pereira (20Lhave proposed &/BAN architecture to
recognize human movement, identify human postures and detect harmful activities in order to

prevent risk situationshe architecture proposial depicted in tI“EigureZQ and comprises five

basic components: (i) Sensor nodeesponsible for acquiring data of inertial and physiological
sensors and transmitting them to the Coordinator ;n@dleCoordinator nodexresponsible for
serving as a forwarder of data gathered bySaesor nodes. It forwards the data to the Gateway
node or to the Mobile node and can do some kind of preprocessing before;réigr@ateway
node it is the interface between the WBAN and the network that provides the Internet
connection (iv) Mobile node tan alternative interface used when the Gateway Node or Internet
connection are not availabland (v) Control centettresponsible for the registration and post
processing of the motion events senth® Sensor nodes

Figure2.9. WBAN Motion Architecture
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Almashaqgbeh, Hyajneh, Vasilakos, and Mohd (2014ave proposed a Clotlthsed reatime
remote Health Monitoring System (CHMS) for tracking the health status chospitalized
patients while performintheir daily activities. In the system, the authaim is to provide high

QoS ando focus on connectivityelated issues between the patients and the global cTinad.

CHMS design is depicted in tffagure 2.10jand includes four basic components: the wireless
routers, thegatE D\V WKH XVHUVY :%$1V DQG WKH PHGLFDO VWDII

Figure2.10. CHSM Design

Domingo (2011has proposed a contex@ware servicerahitecturefor the ntegration oMVBANSs

and ®cial networks through the IP Multimedia Subsysté@iMS). The proposed contedware

service architecture is depicted in fRigure 2.11] In this architecture, multimedia services are

accessed by the user from several wireless devices via an IP or cellular network based on the vital
signs monitoredn a WBAN. The underlying architecturean be divided into four layers: (i)
Device layer £the sensors communicate with the gateway using -witeeband (UWB) or the

IEEE 802.15.6 standard. Bluetooth or Zigbee can be used to forward the data fromwag tate
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the monitoring statian(ii) Access layer zresponsible for the access of the monitoring stations to
the radio channgliii) Control layer it controls the authentication, routing and distribution of

IMS traffic; and (iv) Service layer used to ®ore data, execute applications, or provide services
based on the data

Figure2.11. Contextaware Service Architecture
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J. Wan et al. (2013¥)ave proposed a framework for a pervasive healthcare systenviuoiiie

Cloud Compuiting MCC) capabilites The|Figure 2.12|depicts the frameworkThis system is

composed of four main componen(g: WBANs +which collect various vital signals such as
body temperature or heart rate informatioroni wearable or implantable sensor@i)
wired/wireless transmission; (iifloud servicestwhich possess powerful VM resources such as
CPU, memory, and network bandwidth in order to provide all kinds of cloud seraicégiv)

userstsuch as hospitalglinics, researchers, and even patients

Figure2.12. A framework for a pervasive helattare system with MCC capabilities
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This chapter is divided in three main sections. Eketion 3.1 presents brief of theMAC
protocol proposed by the IEEE 802.15.6 Standdide four types ofaccess phases and the
correspondingaccess methodgroposed by the standasede mentiored. Based on the access
phases of the IEEE 802.15.6 Standard MAC protobel section 3.presentan energyefficient
and emergency aware MAC proto¢ot WBANS. The protocol proposdbree access phases and
two access methodsd it changes tramsssion schedules in order to provide quality of service
for emergency traffic Finally, the section 3.3presents a contedware and reliableMAC
protocol for WBANs used inports applicationdased on the MAC protocol proposed in the
section 3.2This last proposedVAC protocolemphasizes reliability with the improvementtioé

normal latencyhile keepingenergy efficiency

3.1 IEEE 802.15.6 MAC Protocol

In the IEEE 802.15.6 Standard, wan find four types of phases into a beacon period: (i)
Exclusive Acces Phase (EAP) is a time span set abigla hub in a beacon period to trangfer

traffic of the highest user priority; (ii) Random Access Phase (RAP) is a time span set aside by a
hub and announced via a beacon frame for random access to the mediuennbgdhl in the

WBAN; (iii) Managed Access Phase (MAP) is a time span set aside by a hub for improvised
access, scheduled access, and unscheduled access to the medium by the hub and the nodes in the
WBAN; and (iv) Contention Access P3@ (CAP)is a time spa set aside by a hub and

announced via a preceding Rbeacon frame for contention access to the medium by the nodes

in the WBAN. TheFigure3.1{shows thdayout ofaccess phas@s a beacon period for the MAC
protocol proposed byhe IEEE 802.15.6 StandarfdlEEE Standard for Local and metropolitan
area networks Part 15.6: Wireless Body Area Networks," 2012)
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Figure3.1. Layout of accesshases in a beacon period irElE 802.15.6 (beacon mode)

A node or a hub shall set the Acknowledge Policy field of the MAC header of a frame to be
transmitted. All the management frameave the ImmediateAcknowledgment(l-Ack) policy,
except forthe beacon which hathe Non-Acknowledgnent (N-Ack) policy. All the control
frames havethe N-Ack policy. The data frames might have-Adk, I-Ack, Later Block
Acknowledgmenpolicy (L-Ack) or Block Acknowledgmen{B-Ack) policy.

The access method for obtaining the contended allocations canNb&/C& or Slotted Aloha
accessA hub or a node may obtain contended allocations in EAP1 and EAP2, only if it needs to
send data type frames of the higheser priority The hub may obtain such a contended
allocation pSIFS(Priority Short InterfFrame Spageafter the start of EAP1 or EAP2 without
actually performing the CSMA/CA or slotted Aloha access procedure. Only nodes may obtain

contended allocations in RAP1, RAP2, and CAP, to send management or data typeThames.

Table 3.1|shows the values for the contention window bounds for CSMA/CA protocol and the

contenion probability thresholds for thddted Aloha access protocol.

Table3.1. Contention window for CSMAZA and contention probability for slotted Aloha

CSMA/CA Slotted Aloha access
User Priority | CWmin | CWmax | CPmax | CPmin
0 16 64 1/8 1/16
1 16 32 1/8 3/32
2 8 32 1/4 3/32
3 8 16 1/4 1/8
4 4 16 3/8 1/8
5 4 8 3/8 3/16
6 2 8 1/2 3/16
7 1 4 1 1/4

In the MAP phase, the hub may arrange scheduled uplink allocation intervals, scheduled
downlink allocation intervals, and scheduled bilink allocation intervals; provide unscheduled
bilink allocation intervals; and improvise typebut not typell, immediate polle allocation
intervals and posted allocation interveicheduled allocations may bepériodic or mperiodic
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allocations, except that a nodamot have both -periodic and nperiodic allocations in the
sameWBAN. To have a Jperiodic allocation, which ls&aone or more allocation intervals
spanning the same allocation slot®uery beacon perigé node shall treat all beacon periods as
its wakeup beacon periodBo have a m-periodic allocation, which has one or more allocation
intervals spanning the saraflocation slots in every m > 1 beacon periods, a node shall treat the
beacon periods containing its allocation intervals as its wakeacon periodSIEEE Standard

for Local and metropolitan area network3art 15.6: Wireless Body Area Networks," 2012)

3.2 Energy Efficiency and EmergencyAwareness

We canidentify three traffic types in aportsWBAN: (i) Normal traffic which is the set of
packets sent by nodes with a frequencygs®blishedvhenthey connected to the WBANii)
On-demand traffic which is theet of packets sent by nodes as an answer to the requests made by
the hubat any momentespeciallyafter an emergency everand(iii) Emergency traffic which is

the set of packets generated by all kinflalerts like medical emergency alerts, low bgtederts

or buffer alertdrom the nodeg¢segTable3.2).

Table3.2. Traffic Types in a Sports WBAN

Type Description
Normal Periodic packets from the nodes to ke
OnDemand| 3aDFNHWV IURP WKH QRGH
Emergency| SDFNHWV ZLWK DOHUWYV |

A beacon is our synchronization event. Nodes update their timers each time they receive a

beacon. A beacon contains information aboatlibacon period length, the allocation slot length,

MEP (Management and Emergency Phase) length, SRP (Slot Reallocation Phase) length and the
RIB (Reallocation Indicator Bit). Nodes go back to a default slot allocation when they receive a
beacon with the B equal to 0 (zero), then they go sleep mode until their own slot allocation

in MAP starts. The default slot allocation is the one they received when they listened to the first
connection assignment. If the RiBequal to 1 (one), nodes goligiening modeduring SRP.

3.2.1 Preliminary Proposed Phasesn the Beacon Period

We use the same MAP phaaelEEE 802.15.6 Standafdr contentiorfree transmissioand we

propose two new phases for the beacon period: Slot Reallocation Phase (SRP) and Management
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and Energency Phase (MEP(i) SRP allows the hub to send slot reallocations when it has
received packets with emergency aleltising MAP and MEP phases. The hub uses the TDMA
protocol and assigns itself all the slots in SRRhis way, the hub avoids contem andpacket
collisions during SRP.(ii) MEP allows nodes to send connection requests when they are
uncomected €g. when they areurned onfor the first timeor they have lost the connection to
the WBAN) and to transmit packets with emergency alehisn they were not able to do it while

their own assigned slots in MAP. Nodes use CSMA/CA protocol dontentionbased

transmissiorduring MEP.|Figure 3.2|depicts the three proposed phases for each beacon period

with the protocols used for tramission Thephase called B correspondstive Beacon listening.

Figure3.2. Phases in heaon period for the proposed MAGdrocol

3.2.1.1 Slot Reallocation Phas€SRP)

For transmssion duringSRP, the hub must send an alert (Reallocation Indicator Bit) into the
beacon for the current beaconipdr indicating thereallocation for all nodes. The hub uses all
slots in SRPto transmitthe new schedule in MAP for each noda. this way the hub avoids
contention with the nodes and packet collisions. Each node receives the new slot allocation for
the next MAP and sends aitk.

3.2.1.2 Managed Access PhasgMAP)

For transmission ding MAP, each node uses thiots assigned when it connectedhe WBAN

for the first time (if the beacon for this beacon period had the RIBl &qud) or the slots
assigned duringSRP (if the beacon for this beacon period had the RIB equal to 1). Nodes
transmit normal traffic and give the highest priority to emecgetraffic each time they arrive,
sending each emergency packet before the remaining normal tfaffe@ded, nodes can request

for the free slots at the end of MAP to send additional emergency traffic.
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3.2.1.3 Management and Emergency PhasgvMEP)

For transmitihg during MEP, nodes use CSMA/CA protocahich makes periodic checks in the
channel. The only way of failing due to repeated busy signals is to eventually not fit in the
current MEP. If the maximum number of retransmissions for a packet is reachedckiet ip
deleted and it is counted as lost. Since we are using CSMA/CA for transmission, we double the
Contention Window (CW) after every second fail.

3.2.2 Preliminary Nodes States

After the beacon reception, a modnust decide whether it goes to sleep modé& goes to
reception mode for listening to the si@allocations sent by the hub duriB@RP. In thenext
phase MAP, the node gode sleep mode if it does not have the first slot assigned for
transmissia, then, it wakes up and goesttansmission mod&hen its assigned slots begin
After the final assigned slot for trangssion in MAP, the node goes $teep mode and it wakes
up in MEP for transmittingadditional emergency packets or connection requests (when it is

unconnected). After finishingjansmis®n in MEP, nodes go teleep mode until they wake up

for listening to the next beacomhe|Figure 3.3|depicts the node states for the MAC protocol

during the three proposed phases.

Figure3.3. Node statefor the proposed MAC protocol
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3.2.3 Preliminary Hub States

After serding a beacon, the hub can gadte mode (the hub never sleeps) if the RIB in gbat
beacon was 0 (zero). The hub must transmit the slot reallosdto each node if the RIB was 1
(one). After trasmission duringSRP, the hub goes idle mode in SRP and thert, gtarts to
listen to packets durinylAP. During MEP, it listens to connection requests from unconnected

nodes and emergency packets, artdaismits connection assigents. Finally, the hub goes to

idle mode until the time of sending a new beacon for starting a new beacon paegddgure

3.4|depicts théhubstates for the MAC protocol during thaée proposed phases.

Figure3.4. Hub states for the proposed MAC protocol

3.2.4 Preliminary Slot Reallocation Technique

We use two extra bits into each packet in the Application layer for indicating the emetgmnc

TheTable3.3[showsthe emergency types in the application lajsarmal packets have both bits

with a value of 0 (zero) indicating that there is no alert for the current packet. When the first bit
has vale of O (zero) and the second bit has a value of 1 (one), this méhgh Buffer Level,
indicating in advance that the sensor node is going to collect a lot of data and it is going to need
more assigned slotkuringMAP for the next beacon periotihis akrt isvery useful foravoiding

buffer overflow.When both bits (first and second) havealue of 1 (one), this meaisiergency

Data indicating a packet of the maximum priority tingeds to be sent immediately durgither

MAP or MEP phases.



64

Table3.3. Emergency type in the Application layer

First Bit | Second Bit| EmergencyType
0 0 Normal
0 +LJ% X | I/HHY
1 (PHUJHQ®A

We use Immediate AcknowleddeAck) Policy for all data packets ratherath using of Later
Acknowledge(L-Ack) or Block AcknowledggB-Ack) policies proposed bthe IEEE 802.15.6
Standard. Uplink requests are simplified to only ask for the number of slots needed (always two
for our proposed MAC mtocol). Emergency packets haweir own buffer, and are handled with
higher priority than normal packets durinylAP. Management paeks that needo be
acknowledged, have their own buffer, and are handled with higheropty than Emergency
packets durindMEP.

3.2.5 Preliminary Experimental Results

3.2.5.1 Preliminary Simulation Parameters

Thesimulated network waacomposedf tennodesnine sensor nodes and one hub. The sensor in

the center is the hudind we assumed it never goeshteep mode (it goes only tdle mode). The

Figure3.5|shows the star topadly for the simulation scenario

Figure3.5. Star bpologyfor the simulation senarioof the proposed MAC protocol

The simulation time wa 3M0s (50 mir). The additional simulation parameters for MAC and

physical layers used for tr@mulation scenario arésted in the|Table 3.4{ The beacon period
length was 32 slots for both the IEEE 802.15.6 Standard and thesgid MAC protocolThe
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MAP length wa 26 slots for both the IEEE 802.15.6 Standandl the proposed MAC protocol
The remainingsix slots wee distributed between EARh(eeslots) and RAPthireeslots) phases
for the IEEE 802.15.6 Standard, and betweR® §hreeslots) and MEPthireeslots) phases for
the proposed MAC protocollhe valus for the parameters: allocation slot length, scheduled
access length, scheduled access peraodl contention slot length were the same fmth

protocols in order to lep fairness in the comparison.

Table3.4. Simulation Parameters for the proposed MAC Protocol

Layer Parameter Value
Allocation Slot Length (ms)
Beacon Period Length (slots)
SRP Length (slots)

MAP Length (slots)

MAC " I"MEP Length (slots)
Scheduled Access Length (slo
Scheduled Access Period
Contention Slot Length (ms)
Hubs 1
Sensors 9
Physical| Topology Star
TX Output Power (dBm) -10

Baseline Node Power (mW) 10

3.2.5.2 Preliminary Simulation Results

The simulations were made for comparing the proposed MAC protocol with the IEEE 802.15.6
standardMAC protocol. Two variables weremodified for the simulationsthe percentageof
emergency probability in each node and the tat@hber of nodes in the WBAMN emergency
probability of 0.001 means that each time a node is going to send a packet, there is a probability
of 0.001% to be an emergency packet and 99.999% to be a normal packet.

The first parameteusedfor the comparisorof the proposedMAC protocol against the IEEE
802.15.6 MACprotocol wa theaveragesnergyconsumptionThe emergencyrpbability in the
sensor nodesvas varied and the averagenergy consumption in the whole WBANvas

evaluated The energyconsumption (inmilliwatts) wheneach nodehasa given probability to

generate emergency packetslépictedn thgFigure3.6{ The aerageenergyconsumption of the

proposedMAC protocol waslower thanthe IEEE 802.15.6 MAC praicol because¢he sensor

nodes do not spend a lot of energy in conteriased tramaission, as IEEE 802.15.6 does
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during RAP and EAP phases The proposed MAC protocol only uses ontentionbased
transmission dumg the MEP phaseand it decresespacketcollision which is one of the most
important sources of energy wasting in WB&N here is an average difence of almost 800
microwatts betweerthe IEEE 802.15.6 MAC protocol and the propodddC protocol. This
difference represents an improvementha enegy efficiencyof almost 2.5%This improvement

in the energy consumptias very significant when we see the good behavior of the proposed

MAC protocol with thepercentage oémergency packet loss in (Regure 3.7 A low number of

lost emergency packets combined wétfow energy consumption suggest a very good energy

effectivenes®f the solutiorfor the WBAN

Figure3.6. Energyconsumption vs Emergency probalyilit

The second parameter used for the comparison of the proposed MAC protocol against the IEEE

802.15.6 MAC protocol was the percentage of emergency packeT lesBigure 3.7|depicts the

percentage of emergency pat losswhen each node has given probability to generate
emergency packets’he emergency packet loshown by the proposed MAC protocalas

aways less than 0.8%eor all the given emergency probabilitiesvhile the IEEE 802.15.MAC
protocolalways shaed more than 3% of emergencyacket lossThe excellent performance of
emergency packet loss in the proposed MAC protocol is due to the emergency awareness
provided by the protocol. Each time an emergency is detected, the emergency node is assigned
the first slots in the MAP phase. Each node can also request more slots in the ending of the MAP

phase fi avalable. Besides, theMEP phase is dedicated only to management traffic for
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connection and to additional emergency traffibis improvemensuggests aradeoff with the
percentage afiormal packet loss due to buffer overfldiva node with an emergency event has a

lot of buffered normal traffic, these normal packets could be lost due to buffer overflow because
the emergency traffic has the highest ptyofor transmissionduring the MAP and the MEP
phasesn the proposed MAC protocollhe buffered normal traffic has to wait until the next
MAP phase in the next beacon period in order to lestrated.

Figure3.7. Emergency packet loss vs Emergency probability

The third parameter used for the comparison of the proposed MAC protocol against the IEEE

802.15.6 MAC protocol was the latency distributidime distribution of latency for emergency

traffic is depcted in|Figure 3.8| The energency data probability used for this simulation was

0.001%and the total number of nodes wast&fi The number of emergency packets with low
latency (0120 ms) inthe proposedMAC protocol was much higher thathe IEEE 802.15.6
MAC protocol becausthe emergencyraffic has more priority tharthe normaltraffic duringthe

MAP phaseandthe emergency nodes are assigned the first dlotag MAP. Besides, theres a
contention phase, thMEP phasee9ecially dedicated toboth management anaddditional
emergency packetsithin each beacon period. This improvement implies the lowest latency for
emergency traffic at the cost of higher latency for normal traffien an emergency event
happes at any nodeThe normal traffic into a node has to wait until the next MAP phase in the

next beacon period in order to be transmitted, when an emergency event happens in that node.
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Figure3.8. Latency foremergencyraffic

The distribution of latency for normal traffic is depicted in|Eigure 3.9] The emergency data

probability used for this simulation was 0.001% and the total number of nodes was TBeten.
numker of normal packets with high latgnan the proposed MAC protocol wamuch higher

than the IEEE 802.15.6 MAC protocol because the emergency traffic has more gnamitye

normal traffic during the MAP phaseAfter an emergencyevent happensn any nale, the
emergency node is assigned the first slots in MAP phase to transmit the emergency packets. If the
emergency event produces a lot of emergency traffic, then, the node can request more slots at the
end of the MAP phase. The emergency node can atsbasklitionalemergency traffic during

the MEP phase. Thisnprovemenimplies the lowest latency for emergency traffic at the cost of
higher latency for normal traffizvhen an emergency event happens at any.nblde normal

traffic into a node has to waiintil the next MAP phase in the next beacon period in order to be
transmitted, when an emergency event happens in that mbdeis the reason for the high

number of normal packets withelatency of 200 msr more.
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Figure3.9. Latency for normatraffic

For thelasttwo simulations, the total number of nodes was modified from two to tw&he.

Figure3.10|depicts the percentagf emergency packet losstiva given number of nodes in the

WBAN. We started the simulations with two nodes: the hub and one sensor node. We added two
additional nodes until we reached twelve nodes: the hub and eleven sensor nodes. The percentage
of emergency packet loss in the proposeflQvprotocol wa much lessldwer than0.5% than

the IEEE 802.15.6 MAC protocblecaus¢henodes can send a lot of emergency packets pending
MAP and send the remaining emergency traffic penditigP® with no need of contention and
competition with normal &ffic (pefiodic packets). Both protocolshowed 0% of emergency

packet loss when the WBAN had only two nodes (the hub and one sensor node). The proposed
MAC protocol alsoshowed 0% of emergency packet loss with four and six nodes, while the
IEEE 802.15.6 M\C protocol showed 19% and 29% respectivelfss the number of nodes
increases, the percentage of emergency packet loss in the proposed MAC protocol keeps almost
the value of zero, but at the cost of an increase in the percentage of normal packétdoss.
proposed MAC protocol is emergeraware and we nedd consider a tradeff with the normal

traffic behavior when an emergency evlappes at any nodeWhen the WBAN is composed

of 10 or 12 nodes, the IEEE 802.15.6 showed an emergency packet losshagl86% which is

too much for emergency events in a WBAN.
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Figure3.10. Emergency packet loss vs. Number of nodes

ThelFigure 3.11|depicts the average energy conspiion (in milliwatts) with a given number of

nodes in the WBANAgain, we started the simulations with two nodes: the hub and one sensor
node. We added two additional nodes until we reached twelve nodes: the hub and eleven sensor
nodes.The average energyonsumptia in the proposed MAC protocol wéewer than the IEEE
802.15.6 MAC protocol because the nodes do not spend a lot of energy in corttastdn
transmission avoiding the packet collisions which is one of the most important sources of energy
wasting. Even with only two nodes (the hub and one sensor node)ydipesed MAC protocol
outperformedthe IEEE 802.15.6 MAC protocol with an energy efficiency of 1.19%is
difference growsup according as the number of nodes increaBesause the conterias

higher The average improvement of energy efficiency is almost \84th the increase of the
number of nodes, the average energy consumptidhe WBAN decreases because each node
needs to wait more in order to transmit normal and emergency tlafiiry the MAP phase and
additional emergency traffic during the MEP pha$his behavior allows the node to avoid
packet collisiongduring the contention phasad energy wastinthrough overhearing and idle

listening
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Figure3.11. Energy consumption vs. Number of nodes

3.3 Context Awareness and Reliability

This section presents the improvemeitf the normal latency without the impairing of the
emergency latency arttle erergy consumptionas well aghe appropate adjustmertb the Slot
Reallocation Techniquef the MAC protocol proposed in the previous sectidhis new
proposed MAC protocalor sports applicationss called SportsBANThe protocol is context
aware and offers reliability to the whole WBANhe main difference with the proposed MAC
protocol in the previous section is that this new protocol allows the transmission of normal traffic

in the last contentichased phase.

3.3.1 Final ProposedPhases in the Beacon Period

The same MAP phase as IEEE 802.15&n8ard is used in the proposed MAC protocol and two
different phases instead of RAP and EAP are proposedpibpesed phases for eatleacon
period are(i) Slot Rellocation Phase (SR that allows the hub to send slot reallocations when it
has receivegackets with emergency alerts. The hub uses the TDMA protocol, iassitpelf all

the slots during SR and being the only node that transmits; @pdpecial Contention Access
Phase (SCAP) that allows nodes to send connection requiests they are ummnected (e.g.
when they are just turned on or they have lost the connection with the WBAN) and to transmit

additional packets (emergency and normal) when they were not able to ddeittheir own
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assigned slots duringdAP. The rodes use CSMA/CA protoc@dr contentiorbased transmission

during SCAP ThegFigure3.12|depicts the four proposed phases for each beacon period.

Figure3.12. Phases for eadbeacon perioth SportsBAN

3.3.1.1 BeaconReception

The beaconis the synchronization event. Thedes update their timers each time they receive a
beacon. A beacon contains information about beacon pemgthleallocation slot length, $R
length, SCAP length and the Realltioa Indicator Bit (RIB). When RIB is one, nodes tgothe
listening mode during SR When RIB is zero, node® do the sleep mode during BRand

during MAP until their own slot allocation in MAP starts.

3.3.1.2 Slot Redlocation Phase

For transmitting during SIR the hub must send an alert into the beacon indicating for this beacon
period a slot reallocation for all nodes. The transmission is made using TDMA protocol, where
all slots are assigned to and used by the hub for transmitting the new slot alkotatiat

nodes.

3.3.1.3 Managed Access Phase

For transmitting during MAP, each node uses the slots assigned when it connects for the first
time to the WBANor the slots assigned during BRif the beacon for this beacon period set the
RIB to one). The ades transmitermal traffic and give the highest priority to emergency packets
each time they arrive, sending each emergency packet before the remaining normdutiatiic

MAP.
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3.3.1.4 Special Contention Access Phase

For transmitting during SCARhe nodes use CSMA/CA prototthat makes periodic checks in
the channel before transmittingach time the channel is busy, the time shown in the expression
(3.1) is used arbitrarilyfor the next checkThis allows to decrease the probability of a busy

channel when the checks aredaeaontinuously.
Gpeipon UH%Bga0 ¢ (3.1)

Where % $g 4 pig the contention slot lengtfithe only way of failing due to repeated busy signals
is to eventually not fit in the current SCAP. If the maximum number of retigamns for a
packet is reached, the packet is deleted and it is counted as lost. Since CSMA/CA is timed for
contentionbasedtransmission, the contention window isutdéed after every second fail. The
normal and emergency packets are sent during S®AaPgiving more priority to emergency
traffic. Whenthe node isinconnectedthe managenentpackets have the highest priority during
SCAP.

3.3.2 Final Node States

TheFigure3.13|depicts the node states for the propagC protocol during the four phases in

the beacon period. After the beacon reception, a node reads the RIB and either goes to the sleep

mode or goes to the reception mode for listening to the slot ratiios sent by the hub during

SRP. In MAP, the nodegoes to the sleep mode if it does not have the first slot assigned for

transmission, then, it wakes up and goes to the transmission mode. After the final slot assigned

for transmission in MAP, the node goes to the sleep mode and it wakes up in SCAP for
transmitting more connection requests (if itsidl unconnected) and emergency and normal
packets. After finishing transmission in SCAP, the nodes go to the sleep mode until they wake up

for listening to the next beacon.
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Figure3.13. Node stategh SportsBAN

3.3.3 Final Hub States

ThelFigure 3.14{depicts the tb states for the proposed MAC protocol during the four phases in

the beacon period. After séing a beacon, the bucan go tadle mode (it never sleeps) if the
RIB in the beacon was zero or it can transmit all the slot reallocations for each node Bthe RI
was one. After transmission during BRhehub goes to the idle mode in BRnd then, it starts

to listen to energency and normal packets in MAP. In SCAP, it listens to commentiquests
(from unconnected nodes) and emergency and nadraféit. It transmits connection assignments
to unconnected nodes. Finally, the hub goes to the idle mode until the timedofgsamnew

beacon for starting a new beacon period.
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Figure3.14. Hub states irportsBAN

3.3.4 Final Slot Reallocation Algorithm

TheTable3.5|lists all the alert codesof the Slot Reallocation Algorithm. Two extra bits are used

into each packet in the application layer for indicating the alert type. Normal packets send both
bits with value of O (zero) indicating that there is no alert for the current packet. Firsttbit wi
value of 0 (zero) and second bit with value of 1 (one) me&wsvaBattery Leveklert, indicating

the need of being the first node to transmit in the next beacon period before goingdovamut
modewhen the node battery is deddrst bit with valueof 1 (one) and second hitith value of O

(zero) means a High Bufferelvel alert, indicating in advance that the sensor node is going to
gather a lot of emergency data and it is going to need more slots in MAP for the next beacon
period, avoiding emergendyuffer overflow. Both bits (first and second) with value of 1 (one)
means a medical alert, indicating it is a packet of the maximum priority that needs to be sent
immediately in either MAP or SCAP phases.

Table3.5. Alert Codes for the Slot Reallocation Algorithm in SportsBAN

First Bit | Second Bit Alert Type
0 0 None
0 /IRZ% DWW H
1 +LIJ% XIIHU
1 (PHUJHQ WBAL
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The implementation uses Immediate Acknowleflg&ck) policy for all data pekets rather than

using LaterBlock Acknowledge (L-Ack) or Block Acknowledge(B-Ack) policies. Uplink
requests are simplified to only ask for the number of slots needed (always 2 [two] for the
proposed MAC protocol). Emergency packeasetheir own buffey and are handled with higher
priority than normal packet¥he management packets that neaedbeacknowledgd, havetheir

own buffer, and are handled with higher priority than emergency packets. The Slot Reallocation
Algorithm is described in ALGORITHNS.1.

ALGORITHM 3.1. Slot Reallocation Algorithnm SportsBAN

1 If reallocation then
2 Set RIB 8
3 Set currentFirstFreeSlot 8 SRP_length
4. While Reallocation_Buffer_Alert is not empty do
5 Set currentNode 8 SBHDOORFDWLRQB% XITHUB$SOHUW SRS
6 Set slotFactor 8 &aDOFXODWH6ORWOXOWLSOLFDWRU)DFWRU
7 Set assignedSlots 8 scheduledAccesLength X slotFactor for
currentNode
Set startSlot 8 currentFirstFreeSlot for currentNode
Set endSlot 8 currentFirstFreeSlot + assignedSlots for
currentNode
10: Set currentFirstFreeSlot 8 currentFirstFreeSlot

+( endSlot - startSlot )
11: End While
12: Assign Default Slot Allocation to the remaining nodes
13: Send S lot Reallocat ions in the next SR P
14. EndIf

The whole flow chart for the proposed MAC protocol, fridme receptiorof the current bacon
through the three phases BRVMAP and SCAP until waiting for the next beacondepictedin
thgFigure3.15
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Figure3.15. Flow chartof SportsBAN

3.3.5 Analysis

This section shows the comparative analysis between the proposed MAC p(SimxtsiBAN)

and the IEEE 802.15.6 MAC protocol. Since thigioal purpose of the MAC layer is to achieve
maximum throughput, minimum delay, and to maximize the WBAN lifetime, the analysis
addresses to the normal and emergency packet tlosdatency, and the average energy
consumption in the WBAN.

3.3.5.1 Packet Loss

The contentionduring EAP and RAP phases for the IEEE 802.15.6 MAC protocol can cause
packet loss whethe channel is busy, while this can only be caused in the SportsBAN MAC
protocol during SCAP phase. The fading channel in all phases for both MAC pratanaiause

packet loss due to missing acknowleagat When the normatraffic is high, it can cause packet
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loss due to normal buffer overflow for both MAprotocols. The high emergentwaffic can

cause packet loss due to emergency buffer overflow forlEE&E 802.15.6 MAC protocol.
However, the proposed MAC protocol changes dynamically the number of assigned slots during
MAP, giving more slots to those nodes with high emergency traffireducing the emergency

buffer overflow probability.

The packet losslue to emergency buf overflow can be compared to tivater tank problem,
where the tank is filled by first tap A and it is drained by a second tap B. Knowing the tirae
tap A takes to fill the tank and the tinige tap B takes to drain the tankgtfilling rate of the
tank can be calculated when both taps A and B are open, as long as the size of the tank is known.

The expressions (3.2and (33) depict the filling rate of the emergency buffer for the IEEE
802.15.6 MAC protocol (BaselineBAN in thensilations) and the proposed MAC protocol
(SportsBAN), respectively. Whergis the filling rate of the emergency buffer in both protocols,
3is the emptying rate of the emergency buffer in BaselineBAN &iscthe emptying rate of the
emergency buffein SportsBAN.

DoxorUuals8da3 (3.2
ScaascabouF 4 (3.9

It needs to be deomstrated that the expression (8i& higher than the expression3B3 Given
that 2 is the same for both protocols, it is only necessary toodstrate that3 P 4. The
expressions (3.4) and (3.5represent the emptying rates of the emergency buffer for

BaselineBAN and SportsBAN, respectively.

SLGHMHOHKEL 0406064 (3.4

4L GHMHOHKP:®.»5664 (35)

Where Gis the ratio between the slots and the unit of time (ms for the simulatibiis)the
packet sending rate in packets per unit of time (packets/ms for the simulations). Giv@ariiat
Mare the same for both protocols, It is only necgssardemonstrate thaO H K L5048 004
O H K P:®. = dbg number of dedicated slots for emergency traffic in BaselineBAN is the EAP
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length (3 for the simulations), while the number of dedicated slots for emergenady inaff
SportsBAN is shown in the expression (3.6

OHKP:®cxbds HOPA@QQHA@#??BOO.AJCP (3.9

Where | is a factor greater than one (4 for the simulations) @A @ QHA @ #??BIOO.AJCP
two. Then, t couldbe deduced that the IEEE 802.15.6 MAC protocol displays more emergency

buffer overflow than the proposed MAC protocol.

3.3.5.2 Latency

The normal and emergency packet latency in the WBAN can be caused by contention, high
packet traffic (normal packets amspecially emergency packets) and fading channel in both
IEEE 802.15.6 MAC protocol and SportsBAN MAC protocol. TRigure 3.16| depicts the

behavior of both protocols for normal and emergency traffic in the dasst(blue color), the

averagecase(green color) and the worst case (red color).

The best case for normal traffic in BaselineBAN, indicates the possibility of sending the normal
packet during RAP with contention, while in SportsBAN, it indicates the p&ssibi sending

the normal packet during MAP with no contention. The average case for normal traffic in
BaselineBAN, indicates the possibility of sending the normal packet during RAP with contention
or during MAP with no contention, while in SportsBAN,iridicates the possibility of sending

the normal packet during MAP with no contention or during SCAP with contention. The worst
case for normal traffic in BaselineBAN, indicates the need for waiting one whole beacon period
in order to try to send the normpécket during RAP with contention, while in SportsBAN, it
indicates the need for waiting one whole beacon period in order to try to send the normal packet
during MAP with no contention.

The best case for emergency traffic in BaselineBAN, indicates thabitg of sending the
emergency packet during EAP with contention, while in SportsBAN, it indicates the possibility
of sending the emergency packet during MAP with no contention. There is no average case for
emergency traffic in BaselineBAN, while theeaige case for emergency trafficSport8AN,
indicates the possibility of sending the emergency packet during MAP with no contention or
during SCAP with contention. The worst case for emergency traffic in BaselineBAN, indicates

the need for waiting onelwle beacon period in order to try to send the emergency packet during
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EAP with contention, while in SportsBAN, it indicates the need for waiting one whole beacon

period in order to try to send the emergency packet during MAP with no contention.

Figure3.16. Latency behavioof SportsBAN

3.3.5.3 Energy Consumption

Since three of the main sources of energy waste in a WBAN angathetcollisions, the idle
listening and the overhearing, and these three factorsresemed with higher probability in
contention phases, the quantity of slots during contention phases (EAP and RAP) of the IEEE
802.15.6 MAC protocol indicates more energy waste tin@nproposed MAC protocol (only
during SCAP). High normal traffic is vegommon in Sports WBAN, so, there are only three
cases to study depending on emergency trafficNo emergency traffic(ii) Low emergency

traffic; and(iii) High emergency traffic.

The expression (3) 5hows the average power consumption per node ieliBaBAN.
20xpruaePoooonaedsioeE 20 E 2p0g (3.7

Where 25 g 6 ami = ipthe consumed energy for listening to the current bea2grg 2:.cand

2 o gare the consumed energyring theEAP, RAP and MAP phases in Baseline, respectively.
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The expressions (3.8), (3.9) and (3.1€present the average power per node in BaselineBAN for
the three aforementioned cases, respectively.

2B0zgrusdoBagomaadpal E 2e0gE 2p0¢ (3.9
250=0R08808a00miedp@uoeE ZogE 2g0g (3.9
25020r0ad08a00maeds@ioeE ZogE 2g0g (3.10

The expression (3.} Hepicts the average power consumption per node in SportsBAN.
2eaascebodoooomaadpdEEE 2E06E Zy 0k (3.11)

Where 25 g 6 ama = ipthe consumed energy for listening to the current beaZery 24 .gand
2y,0gare the consumed energiuring the SRP, MAP and SCAP phases in SportsBAN,
respectively.The expressions (3.1,2(3.13) and (3.1¥represent the avega power per node in

the SportsBAN MAC protocol for the three aforementioned cases, respectively.

205a8ce008d Doomiaadpa I E 2g0eE 2y0g (3.12
205a8c008d 2000dmUadpa I E 220eE 24,0g (3.13
22328c200&d 2000maedpdAee?E 2g0eE 2y0e (3.19

Assuming that24 . gfor both protocols is almost the same, &mat 2:.¢ 1 2., because of the
contentionbased transmissiorthe difference in energy consumption is given Byo.gin
BaselineBAN and2 ¢ gin SportsBAN. Given that?Z ¢ gis different from zero only twice per
emergencyevent (i.e. the first time for changing the slot allocation and the second time for
restoring the nginal slot allocation), it couldbe deduced that the average consumed energy by
the IEEE 802.15.6 MAC protocol is higher than the average consumed eryetiyy proposed
MAC protocol.
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3.3.6 Final Experimental Results

3.3.6.1 Final Simulation Parameters

The simulated network was composed most of the time by ten nodes: nine sensor nodes and one

hub. The center sensor is the hub and it israeduthat it never goes to sleepde and it is

always ON. Thg-igure3.17|shows the star topology for the simulation scenario.

Figure3.17. Star topology fothe simulation scenariof SportsBAN

Each time an emergency event happened, the packet rate was increased by ten times during 5s.
The Bypass Routing Protocol was used in the network layer. This protocol does not implement

any routingbecause of the star topology usdthe additional simulation parameters for the

application, MAC and physical layers dreted in theTable 3.6 The beacon period length was

32 slots for both the IEEE 802.15.6 Standard SpdrtsBANMAC protocol. The MAP length

was 26 slos for both the IEEE 802.15.6 Standard and SportsBAN MAC protocol. The remaining
six slots wee distributed between EAP (three slots) and RAP (three slots) phases for the IEEE
802.15.6 Standard, and between SRP (three slots) and SCAP (three slots) pltasedSBAN

MAC protocol. The values for the parameters: allocation slot length, beacon period length,

scheduled access length, scheduled access panddontention slot length we the same in

both protocols in order to keep fairness in the comparison.

Table3.6. Simulation Parameters for SportsBAN

Layer Parameter Value
Packet Rate (per second)
Default Priority for nodes

Application
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Layer Parameter Value
Constant Data Payload (in byte
Maximum Transmissionrles
Normal Buffer size (packets)
Emergency Buffer size (packet
Packet Overhead (bytes)
Allocation Slot Length (ms)
Beacon Period Length (slots)

MAC SRP Length (slots)
MAP Length (slots)
SCAP Length (slots)
ScheduledAccess Length (slots
Scheduled Access Period
Contention Slot Length (ms)
Topology Star
TX Output Power (dBm) -10
PHY Baseline Node Power (mW) 10
PHY Layer Overhead (bytes) 6
Data Rate (kbps) 1024

3.3.6.2 Final Results

Five different simulabns were made for the comparisons with the otimeeMAC protocols. In

the first simulation the number of nodes was modified from 2 to 10. In the second simulation the
packet rate was modified from 5pkt/s to 25pkt/s. In the third simulation the totallasion time

was varied from 400s to 2000s. In the fourth simulation the number of emergency events was
increased from 1 to 5. In the last simulation none of the parameters were changed in order to
study the latency for emergency and normal traffic. Ther§y Waste Index was introduced in

order to study the energy effectiveness. It was calculated as the ratio between the percentage of
the packet loss and theverageconsumed energy. The lower the index the better the energy

effectiveness of the protocol.

For the first simulation, the number of nodes was changed incrementally from two to ten (more
than 10 nodes in a sportsman is comfortless). The simulation time was 300s, and the packet rate
was 20pkt/s. There was one emergency event at t=150¢hedraion of 5s. The percentage of

the packet loss for emergency and normaificawhen thetotal number of nodes veachanged in

the WBAN, are depicted iIFigure 3.18[ and|Figure 3.19 respectively. The proposed MAC

protocolshowedthe lowest percentage of emergency (almost 0% no matter the number of nodes)

and normal (lower than 4%) packet loss because of the slot reallocation algorithm, which assigns
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more dedicated slots durifdAP phasefor the nodes with high emergency traffic, and then
restores the original slot allocation when the emergency event isTihvelfEEE 802.15.4 MAC
protocol showedhe worst percentage of emergency packet loss, followed-WACT and the

IEEE 802.5.6 MAC protocol.The behavior of the IEEE 802.15.4 MAC protocol antMAC

with the percentage agmergencypacket lossvhen we increase the number of nodesha t
WBAN, demonstrate why we should not use WSN MAC protocols directly on WBANke

IEEE 802.5.4 MAC protocol also showed the worst percentage of normal packet loss, followed
by the IEEE 802.15.6 MAC protocol andMAC protocol Until six nodes, the IEEE 802.15.4
showed a good behavior withepercentage ohormal packet loss, but for eight arehnhodes

this percentage was more than 28%.

Figure3.18. Emergency Packet Loss vs  Figure3.19. Normal Packet Loss vs Numbe

Number of nodes of nodes

The Erergy Waste Index for emergency and normal traffic, whentbmber of nodes wa

changed in the WBAN, is depicted |Figure 3.20 and|Figure 3.21| respectively. The Energy

Wade Indexfor the proposed MAC protocol waalmost zerd@the best energy felctivenessyor
emergency traft. SportsBANalsoshowedthe best pergyeffectivenesgor normal traffic, even

with the good performance of-WMAC protocolwith normal trafficnodes The IEEE 802.15.4
MAC protocol showed the worst Energy Waste Index for emergency and normal traffic due to
the poor performance dahe packet loss in both emergency (more than 70% after 6 nodes) and
normal (more than 28% after 6 nodes) trafiitie energ effectiveness of the IEEE 802.15.6
MAC protocol for both emergencyand normaltraffic was better than -MAC and the IEEE
802.15.4 MAC protocolThe Energy Waste Index is directly proportional to the percentatipe of

packet lossand this is the reasamhy thelFigure 3.18and theFigure 3.20/are approaching. The
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same case for tITEigure 3.19/and theFigure 3.21} The behavior of the IEEE 802.15.4 MAC

protocol and TMAC protocolwith the emergency traffisvhen we increase the number of nodes
in the WBAN,demonstrates why we should not use WSN MAC protocols directly on WBANS.

Figure3.20. Energy Waste Index for Figure3.21. Energy Waste Index for normal

emergency traffic vs Number of nodes traffic vs Number of nodes

In the second simulation, thegket rate was changed incrementally from 5pkt/s to 25pkt/s. The
simulation time was 300s, and the number of nodes was 10. There were four emergency events at
t=60s, t=120s, t=180s and t=240s wtle duration of 5s each one. The percentage of emergency
packet loss and the Energy Wadndex, when the packet rate svehanged in the WBAN, are

depicted inFigure 3.22|andFigure 3.23|respectively.The proposed MAC protocol shed the

lowest percentage of emergency packet loss because of the slot reallocation algorithm. For the
simulations, the emergency packet rate was ten times the Inmaniet rate.timeans that a node
with an emergency event, sent 250 packets per secoihel tiwdiremaining normal nodes sent 25
packets per second. The proposed MAC protocolvedahe best Energy Waste Index for
emergency traffic (almost 0). Th&EEE 802.15.4 MAC protocol showelthe worstenergy
effectivenesdecause of its poor performancettwthe emergency packet loss (more than 50%
after 5pkt/s).The IEEE 802.15.6 MAC protottvada performance as good as SportsBAN until
20pkt/s. After that, SportsBAN was bettérhe simulation showed how SportsBAMAC
protocoloffers a very good emergenpgcket loss despite the packet rate in theANBWith the
increase ofhe packet rate, the WBAN traffic increases and the probability of the packeue®ss
to buffer overflowdoes alsoThe behavior of the IEEE 802.15.4 MAC protocol andIAC
protocol with the emergency traffiovhen we increase the packet raiemonstrates why we
should not use WSN MAC protocols directly on WBANS.
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Figure3.22. Emergency Packet Loss vs Pac Figure3.23. Energy Waste Index for

rate emergency traffic vs Packet rate

For the third simulation, the simulation time was changed incrementally from 400s to 2000s (~33
min of workout). The packet rate was 20pkt/s, and the numberdesneas 10. There were three

emergency events withe duration of 5s each one. The percentage of emergency packet loss and

Energy waste Index, when the simulation time was changed in the WBAN, are depi€iguat &

3.24landFigure 3.25|respectively.The proposed MAC protocol showdtk lowest percentage of

emergency packet loss (almost 0% no matter the simulation time) because of the slot reallocation
algorithm. The propasd MAC protool showedthe best Energy Waste Index for emergency
traffic (almost 0). TheEEE 802.15.4 MAC protocoshowed the worst Energy Waste Index

because of its poor performance with the emergency packet loss (more thanTB8%gure

3.25|shows how the IEEE 802.15.4 aneMIAC protocols improve the Energy Waste Indexhwi

the increase othe simulation time, Huthis is due to the increase tie average energy
consumptionwhich is the denominator in theti@calculationof the Energy Waste IndeXhe
behavior of the IEEE 802.15.4 MAC protocol andMAC protocolwith the emergency traffic
when we increase the simulation tim#gmonstrates why we should not use WSN MAC

protocols directly on WBANS.
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Figure3.24. Emergency Packet Loss vs Figure3.25. Energy Waste Index for

Simulation time emergency traffic vs Simulation time

In the fourth simulation, the numbelr @mergency events was changed incrementally froon51
Each emergency event had theation of 5s. The simulation time was 300s, the packet rate was
20pkt/s, and the number of nodes was 10. The percentage of emergency packet loss and the

Energy Wastendex, when the number of emergency events was changed in the WBAN, are

depicted inFigure 3.26|andFigure 3.27|respectively. The proposed MAC protoasiowed the

lowest pecentage of emergency packet loss (almost 0% no mattestti@umber of emergency

events) because of the slot reallocation algorithhe proposed MAC protocol showdtke best

Energy Waste Index for emergency traffic (almost 0). [BieE 802.15.4 MAC primcol showed

the worstenergy effectivenessecause of its poor performance with the emergency packet loss
(more than 70%).The IEEE 802.15.6 MAC protocol showed a performance as good as
SportsBAN, but the percentage of emergency packet loss and the effediveness were a

little higher. The behavior of the IEEE 802.15.4 MAC protocol antMAC protocol with the
emergency trafficwhen we increase the number of emergency events in the WBAN,
demonstrates why we should not use WSN MAC protocols directyM@ANs. As the
emergency events were not at the same time, the behavior of all protocols stayed almost the same

when we change the number of emergency events in the WBAN.



Figure3.26. Emergency Packet Loss v

Number of emergency events
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Figure3.27. Energy Waste Index for

emergency traffic vs Number of emergenc

For the final simulation, the simulation time was 300s, the number of nodes was 6, theaiacke

was 20pkt/s and there was one emergency event at t=150thevdlaration of 5s. The latency

distribution for emergency packets and normal packets are depid

3.29

feduir 3.28 and

Figure

respectively. The number of emergency packets with the lowest latency ([0, 100)thes

proposed MAC protocol veamuch higher than the othtaireeMAC protocols because of the slot

reallocation algorithm, the lack of contentitor emergency traffic during the MAP phase, and

besides, the additional contention phase (SCAP) for emergency and normal traffic into each

beacon period. The number of normal packets with low latency ([0, 160nntise proposed
MAC protocol wa higher han the other MAC protocols, excepting the IEEE 802.15.4 MAC

protocol, because of the poor average performance of the latter with emergencyhiffithe
IEEE 802.15.4MAC protocol almost 90% of the emergency traffic was delivered it

latency ofmore than 400 mswhile almost 90% of the normal traffic was delivered witib

latency offewer than 120 msThis goa behavior of the latency with normal traffic svéhe

tradeoff to the 28% of normal packet logs the

3.29

Figure 3.19| The

Figure 3.28

supports the analysis of the latency depicted i

Fthere3.16

and the

pFigure
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Figure 3.28. Emergency Latenan Figure3.29. Normal Latencyn SportsBAN
SportsBAN

3.3.7 Conclusions

In this chapter, mew MAC protocol for WBANs ws proposed in theection3.2, based on the

IEEE 802.15.6 Standard MAC protocol, but taking into account special characteristics that can be
presented in some WBANSs such as quantity of packets in normal traffic and emergency traffic.
The proposed MAC protocol proposes twew phases into each beacon period such as Slot
Reallocation Phase (SRP) for slot reallocati@am Management and Emergency Phase (MEP)

for management packets and additional emergency traffic.

For evaluating the performance of the proposed MAC protagel,used two variables: the
energyconsumption and the emergency packet latency and weeshbat the poposed MAC
protocol outperformedhe IEEE 802.15.6 MAC protocol when we increhtke emergency
probability in each sensor noder the total number of adesin the WBAN. The average
improvemenm of the energy efficiency in the whole WBAN svalmost 2% more when we use the

proposed MAC protocol.

In the section3.3, SportsBAN, a new MAC protocol for WBAdNwas proposed, based on the
MAC protocol proposed in he section 3.2but taking into account special features that exist in
Sports WBAM such as quantity and frequency of packets in normal and emergency traffic.
SportsBANuses thesameSlot Reallocation Phase (8Rfor slot reallocations angroposes a
Specal Contention Access Phase (SCAP) for management traffic like connection requests, and

additional emergency and norntedffic.
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The proposed MAC protocol quérformedthe IEEE 802.15.6 MAC protocol, the IEEE 802.15.4
MAC protocol and the IMAC protocol inthe percentage of emergency and normal packet loss
and latency, while maintaining a similar energy consumption as the IEEE 802.15.6 MAC
protocol. However, when the new comparison peater, the Energy Waste Index, was
calculated, it showethat SportsBAN potocol hada better energgffectiveness than the other
protocols for emergency and normal traffic. The IEEE 802.15.4 MAC protocol aktwysed

the lowest energy consumption per node, but the worst Energy Waste Index because of its poor
performance witlihe packet loss (emergency and normal traffic) and the latency (emergency and
normal traffic). The TMAC protocol performance demonstratetty MAC protocols for WSN
camotbe used directly over WBA
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This chapter presents reew transport protocol based on loss recovery and fairness to assure
reliability for WBANSs used in sports applicatioriBhe protocol is based on the MAC protocol
proposed in ChapteS. It detects oubf-sequence packets and requests retransmission of the lost
packetsduring the SRP phasélhis chapter is divided in three main sections. The section 4.1
presents the proposed transport protedth its packet loss detection algorithnhe section 4.2
presents a comparatianalysis ofthe packetloss between the proposed transport prot@eal

the IEEE 802.15.6 standard. The section 4.3 shtbessimulation resultsomparingthe IEEE
802.15.6 tandardwith the SportsBAN MAC protocol ng with theproposed transport protocol
presengd in Chapter 3.

4.1 Proposed Transport Protocol

The main causes ahe pmcket loss in WBANs are contention, fading channel and buffer
overflow. A WBAN can have heterogeneous traffic and different transmissaies and
frequencies from its sensor nodes. It could be assumed there is no congestion in the hub due to its
buffer size. A lost packet could be a normal, an emergemey management packet (connection
assignment or connection request). For the managepaekets, there is no need of a recovery
scheme because the MAC protocol guarantees the connection of each node to the WBAN.

The proposed transport protocol uses ctagsr design in order to provide reliability through
loss recovery and fairness. Bdtiss recovery and fairness schemes are implemented over the
MAC layer, usingSportsBAN The transport protocol adds Loss Recovery and Fairness (LR&F)
to the SportsBAN protocol.

4.1.1 Node andHub States

All the lost (normal and emergencyacketretransmissiongare made duringhe SRP phasefor
energy efficiencyThe TDMA protocolis used duringhe SRPphasethen, there is no contention

for the retransmissions requested by the aod sent by the nodeshe|Figure 4.1| depics the

node statedor the SportsBAN MAC protocol working along with thproposed ransport
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protocol After receiving a beacon, the nodead the Retransmission Indicator Bit (RIB) and it
has to decide if it goes to sleep mode or it listenretransnission requests from the hdhring

the SRP phas@he node sends all the lost packet retransmissions during the SRPTplegset

will be able to send emergency and normal traffic during the MAP phase and additional

emergency and normal traffic duritige SCAP phase.

Figure4.1l. Node states in SportsBAN + LR&F

ThelFigure4.2|depicts he hub states fahe SportsBANMAC protoml working along with the

proposed tmasport protocol After sending a beacon, the hub can go to idle mode or it can send
lost packetretransmission requests all sensor nodeShe hub useshe TDMA protocol for
using all slots during the SRP phase, avoiding contention with the sensor Afteleseceiving

the lost packet retransmissidinem the nodesthe hub can go to idle mode durithgg SRP phase

or start to listen to emergency and normal traffic dutirgMAP phaseFinally, the hub will be
listening to additional emergency and norntedffic from connected nodedjstening to

connection requests from unconnected npded sending connection assignments
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Figure4.2. Hub states in SportsBAN + LR&F

Each node detects the lost packettngishe lack of acknowledgment of the normal and
emergency traffic and the dropping of packets due to a busy channel or buffer overflow in the
MAC layer. Each node avoids the retransmission of duplicate packets, retransmitting only when a

lost packet retrasmission request arrives from the hub.

The hub detects the eaf-sequence packets in the MAC layer with no need of going up until the
application layer. When the hub detects-ofisequence packets during MAP and SCAP phases,
it creates the lost packeetransmission requests and using a Fairness Index, it sends the
corresponding requests durintge SRP phase Each node verifies the R$B(Reallocation
Indicator Bit andRetransmissionindicator Bit) in each beacon in order to know if it will be in
listening mode (slot reallocations or retransmission requests) sleeping mode durinifpe SRP

phase

The hub calculates the Fairness Index for each node using the ratio between the number of lost
packets and the total number of received packets, in orderatargae fairness for the whole
network. Each node buffers only the more recent lost packets because the size of the lost packet

buffer is always small (four for the simulations).
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4.1.2 Packet Loss Detection

The packet loss edection algorithms used by the habhd by each node in the WBAN are
described in ALGORITHM 4.1 and ALGORITHM 4.2, respectively. The hub buffers albbut
sequence packetumbersdetected for each nod&/hen the sequence number of the current
packet is not the expected numbtire hub buffes all lost packet humbetsetween the two
sequencenumbers.Then, ituses the RIB(Retransmission Indicator Biih order to warn all
nodes about thist packetretransmission requesitsis going to maken the next SRphase

Finally, the hub createdl éost packet retransmission requests.

ALGORITHM 4.1. Packet Loss Detection in the hub

1 Get sequenceNumber

2 If sequenceNumber > lastSequenceNumber + 1 then
3 Set i 8 ODVWB6HTXHQFH1XPEHU

4 Set node 8 QRGH,'

5: While i <sequenceNumber do

6 RetransmBuffer[ node ].push( i)

7 i 8i +1

8 End While

9 Set RIB 8 ftransmission

10: End If

11: Create All Lost Packet Retransmission Requests

The sesor nodes buffer the lost packets caused either by a busy channel or buffer ovdréow.

maximum number of lost packets buffered for each node is four (for the simulations). It means

each node will always have the last four lost packets and it will nableeto retransmit oldest

packets. The maximum number of retransmissions in the MAC layer, before the node considers a

packet as lost is two (for the simulations). This is called a packet loss caused by a busy channel.

The node can also consider a packetiost when the packet does not fit in the current buffer.

This is called a packet loss caused by buffer overflow.
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ALGORITHM 4.2. Packet Loss Detection in the node

1: Set maxLostBufferSize 8

2. Set maxPacketTries 8

3: If numTransmissions + numFai Is=  maxPacketTries then
4: If LostBuffer.size = maxLostBufferSize then

5.  LostBuffer.pop()

6: End If

7. LostBuffer.push( currentPacket )

8. EndIf

9: If currentPacket does not fit in current Buffer then
10: If LostBuffer.size = maxLostBuffe rSize then

11:  LostBuffer.pop()

12: End If

13: LostBuffer.push( currentPacket )

14: EndIf

4.1.3 Lost Packet Retransmission Requests Creation

The lost packetetransmission requests creatidgaithm is described in ALGORITHM.3. The
hub calculates the &rness Index for each nods the ratio between the number of lost packets
from the node and the total number of received packets from the Tiogle the hub creates all
the lost paket retransmission requeséking on account the calculated Fairnestein Finally,

the hub sendall the retransmission requssiuring the next SRphase

ALGORITHM 4.3. Lost Packet Retransmission Requests Creation

1: Calculate Fairness_Index for each node in RetransmBuffer

2. Sort RetransmBuffer using Fairness_Index

3: For each node m in RetransmBuffer do

4: For each packet n in RetransmBuffer[ n do

5. Create Lost Packet Retransmission Request of packet n from
node m

6: End For each

7. End For each

8: Send Lost Packet Retransmission Requests in next SRP
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4.2 Analysis

A comparative analysis between the proposed transport protocol and the IEEE 802.15.6 Standard
Is presented in this section. A busy or fading channel and the buffer over#owheamost
important causes afie packet bss.The expression (4) depcts the totahumber ofLost Packets

in a WBAN.

Zigioal 256F - 2yE - 24 (4.1

Where . 25 ds the number of lost packets due to a busy chann®|,gs the number of lost

packets due to a fading channel, angk ;s the number of lost packets due to buffer overflow

(normal or emergency packets).

The IEEE 802.15.6 Standard offers contention in EAP (Exclusive Access Phase) and RAP
(Random Access Phase) during each beacon period and it can cause packetridbe channel

is busy The expressions (4.2nd (4.3 depict the totahumber oflost packets of the IEEE
802.15.6 Standard with no emergency traffl; and with emergency trafficA, respectively.

Z2aeaa L - DawE. k. Zosee (4.2
2s6n:g L 2800 . 05 0E . DE 2%o50E . Bos0E . Zpomor (43)

Where . 24 5 4s the number of lost packets due to normal buffer overfod . 25 ¢ is the
number of lost packets due to emergency buffer overflew.2? >4 # Zand > # 2 Jndicate in
which of the three phases of the IEEE 802.15.6 Standard the packets were lost.

The expressions (4.4) and (Y depict the totahumber oflost packets of the proposed transport

protocol with no emergency trafficJ; and with emergency trafficA, respectively.
Ziaaaam@l - 206voeE .ok ZoaepF 4. %ee (4.9

Zasaacos L -206v-pE . A0k . Z04emE . . 2o E . 26508 (4.9
E.2poteeF 4. 3ee
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Where 4 . 2,z »is the number of Retransmitted LosadRet duringthe SRP phase 5% # 2
> 4 Zand ¥ # 2 ?indicate in which of the three phases of the proposed transport protocol the

packets were lost.

The RAPphasein the IEEE 802.15.6 Standard and the SQ#Rsein the proposedransport
protocol are contention phases and theg the CSMA/CA mechanism. The lengthtlod EAP
phasein the IEEE 802.15.&tandardandthe SRP phasein the proposedransportprotocol are

the sametbreefor the simulations). Only the propostgédnsportprotocol offersRetransmission

of Lost Rackets ihdicated with the negative factor RLP in expressiodsa#d4.5). It could be
deducted from the expressiods?) and 4.4) that the total lost packets with no emergency traffic
in the IEEE 802.15.6 Standard is higher than the proposed transport prdfmrebver, in
presence of emergency traffic, the proposed protocol shows emergency buffer overflow only
duringthe SRPphase while the IEEE 802.15.6 Standard shows it during RAP and lpliAd3es
Then, it could be deducted from the expressi@R) (@nd 4.5) that the total lost packets with
emergency traffic in the IEEE 802.15.6 Standard is higher than the proposed transport protocol.

4.3 Experimental Results

4.3.1 Simulation Parameters

The smulated network was composed X nodes: five semms nodes and one hubhe hub (in

the center) wa in the right hip There wee two sensonodes over the wrists (2 and, Swo

sensor nodes oveéhe ankles (3 and)4and one sensor noawer the chest §1 TheFigure4.3

shows the staopology for the simulation scenario
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Figure4.3. Star topologyfor the simulation scenariof SportsBAN + LR&F

The packet e for all sensors was 20pktfSach time an emergency event happened, the packet

rate was increased by ten times during 5s. There was no need of a special routing protocol

because of th@etwork star topology. Theadditional simulation parameters for the transport,

MAC and physical layers ailestedin the

Table4.1

The beacon period length was 32 slots for

both the IEEE 802.15.6 Standard &®pbrtsBANMAC protocol. The MAP length w26 slots

for both the IEEE 802.15.6 Standard and SportsBAN MAC protocol. The remainirgijotsx

were distribued between EAP (three slots) and RAP (three slots) phases for the IEEE 802.15.6
Standard, and between SRP (three slots) and SCAP (three slots) phaSpsrfeBAN MAC

protocol. The values for the parameters: scheduled access length and schedulededodess p

(one)were the same in both protocols in order to keep fairness in the comparison.

Table4.1. Simulation Parameters for SportsBAN + LR&F

Layer

Parameter Value

Lost Packet Buffer Size

4

Transport

Maximum Lost Packet Retransmission Requ¢ 1

Beacon Period Length (slots)

SRP Length (slots)

MAC MAP Length (slots)

SCAP Length (slots)

Scheduled Access Length (slots)

PHY

TX Output Power (dBm)

-10

Baseline Node Power (mW) 10
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4.3.2 Simulation Results

The Energy Waste Index was introduced in order to study the energy effectiveness of the
proposedransportprotocol. It was calculated as the ratio between the percentage of the packet
loss and the average consumed energy. The lower the imeléetter the energy effectiveness of

the protocol. Two different simulations were made for the comparisitie percentagef the

packet loss and the Energy Waste Ind@€xwith emergency eventand (i) without emergency
events. For the first simulam the packet rate was modified from 5pkt/s to 25pkt/s with no
emergency events. In the second simulation the packet rate was modified from 5pkt/s to 25pkt/s
with one emergency event occurring at 150s during 5s in one specific sensor node. The total

simulaion time was always 300s.

The percentage dhe packet loss when the packet rate is changed withoetgency traffic in

the WBAN isdepicted inFigure 4.4| The SportsBAN MAC protocol along with thproposed

trangort protocol (LR&F) showedan averagelower percentage ofhe packet loss than the
SportsBANMAC protocolaloneand the IEEE 802.15.@adard. This is due to the detection of
out-of-sequence packets atite creatiorof lost packetretransmission requedis those packets.
Theseretransmissiorrequests are setty the nodesluring the SRP phasewhere there is no
contention between nodes due to the TDMA protocol bgethe hub This simulation supports
the behaviorwithout emergency traffiof the IEEE 8@.15.6 standard and the SportsBAN +
LR&F describedn the expressions (4.2) and (4.4) respectivEhe proposedransport protocol
(LR&F) adds a negative factan the expression (4.4nd offers a fewer total numbef st
packetwhen there is no emengey traffic in the WBAN With the increase of the packet rate in
the nodes, the percentage bettdal packet loss decreases for the three compared solutions
because thaormaltraffic in the WBAN increases and the total number of tastmalpackes is

not proportional.
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Figure4.4. Packet lossvithout emergency traffigs Packet rate

The percentage of the packet loss when the packet rate is changedheigierecy traffic in the
WBAN is depicted in théFigure 4.5 Again, the SportsBAN MAC protocahlong with the

proposed transport protocol (LR&Bhowed an average lower percentage of the packet loss than
the SportsBANMAC protocol aloneand the IEEE 802.15.@andard All the lost emergency
packet retransmission are made during the SRP phase uskogmention transmission due to

the TDMA protocol the hub use$his simulation supports the behavior with emergency traffic

of the IEEE 802.15.6 standard and the SpadktdB+ LR&F described in the expressions3y.

and (45) respectively. The proposed transport protocol (LR&F) adds a negative factor in the
expression (%) and offers a fewer total number of lost packben there is emergency traffic in

the WBAN. With theincrease of the packet rate in the nodes, the percentage of the total packet
loss decreases for the three compared solutions becausertn@ and emergendyaffic in the

WBAN increases and the total numbetaxt normal and emergen@ackes is not prgortional.
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Figure4.5. Packet loss with emergency traffic vs Packet rate

The Energy Waste Index without emergency traffic, whenpheket rateis changed in the
WBAN, is depicted irEFigure4.6 The Energy Waste Index for ti8portsBAN MAC protocol

along with the proposed transport protoc@R&F) was lower thanfive for almost all packet

rates (except fothe initial rate of5pkt/sec). The proposetansportprotocd showedthe best

energy effectiveneswithout emergency traffic because although it consumed almost the same
quantity of energy aSportsBANMAC protocoland the IEEE 802.15.6 standaits, percentage

of the packet loss wamuchbetter.Although the enengconsumption for the SportsBAN MAC
protocol along with the proposed transport protocol (LR&#h no emergency trafficould be a

little higher due to the lost packets retransmission algorithm, the improvement in the packet loss
allows to offer the bestnergy effectivenesdVith the increase of the normal packet rate, the
good behavior of the percentage of lost packets and almost the same energy consumption, show
the improvement of the proposed transport protocol (LR&F) in the energy effectiveness of the

WBAN without emergency traffic
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Figure4.6. Energy Waste Index without emergency traffic vs Packet rate

The Energy Waste Index with emergency traffic, when the packet rate is changed in the WBAN,

is depiced inthe|Figure 4.7| Again, the SportsBAN MAC protocol along with the proposed

transport protocol (LR&F) showed the best energy effectivewdhsemergency traffic because
although it consumed almost the samentjitya of energy as SportsBAN MAC protocol and the
IEEE 802.15.6 standard, its percentage of the packet loss was muchAlgteergh the energy
consumption for the SportsBAN MAC protocol along with the proposed transport protocol
(LR&F) with emergency trffic could be a little higher due to the lost packets retransmission
algorithm, the improvement in the packet loss allows to offer the best energy effectiVeitss.

the increase of the normaihd emergencyacket rate, the good behavior of the percentédidest

packets and almost the same energy consumption, show the improvement of the proposed
transport protocol (LR&F) in the energy effectiveness of the WBWN emergency traffic
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Figure4.7. Energy Wate Index with emergency traffic vs Packet rate

For the study othe normaland emergenciraffic latency, a different simulation was madée
time simulation was 300s, the number of nodes sbaand the packet rate was 20pkt/sec. There

was only one emegycy event occurring at 150s during 5s in one specific sensor Tfibde.

Figure4.8|depicts the distribution dahe latency for normal trafficThe total number of normal

packets withHow latency ([0,120) ms) shownby the SportsBAN MAC protocol along with the
proposed transport protocol was higher than the other two prat&uustsBAN MAC protocol
working alone also offered more total number of packets with low latency ([0, 120) ms) than the
IEEE 802.15.6 standard’here is an important number of normal packets delivered with high
latency ([160,inf) ms) due to the time each sensor needs to wait to receive the next beacon and

listen tothelost normal packet retransmission requésis the hubduring the SRP phase.
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Figure4.8. Normal Latencyor SportsBAN + LR&F

ThelFigure4.9(depicts the distribution of latency for emergency trafiithe WBAN This time,

the total numberfoemergency packets with low latency (BD0) ms) showrby the SportsBAN

MAC protocol along with the proposed transport protd¢dt&F) was a little lower than the
other two protocolaNonetheless, there is a trad# between thisatencyandthe total mmber of
received emergency packets, which is higher in the SportsBAN MAC protocol along with the
proposed transport protocol (LR&Fyhe latency behavior of the proposed solution amues
emergency packets delivered with high laten@0,inf) ms) are due to the time each sensor
needsto buffer the emergency lost packersd wait to receive the next beacofhen, the node
needs tdisten to the lost emergency packet retransmission requestshe hubduring the SRP

phaseand finally send the emergen®st packets requested and previoustected
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Figure4.9. Emergency Latency for SportsBAN + LR&F

4.4 Conclusions

In this section,a rew transport protocol for WBAN vgaproposedbased on the implementation

of the SportsBANMAC protocol presented i@hapter3. The hub and each node in the WBAN
detect lost packets and make tequests andetransmissions during the Slot Reallocation Phase
(SRP, in theSportsBAN. The hub calculates the Fairness Index as the batween the number

of lost packets and thetal number of received packets. The hub uses the Fairness Index to

prioritize the request creatiamorder to provide fairness leten all the nodes in the WBAN.

The SportsBAN MAC protocol along with theroposed transport protoc@LR&F) outperformed

the MAC protocol and the IEEE 802.15.@ardard in the percentage thie packet loss with or
without emergency traffic, while maintaining a similar energy consumption as both psotocol
When the Energy Waste Indevas calculatedit showedthat the SportsBAN MAC protocol
along with the proposed transport protocol (LR&Md a better energgffectiveness than the
other protocols with or without emergency traffic

Finally, the latency for normal and emergency t@ffi the presence of one emergency event was
compared.The SportsBAN MAC protocol along with the proposed transport protocol (LR&F)
showed a very good latency for normal traffic. The latency for emergency traffic was a little
higher than the other two pomtols, but showing more relidiy with less lost packet.
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This chaptepresents a rate control schenoe iitigatingcongestion in WBANS used in sports
applicationsIn thesection 5.1, the proposed rate control scheme is presented with its congestion
control techniqueThe rate control scheme is contextare and responses to emergency events

in any node controlling the normal traffic radé the remaining node3he sectio 5.2 presents

the simulation results comparing the performance of the IEEE 802.15.6 standardeand th

SportsBAN MAC protocol when they avsedalong withthe proposedrate control scheme.

5.1 Proposed Rate Control Scheme

The proposed rate control scheme istegtaware and it uses a RIB (Ratentrol Indicator Bit)

in each beacon for providing congestion avoidance during emergency events. When an
emergency event occurs in the WBAN, the hub has to calculate the Rate Control Factor (RCF)
and communicate it tell nodes in the network in order to keep the same average rate of traffic
during all the emergency eveiithe hub uses the SRP phase with the TDMA protocol to send the
RCF to all nodes. In this way, it avoids contentidfhen an emergency event happene sty

node, the node sends an alert into the application packet to indicate in advance the increase in the
packet rate for the emergency node. €heergencypacket rate is increased with an Emergency

Multiplication Factor (EMF=10 for the simulations).

5.1.1 Nodeand Hub States

TheFigure5.1|depicts the node statés the SportsBANMAC protocol working along with the

proposed rate control schenddter receiving a beacon, the node reads the-Batérol Indicator

Bit (RIB) and it has to decide if it goes to sleep mode or it listens to the Rate Control Factor sent
by the hub during the SRP pha3é&e node apply immediately the Rate Control Faciadin

this way it reduces its normal packet ratéen, it will be able tsend emergency and normal
traffic during the MAP phase and additional emergency and normal traffic during the SCAP
phase.



107

Figure5.1. Node states in SportsBAN + RCS

ThelFigure5.2|depictk the hub statefor the SportsBAN MAC protocol working along with the

proposed rate control schem#dter sending a beacon, the haén go to idle mode or it can send

the Rate Control Factor to all normal nodes (with no emergenaytgvelhe hub uses the
TDMA protocol for using all slots during the SRP phase, avoiding contention with the sensor
nodes. After sending the Rate Control Factor to all nodes, the hub can go to idle mode during the
SRP phase or start to listen to emergenty @ormal traffic during the MAP phase. Finally, the

hub will be listening to additional emergency and normal traffic from connected nodes, listening

to connection requests from unconnected nodes, and sending connection assignments.

Figure5.2. Hub states in SportsBAN + RCS
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5.1.2 Congestion Control

The Algorithm 5.1 depicts the congestion control scheme used by theévheb. a packet arrives
with an alert of future buffer overflow (BUFFER_ALERT) due to an emergezvent that
happens in any node, the hub calculates the Rate Control Factor (RCF). This factioais a
number between zero and ameorder to decrease thpacketrate of nodes with normal traffic
The Rate Control Factas used for keeping almostelsame averageacketrate in the network,
decreasing thg@acketrate of normal traffic in all nodes and allowing tberrentnodes with
emergency events to use more bandwidth in the WBXNhe rate control regests are sent by
the hub duringhe SRP pase. As the SRP phase is afoomtention phase due to the TDMA

protocol, there is no packet collision during this phase.

ALGORITHM 5.1. Congestion control in the hub

End For each

Set RIB 8 5D WGadntrol

10: End If

11: Send Rate Control Requests in next SRP

1. If packet.alert = BUFFER_ALERT then

2: EmergencyNodes .push(currentNode);

3: Ca lculate RCF for all nodes according to expression (5.3)

4: Foreach node n do

5: Ifn isnotin EmergencyNodes then

6: Create a Rate Control Request for the node n using RCF
7 End If

8:

9:

The promsedrate controlscheme decreas¢he probability of contention of emergency traffic
because théncrease ofemergency traffic in any node is counteracted with the reduction of
normal traffic in he remaining node&esides,tialso decreasdke probability otthe packet loss

due to buffer overflow of normal traffio each node
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Whenthe emergency eveffinishes the hub serslanother Ritecontrol Indicator Bit into the
next beacon, in order toemssign the origingbacketrate to each noden the WBAN. The
expressions (8) and 6.2) depict the average packet rate for the whole WBAN with no
emergency traffic fBand with emergency trafficl, respectively.

N Aqis Ny (5.1)
L Avoes NH 1 v; E Ags NF Ay, N (5.2)

J

Where Ns the packet rate for each nodgis the total number of nodes in the WBANgis the
set of the current emergency nodes (thaght be mae than one), and is the Emergency

Multiplication FactofEMF) for each emergency node.

Using the expression$.l) and b.2), the Rate Control Factord(%)(for emergency events can
be calculated as shown in the expressmf)(and it must always be O 4 % (O sin order to

decrease thpacketrate in the nodes with normal traffic.

Aﬁ‘-@w AYfDéP: NHI ¢ (5.3)
Alies NF Avpap N

4% (L

5.2 Experimental Results

5.2.1 Simulation Parameters

Six nodes composethe simulated network: five sensor nodes and one hub. The sensor in the

center is the hulnd it is assumed to never gosleeping mode. It rather go&sidle mode. The

Figureb5.3|shows the star topology for the sitated network.
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Figure5.3. Star topologyfor the simulaibn scenario of SportsBAN + RCS

The simulation time was always 300s and the normal packet rate was 20pkt/sec. When an
emergency event happened inale, the Emergency Multiplication Faci@MF) increased the

rate in 10 (teptimes, giving @ emergency packet rate of 200pkt/sec. aldditionalsimulation

parameters for the application, MAC and physical layerdistexlin the|Table5.1| The beacon

period length was 32 slots for both the IEEE 802.15.6 Standar@&oisBANMAC protocol.

The MAP length wa 26 slots for both the IEEE 802.15.6 Standard and SportsBAN MAC
protocol. The remaining sislots wee distibuted between EAP (three slots) and RAP (three
slots) phases for the IEEE 802.15.6 Standard, and between SRP (three slots) and SCAP (three

slots) phases for SportsBAN MAC protocol. The values for the parameters: allocation slot length,
beacon period lenlgt maximum transmission tries, and normal buffer siee the same in both

protocols in order to keep fairness in the comparison.

Table5.1. Simulation Parameters for SportsBAN + RCS

Layer Parameter Value
Packet rate (pkt/sec) 20
o Default Priority for nodes 2
Application

Constant Data Payload (in byte 80
Emergency Multiplication Factg 10
Maximum Transmission Tries
Normal Buffer size (packets)
MAC Emergency Buffer size (packet
Allocation Slot Length (ms)
Beacon Period Length (slots)
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Layer Parameter Value
SRP Length (slots)

MAP Length (slots)

SCP Length (slots)

Scheduled Access Length (slot
Scheduled Access Period
Contention Slot Length (ms)

Topology Star
Sensors 5
Physical Hubs 1
TX Output Power (dBm) -10
Baseline Node Power (mW) 10

5.2.2 Simulation Results

The first variable used for the comparisontioé IEEE 802.15.6tandard and th&portsBAN

MAC protocol working along with the proposed rate control schemzes he percentage of
emergency packet loss. The second variable used for the comparison was the Energy Waste
Index. The latterwas calculated as the ratio between the percentatiee placket loss and the

average consumed energy. The lower its value the ble¢teffectiveness of the solution.

The comparison dhe simulations were mademong: (i)the IEEE 802.15.6 standardthout the
rate control scheme (RCS); (iihe IEEE 802.15.6 standard using a part of the propceated
control scheme; (iiithe SportsBAN MAC protocol proposed irChapter 3without the rate

control schemgeand (iv)the SportsBANMAC protocol using the proposedte control scheme

The percentage oémergency packet loss when the number of emergency events were changed
from one to five dung simulationsis depicted ir@ The proposed rate control scheme
improvedthe performance of both IEEE 802.15.6 standard an&paetsBANMAC protocol.
Although the difference between tBportsBANMAC protocol with and without the rate control

schemeis very small inthe|Figure 5.4| the Energy Waste Index in tiégure 5.5|showedthe

actualimprovement. The proposed ratentrol £heme allowedhe node with emergency events

to use more bandwidth, decreasing the rate of the remaining nodes with normal traffic and
improving the energy efficiencgf the WBAN The Rate Control Factor calculated with the
expression (5.3) wassad by the hub allowing to keep the same average packet rate in the
WBAN and decreasing the probability thfe emergency packet logshie to packet collisioand

buffer overflow(emergency and normaljhe proposed solution (SportsBAN + RCS) showed the
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bestpercentage of emergency packet loss compared with the IEEE 802.15.6 standard and the
SportsBAN MAC protocol working alone.

Figure5.4. Emergency packet loss vs # emergency events

The Energy Waste Index whheéhe number of emergency events were changed from one to five
during simulations is depicted Eﬁigure 5.5| Only the SportsBAN MAC protocol with and
without the rate control scheme is shoWecause the differencsith the IEEE 802.15.6 is

evident in theFigure5.4| The proposed rate control scheme improved the energy effectiveness of

the SportsBAN MAC protocolThis could be accomplished withoth the reduction in the
emergncy packet loss due the mcket collisionand the reduction in the normal packet loss due
to buffer overflow With low emergency packet collisie@nd low emergency buffer overflow,
the energy effectiveness of the SportsBAN MAC protocol working alotiy the Rate Control
Scheme (RCS) was bettitranboththe SportsBAN MAC protocol working alorend the IEEE
802.15.6 standard
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Figure5.5. Energy Waste Index vs # emergency events

The emergency packet los$en a given numberf gimultaneous emergency eve(ft®m one to

four) happenediuring the simulations isdepicted inthe|lFigure 5.6 The emergency nodes had

simultaneous emergency events three times during indations(at 80s, 160s and 2404) can

be seen that the rate control scheamprovedagain the performance of batie IEEE 802.15.6
standard and th&portsBANMAC protocol. The proposkrate control schemdecreases the
packetrate of the remaining ned with normal traffic in order to provide emergesaoyareness

to the whole WBAN.With the increase of emergency nodes sending emergency traffic at the
same time, the Rate Control Scheme allowed to keep the same average packet rate than the
WBAN with no energency traffic.The proposed solution (SportsBAN + RCS) showed the best
percentage of emergency packet loss compared with the IEEE 802.15.6 standard and the
SportsBAN MAC protaad working alone.
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Figure5.6. Emergency packet loss vs # simultaneous emergency events

The Energy Waste Index when a given number of simultaneous emergemty €rom one to
four) happenedluring the simulation is depicted in tt{EigureS.? Only the SportsBAN MAC

protocol with and without the rate control scheme is shown because the difference with the IEEE

802.15.6 is evident in thEigure 5.6 The proposed rate control scheme improved the energy

effectiveness of the SportsBAN MAC protocol. This could be accomplished with both the
reduction in the emergency packet loss due to the packet collision and the reduction in the normal
packet loss due to buffer overflowrhe energy effectiveness was betéexr the number of
simultaneous emergency events incread#fith the increase of emergency nodes sending
emergency traffic at the same time, the Rate Control Scheme allowed to keep the same average
packet rate than the WBAN with no emergency traffice enegy effectiveness of the proposed
solution (SportsBAN + RCS) is due to the best percentage of emergency packet loss and the use
of freecontention transmission of the request lost packets, in order to keep a good energy

consumption.
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Figure5.7. Energy Waste Index vs # simultaneous emergency events

For the third simulation, the packet rate was 20pkt/sec, the simulation time wasn@800s &

was oneemergencynodein the WBAN ThejFigure 5.8[depict the total number of lost packets

(normal and emergency traffic) due to buffer overflow or busy chamhelproposed rate control
scheme improved the performance of both IEEE 802.15.6 standard and the SportsBAN MAC
protocd. Although the difference between the SportsBAN MAC protocol with and without the

rate control scheme is very small in fRrgure 5.8 the Energy Waste Index in tfiegure 5.9

showed the actual improvement. The proposed rate control satherneases both the normal
packet loss due to buffer overflow and the emergency packet loss dususy channelThis

Rate Control Scheme improves the total numbdosifpackes (normd andemergencypecause

it also decreases the packet collision probahititthe WBAN Each nodes can buffer normal and
emergency detected lost packets and these packets can be sent during SRP with no contention

after being requested frothe tub.



116

Figure 5.8. Total Lost Packets vs. Emergency Events

TheFigureb5.9|depicts the difference betwetre SportsBANMAC protocolworking alongwith

the proposedrate controlschemeand without its uselt shows the total number of lost packets

due to buffer overflow or busy chann&he proposed rate control scheme improves the already
good performance of the SportsBAMAC protocol with the packet lossThis Rate Control
Schene improves the total number of lost packets because it also decreases the packet collision
probability in the WBAN.Each nodes can buffer normal and emergency detected lost packets
and these packets can be sent during SRP with no contention after bagsjeddrom the hub.

Figure5.9. Total Lost Packets vs. Emergency Events for SportsBAN + RCS
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For thefourth simulation, the packet rate was 20pkt/sec, the simulation time was 300s @nd the
wereno emergeng nodesin the WBAN ThelFigure5.10|depicts the distribution of the latency
for normal traffic.The total number of normal packets with low latency ([0, 160) ms) shown by
the SportsBAN MAC protocol along with theoposed rate control scheme (RCS) weay good
compared with the other solutiorid/e need to considex tradeoff between thegood normal

traffic latencydepicted in thEigureS.lO and theexcellentemergencyraffic latencydepictedn

thgFigure5.11| Besides, the total number of normal transmitted packets is fewer in the proposed

solution (SportsBAN + RCS) than the other three solutions because the hub has previously

requested the decrease in the normal packet rate.

Figure5.10. Normal Latency for SportsBAN + RCS

For the final simulation, the packet rate was 25pkt/sec, the simulation time was 300s and there

was one emgency node in the WBANThelFigure 5.11{depicts the distribution of the latency

for emergency trafficThe total number of emergency packets with low latency ([0, 200) ms)
shown by the SportsBAN MAC protocol alomgth the proposed rate control scheme (RCS) was
higher than the other solutions. This is due to the priority of emergency packets in the
SportsBAN MAC protocol andhe decrease of normal traffic withe proposed rate control
scheme.SportsBAN MAC protocolgives more priority to emergency traffic during the MAP
phase offering a freeontention transmission. Besides, the RCS improve the SportsBAN

behavior because decreases the normal traffic, allowing more emergency traffic to be sent during
MAP.
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Figure5.11. Emergency Latencipr SportsBAN + RCS

5.3 Conclusions

A new contextaware rate control scheme for congestion control in WsselBody Area
Networks was proposed in thichapter based on themergencyaware ad energyefficient
MAC protocol pesented irChapter3. The hub calculates a Rate Control Factor (RCF) each time
an emergency event happens in any node of the network. It sends the RCF to decpeadethe
rate in nodes with normal traffic and to kedmast the same averagacketrate in the whole
WBAN. The RCF is sent ding the SRP phase to albrmalnodes In this way, the hub avoids
contention and packet collision.

For evaluating the performance of the propasee control schemédour variablesvere used: the
percenage of emergency packet lose Energy Waste Index (calculated as the ratio between the
percentage of the emergency packet loss and the average consumed #reetgigl number of

lost packets (normal and emergency traffic) duduéfer overflow or busy channegnd the
latency for emergency and normal traffiThe proposed rate control scheme improved the
performance of both th&portsBANMAC protocol and the IEEE 802.15.6 standard.
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CHAPTER6  352326('$5&+,7(&785(

The proposedarchitectue gathersall the protocols and schemeggened in this research project

andit is explainedin this chapterThe section 6.1 poses the initial assumptions. The section 6.2
enumerate#ts requirementsThe section 6.3 explains tipeoposedopologies WBAN topology

and global topologyThe sectn 6.4explains theoperation of the5 1V , Q G L F &ckiéRdibr % L W V
each beacon periodhe section & presents thgroposedphasedor each beacon period@he
section6.6 summarizes allhe tackled challengeand the proposedorotocols and schemeghe

section 6.7explains the node behavior. The section pr8sents a comparison with other
proposedarchitectures using the main requirement§inally, the section 6.%oncludes the

chapter.

The main objective of tkiresearch project was to design a reliable, coateare and energy
efficient architecture for \BANS, ensuring @S and fairness inpsrts applications.This
objective was achieved through the proposed protocols, algorithms, schemes, and the proposition

of a newhub andnodes architecture.

ThelFigure6.1|depictsthe proposedjeneralarchitectureThe hub and the sensors are composed

of five modules: (i) Sensing Modul&M) zin charge of sensing body informatiand detecting
alerts into the packetgii) Memory Module (MM) xin charge ofstoring sensing data and lost
packetdfor future retransmissiongiii) Battery Module (BM) in charge ofgiving energy taall
the modules within thelevice and detecting low biry levels (iv) Processing Module (PM}
in charge of processing body informatiameation of slot reallocationsletecting lost packets,
sending requested lost packets, @ndcessing the Rate Controadtor for congestion control
and (v) RadieFrequecy Module (RFM) in charge of the transmission thie body information
between the nodes and the hiyia HBC, NB, UWB) and between the hub and tbeach
devicesdata centersand othesstakeholdergvia GSM, LTE, WiFi, WIMAX) .
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Figure6.1. ProposedseneralArchitecture

TheFigure6.2|depicts the node architectungth its five modules: (i)The Sensing ModuléSM)
supportghe Slot Reallocation Algorithiwith thedetectionof the alerttypeinto each packet(ii)
TheMemory Module (MM)supportghe Slot Reallocation Algorithwith the detection ofuture
emergencybuffer overflow, and supportsthe Lost Packet Retransmission Algorithvaith the
buffering of lost pa&et for future retransmissions(iii) The Battery Module (BM)supportsthe
Slot Reallocation Algorithmwvith the detection ofow battery leved; (iv) The Processing Module

(PM) suppors the Slot Reallocation Algorithm, the Rate Control Schetie the proessing of
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the Rate Control Factoand supportsboth the Packet Loss Detection Algorithamd the Lost
Packet Retransmission Algorithwith the creation of lost packet retransmission requesdsthe
sending of lost packet retransmissipasd (v)The RadicFrequency Module (RFMjuppors the
Slot Reallocation Algorithm, the Rate Control Scheme and the Packet Loss Detection Algorithm

with the sending of slot reallocations, the RCF, and lost packet retransmissions respectively

Figure6.2. Node Architecture
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6.1 Assumptions

X

We assume that the WBAN is used by sportante good healthcondition The sensor
nodes and the coordinator are worn by the athl&tes WBAN can help the athletgvith

scientific training, psture orrecting and skill improvemendyoidng theminjuries.

The users o WBAN could have some inhibitions related to invasiveness and discomfort
due to the sensors size or positibhe sensonodes need to be wearable and lightweight

and they shoul not alter the userteormalactivities.

The cost of implementing the proposed solution could be high, but the sadhtolal

demonstrate enough value to offset the inversion.

The proposed solution will dependh sensor accuracy, so, the sensors sho@d b
optimally calibrated in order to assure Besides, gorts applications demand for high

capacity systems to deliver reahe information.

The hubor WBAN coordinatomever sleeps, it is always on and it only goes to idle mode
when all nodes aren slegping mode 7KH KXEfV EDWWtdthVor@éritHaw L P H
VHQVRU QRGHVT

The hub has enough processing capabilities to perform a multitude of functions like
additional sensing, node registration, initialization, customization, secure communication,
fusing data from sensor nodes, serving as a user interface and bridging the WBAN to

higherlevel infrastructure and thus to other stakeholders.

6.2 Requirements

The architecture should provide to the hub and each wata the WBAN with some specific

abilities. Wecan enumeratdné main requiremeistof the proposed architecture like

X

Energy Efficiencyto minimizethe power consumptiocavoiding or mitigating collisions,
idle listening, overhearing, and control packet overh&adproposedarchitecture should

decreae contentiofbased transmissions and increase the sleeping time for each node.

LV
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Reliability: to assurehe endto-end packet deliverypetween the sensor nodes and the
hub. The proposedarchitecture should allow the nodes to be able of sending all their

emergency and normalackets to the hub.

QoS to have theability to deliver packets with the least latency and the highest
throughput The proposedarchitecture should allow the trad#f between the energy
efficiency and the desired reliability of the WBAN

Congestion Controlability to control traffic in the WBAN in order to avoid packet
collision and buffer overflowThe proposed architecture shouleécrease¢he packet loss

due tothe macket collisionand buffer (normal and emergency) overflow.

Rate Contol: ability to prevent the nodes fromverwhelning the hub The proposed
architecture shouldllow the hub to control the packet rate of the sensor riad=asler to

keep an average ratethe whole WBAN

Loss Detection: ability to detect the lost packietshe hub side and in each node side.
The proposed architecture should provide the early detection of lost pacheith sides:

the hub and the sensor nodes.

Loss Recoveryability to make thdost packetretransmission requessd to send the
correspndingpacket retransmissionshe proposed architecture shodkecrease the total

number of lost packet through the retransmission of some of them.

Fairness ability to distribute the networkesourcesequitably among all nodes of the
WBAN. The proposed rahitecture shouldallow all nodes to get equal access to the
network and give the corresponding priority to those nodes with emergency traffic and
with high packet rate.

Emergency Awarenessbility to respond taany emergency evemh any node at any
time. The proposed architecture should be able to detect early any emergency event and to

give the corresponding priority to the emergency nodes.

Context Awarenessability to respond to any ale(buffer, battery, emergencyh any
node at any timeThe promsed architecture shoultk able to detect high buffer levels,

low battery levels, and any emergency event into the nodes.
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The correspondenceetween the requirements of the propoaethitecture and the protospl

schemesand algorithmgproposed in thisasearch projeds depicted in th@able6.1{ Each row
indicates what algorithm or scheme addresses each requirement.
Table6.1. Protocols, schemes and algorithm®Regjuirements
Slot Packet Loss | Lost Packet Lost Packet Rate
Requirement | Reallocation Detection | Retransmission| Retransmission| Control
Algorithm Algorithm Request Sending Scheme
Energy
Efficiency X X
Reliability X X X X
QoS X X X X X
Congestion X
Contol
Rate Control X
Loss X
Detection
Loss Recovery X X X
Fairness X X X X
Emergency X X
Awareness
Context
X
Awareness

6.3 Topologes

The proposedWBAN topology isalways a star topologyn this way, we do not need to use a

specialrouting protocol.The hub (1) musalways bein the center The sensor nodasust be

around the hubA star topology with six nodes is depicted in
right hip. There are two sear nodes over the wrists (2 and 3), two sensor nodes over the ankles

(4 and 5) and one last sensor node (6) over the dhash sensor node has a direct wireless

Figure6.3

The hub (1) is in the

connection with the hytand there are not relsng nodes forthe packet routingWith this direct

connection of ensor nodes to the hub, the informationakes the least possible delay in

transmissionBesides, the failure of a single nadiees not compromise the remaining nodes.
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Figure6.3. WBAN topology inthe proposed architecture

The|Figure 6.4|depicts the global topology for the proposed architectéifeer gatheringand

processinghe body information from nodesvithin the WBAN star topologythe hubcan send
this informationboth directly to a coach devidgia Wi-Fi, GSM, LTE) or to other stakeholders
(via GSM, LTE, WiF, WIMAX). The coach device can perform additional processing to help
the coach to improve the training plan of the sportsniie.stakeholders can see the processed
information into the data centers to improve researchraming protocols of athletes, and

deficiency detection.
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Figure6.4. Global topology in the proposed architecture

64 51V ,QGLFDWRU %LWV LQ WKH %HDFRQ

The([Table 6.2 shows the configuration of indicator bits into each beacon for the proposed

architecture. We only use three extra biithin each beacon for indicatinghether the b is
going to assign slot Reallocations, to request packet Retransmissions, to sewdnRate
requests, or any combination of theviihen an emergency event happens in any node, the hub
receives an alert from the node and it can decide i€dhgestiorcontrolis necessargndusing

the Ratecontrol Indicator Bit If there are many lost packadgtected by the hub, mhayuse the
Retransmission Indicator BiT.he Reallocation Indicator Bis always used by the hub after an
emergency event occurs in amyde.

The value 1(one)in the Reallocation Indicator Bit means that the hub is going to send slot
reallocatios to all nodes in the current beacon period. The val(eng)in the Retransmission
Indicator Bit means that the hub has detected lost paakeltit is going to send retransmission
requests in the current beacon period. The val(ené&)in the Ratecontrol Indicator Bit meas

that the hub has received amergency alert and it is going to send a Fadatrol Factor to all

nodes in the currentelacon period.
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Table6.2. Indicator bits for the proposed architecture

Type First Bit | Second Bit| Third Bit
None 0 0 0
Reallocation
Retransmission
Ratecontrol

Reallocation & Retransmigm
Reallocation & Rateontrol
Retransmission & Rateontrol
Reallocation, Retransmission & Ratentrol

6.5 Phases in the Beacon Period

The|Figure 6.5|depicts the thre@roposedphaseswithin the beacon periodrhe first phase is
called 3RP (Reallocation, Retransmission & Raiatrol Phase)3RP is used by the hub for

sending slot reallocations, retransmission requests andRake Control FactorRCH to all
nodes.The second phase is MA®Ianaged Access Phasd)is used by all nodes for sending
normal an emergency traffic, always giving the highest priority to the emergency traféc.
third phase is called SCAP (Special Contention Access Phiaselised by all nodes for sending
comection requests aratiditionalnormal and emergency traffic.

Figure6.5. Phases in the beacon period for the proposgttacture

There is nacontention during 3RP due to the use of the TDMA protocol. hitheeuses all slots
for sending slot reallocatierand the RCFThe nodes only serdst packet retransmissisrafter
they have received last packet retransmission request from the MBP also uses the TDMA
protocol for transmitting normal and emerggni@affic. The use of CSMA/CA in SCAP implies
contentionbased transmission durinigis phase. At least one phase needs to offer contetion

allow theunconnected nodes to connect to the WBAN.
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6.6 Protocols and Schemes

All the challengetackledcan be locad within the proposed architectuos the communication
protocol stack The context awareness is provided for the application and MAC layers. The
energy efficiency is provided for the transport and MAC layéne reliability is provided for the
transportand MAC layers. The loss recovery, the fairness and the congestion control are

provided for the transport layer. The Quality of Service is provided for the MAC layer.

The|Figure 6.6| depicts thesummary of theproposed architecture with all theommunication

layers,the protocols and schem@saplementedn both the hub anthe nodes.

The Packet Loss Detection Algorithm is used by the hubtlmdodes. The huband the nodes
detectlost packets in théVIAC layer. The hub uses the Lost Packet Retransmission Request
Algorithm to request forprevious lost packets, while theodes use the Lost Packet
Retransmission Sending Algorithtm sendhe corresponding lost packekequested by the hub

The network protocol used Hyoth the hub andhe nodes is a simple Bypass protocol. That
means there is no specralting in the star topology usedtime WBAN.We are using a oAeop
star topologyand we are not considering the coexistence of more WBANS in the vicinity.

The Rate Cotrol Scheme is used by the hub in the MAC lagetalculatehe RCHor all nodes
while it is used byhenodes in the @plication layerfor applying the received RCifom the hub
The Slot Reallocation Algorithns only used by the hub in the MAC layer createthe slot

reallocationdor all nodes
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Figure6.6. Protocols ad schemes within the proposedratecture

6.7 Node Behavior

The|Figure 6.7 summarizeghe behsior of eachnode for theproposed architecturdfter the

beacon reception, the nolas two optionstievaluatsthe RIBs if it is connected or mhust wait
until SCAP if it is unconnectedVhen it is umonnected, the node widlwayssend itsconnectio

request during the next SCAP.

During 3RP(the yellow colorzong, the node has previously evaluatke RIBs,then,the node
can listento slot reallocationsentfrom the hub or listento the RCFsentfrom the hub or listen
to lost packet retransmissi requestssent from the hukand finally sendthe lost packets

requested by the hub

During MAP (the blue colorzong, the node sends emergency and normal padkeitsg the
highest priority to the emergency traffithe node uses its own assigned slotd & might use

the remaining slots at the end of MAPhgededIf there wereslot reallocations for this beacon
period, the node will use the new slot reallocation received, otherwise, it will use the original slot

relocation received when it connectedhe WBAN for the first time.

Finally, during SCAP (the green colorzong, the node sends management pacKets.

connection requestgnd additional emergency and normal traffibe priority from the highest
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to the lowesfor the traffic during SCAP is(1) Management packe{) Emergency traffic and

(3) Normal traffic.

Figure6.7. Behavior of thenode for thegproposed echitecture

6.8 Architectures Comparison

The|Table 6.3| presents a comparison of the proposed architecture with some architectures
publishel recently and descrited in Chapter 2In order to make theomparison with other
architectures, weised the main requirements @il the architecture The first achitecture used

for the comparison was a Contekivare Service Architecture for the IntegrationBSNs and
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Social Networks through th&S (Domingo, 2011) The second architecture was an-Un
Obstructive BAN for Efficient Movement MonitoringFelisberto et al., 2012)The third
architecture was a Clotiinabled BAN for Pervasive Healthcdde Wan et al., 2013 he fourth
architecture wasa QoSAware Health Monitoring System sing CloudBased WBANs
(Almashaqgbeh et al., 2014)he final architecture used for the comparison was a Configurable
EnergyEfficient Compressed Sensing Architectwi¢h its applicaton onBSNs(A. Wang et al.,
2016)

Table6.3. Architectures Comparison

Un- Cloud-
Context- Obstructive Enabled QoS-Aware Compressed
. Proposed Aware ) . Health ;
Requirement h . Architecture | Architecture o Sensing
Architecture Service - Monitoring ;
: - Movement | - Pervasive Architecture
Architecture o System
Monitoring | Healthcare
Energy
Efficiency Yes No Yes Yes No Yes
Reliability Yes No No Yes No No
QoS Yes No No Yes Yes No
Congestion Yes No No No Yes No
Control
Rae Control Yes No No No No Yes
LOSS. Yes No No No Yes No
Detection
Loss Recover Yes No No No No No
Fairness Yes No No No No No
Emergency Yes Yes Yes Yes No No
Awareness
Context
Awareness Yes No No Yes No No
Security No No No Yes No No
Coexistence No No No No Yes No
Interference No No No No Yes No
Topology No No Yes No No No
changes
Node
Placement No No Yes No No No
Optimization
Nodes
Wearability No No Yes No No No
Energ_y No No Yes No No No
Harvesting
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6.9 Conclusions

The proposed architecture wasplained in this chaptefts assimptions, principles, topology
phases, protocols, schemes and requirements were enumerated and eXpiaiaechitecture is
reliable, contexaware and energgfficient and it iscomposed of (i) an energyefficient,
contextaware and reliable MAC protocol; (i) a reliable transport protocol based on loss
recovery and fairness; and (iii) a contextare rate control scheme for congestion control in
WBANS.

The main objective of this research project was accomplished thathdesign of a reliable,
contextaware and energgfficient architecture for WBANS, ensuring QoS and fairness in sports
applications.The hub and the sensors are compasdd/e modules: (i) Sensing Module (SM);
(i) Memory Module (MM); (iii) Battery Malule (BM); (iv) Processing Module (PM); and (v)
RadioFrequency Module (RFM).

The proposed architecture was compared with other architecisireghe main requirements of

all the proposed architectura&/hile some architectures focused on challengescdexistence,
interference, topology changes, node placement optimization, nodes wearability, and energy
harvesting the proposed architecture is the only one focusea@nergy efficiency, reliability,

Qo0S, congestion control, rateontrol, loss detectionJoss recovery, fairness, emergency

awareness, and context awareness, all at the same time.
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CHAPTER 7 &21&/86,21

7.1 Summary of the Thesis

There are many challenges posedtfa desigrof WBANs. The most mentioned challengase

the Quality of Servicethe energy eitiency, the nodes wearability, the context awareniss
reliability, the security, the variable network topology, the nodes placement optimization, and the
coexistence and interference of WBI in the veinity. In this research project we have tackled
four of the main challenges for WBANanergy efficiency, @Qality of Service reliability and
context awarenes®Ve proposd a new reliable, contexaware and energgfficient architecture

for WBANSs in gorts applicationscomposed of (i) an energyefficient, contextaware and
reliable MAC protocol; (ii)a reliable transport protocol basen lossrecovery and fairnessnd

(iii) a contextaware rate control scheme for congestion comrgV/BANS.

The simulationsof the protocols and schemegere made usin@MNeT++ Simulator and
Castalia Framework. Th@astaliaFrameworkprovides a very good impigentation of the IEEE
802.15.6 tandard MAC protoco(called BaselineBANgandthe implementation obther MAC
protocols like IEEE 802.15.gtandardMAC protocol, SMAC (Sensor MAC), TMAC (Timeout
MAC) and a classical CSMA.

The main contributions of this research projactude

x First, we haveproposeda new energiefficient and erargencyaware MAC protocol for
sports WBANs The MAC protocolproposes two new phase#a each beacon period:
Slot Reallocation Phase (SRP) for slot reallocations and Management and Emergency
Phase (MEP) for management traffic and additional emergency trafe.simulation
results have shown that tMAC protocol outperformshe IEEE 80215.6 MAC protocol
when the emergency probability is increased in each sensor node of the VWWBSN.
paper ha been published inthe 2015 International Conference and Workshop on
Computing and Communication (IEMCONparamillo, Quintero, & Chamberland, 2015)

x Second, we have propos8gortsBANanew energyefficient, contextaware and reliable
MAC protocol for $orts WBANs. SportsBAN proposes two new phases into each
beacon period Slot Reallocation Phase (8RR for dot reallocations and Special

Contention Access Phase (SCAP) for management traffic like connection requests, and
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additional emergency and normal traffithe simulation esultshave shown that the
proposedMAC protocol outperforms the IEEE 802.15.6 MACotfwcol, the IEEE
802.15.4 MAC protocol and the-WMAC protocol in the percentage of emergency and
normal packet loss and latencgportsBAN protocolalso has a better energy
effectiveness than the three protocols for emergency and normal tidffsc.paperis
currently in evaluation idournal of Network and Computer Applications

Third, we have proposed reew reliable transport protocol based on Jes=very and
fairness for Sports WBANSThe hub calculates the Fairness Index as the ratio between
the numier of lost packets and the total number of received packets in order to provide
fairness betwen all the nodes in the WBAN. The simulatiesults have shown that the
transport protocol outperforms tHgportsBAN MAC protocol and the IEEE 802.15.6
Standardin the percentage dhe packet loss with or without emergency traffic. The
transport protocodlsohas a better energgffectiveness than the other protocols with or
without emergency trafficThis papehas beeracceptedo be presentemh Safe, Energy
Aware, & Reliable Connected Health (SEARCH 2016) in association with The First IEEE
Conference on Connected Health: Applications, Systems and Engineering Technologies
(CHASE 2016)

Fourth, we have proposechaw contexdaware rate control scheme for congastcontrol

in WBANSs. The hub calculates a Rate Control Factor (RCF) each time an emergency
event happens in any node of the network. It sends the RCF to decrease the rate in nodes
with normal traffic and to keep almost the same average rate in the wiBA&WIhe
simulation esults have shown that the rate control scheme improved the performance of
both the SportsBAN MAC protocol and the IEEE 802.15.6 standafldhis paper is
currently in evaluation ithe 12th IEEE International Conference on Wireless ldliotile

Computing, Networking and Communications (WiMob 2016)

Finally, we have proposed a new reliable, contaxaire and energgfficient architecture

for WBANS usedin sports applications composed thie four works aforementionetihe
architecture prop@s three phases for each beacon period: 3RP (Reallocation,
Retransmission & Rateontrol Phase)tused by the hub for sending slot reallocations,

retransmission requests and the Rate Control Factor (RCF) to all nodes. MAP (Managed
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Access Phaserused by B nodes for sending normal an emergency traffic, always giving

the highest priority to the emergency traffic. SCAP (Special Contention Access Rhase)
used by all nodes for sending connection requests and additional normal and emergency
traffic. The archiecture proposes the use of three extra bits within each beacon for
indicating whether the hub is going to assign slot Reallocations, to réquextt packet
Retransmissions, to send Ratmntrol requests, or any combination of thd@me huband

the sesors are composed fife modules: (i) Sensing Module (SM); (i) Memory Module
(MM); (iii) Battery Module (BM); (iv) Processing Module (PM); and (v) Radio
Frequency Module (RFM).

7.2 Limitations

This research projeatith all the proposed protocols and schemaes conditioned bysome

limitations like:

x The proposed architecture tackledyofour of the main challengeso design WBANSs
Quality of Service reliability, energy efficiency and context awarenéRsis work does
not address othemportantchallenges gesented irthe design of VBANS like security,
coexistence and interferencigpology changesnode placement optimizatiomodes

wearability and new energy harvesting sources

X The Slot Reallocation Technique used thg MAC protocol 36 S R U W \pidph4dedn
Chapter 3does not consider sonaelditionalparaneters from the nodes like the priority,
the packetrate, thesamplingfrequency, theotal numberof lost packets anthe total

numberof received packets.

X The proposed architecture does not considecalk&istence and interference of WBANs
in the vicinity. The interferencewith other WBANscannot be avoided, but it can be
mitigated with the implementation ofome mechanismbke the keacon shiftingthe
channel hopingand the ative superframe interleaw as the IEEE 802.15.&andard
suggests

X The propsed architecture is focusedly in sports WBANS, but it could be extended to
medical WBANs The emergencand contexawarenesand the reliabilityoffered by the

proposed architeate couldalso beusetl for medical WBANS.
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x The validation of each protocol and scheme was made through simulations in OMNeT++
and the validation of the whole architecture was made through the comparison with other

architectures. The validations could be improved with a testbed

7.3 Future Work

The future researahill be focused mostly itackling the limitations aforementioned. This future

work includes

x Improvement oboth the Slot Reallocation Techniquaf the MAC protocolproposed in
Chapter 3and the Rat€ontrol Scheme propged inChapter 5.This improvement will
considermore specific parameters from the nodes likge priority, thepacketrate, the
sampling frequency, thetotal numberof lost packets, théotal numberof received
packets the battery leveland the buffefmanagement, emergency andrmal) level.
This improvement must be made through the balance betthegrower consumption
and the desired reliabilityf the WBAN

x Working in otherimportant challenges to desi§dMBANS like high-security mechanisms
and topolgy changes supponVith the consideration of security, the solution could be
more likely to be used by sportsmen.

x Improvement of the MAC protoc@rroposed irChapter Jor considering coexistence and
interference of WBANS in the vicinityThis improvementcould be achieved by the
inclusion of mechanisms like the beacon shifting, the channel hoping and the active

superframe interleaving proposed in the IEEE 802.15.6 standard.

x Development of new energyefficient routing protoca taking advantage of the
coexstence ofotherWBANS in the vicinity.This kind of protocolcould be used in team
sportslike soccer, basketball, baseball and all kiodl team sports played over a field.
The information can be transmitted from the WBAN source thralighe WBANs won
by the team mateagntil reachingthe coordinatodevicemanaged by the coacand then,

it can be sent to other stakeholders.

X Using of an accurateanobility model to capture the behavidrlfmuman bodiesn order to

support topology changes and fading aieda
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x Development of newcrosslayer architectures including thepplication, network and
physicallayers This kind of architecture could help to improve the energy consumption,
the Quality of Service and the reliability of tivole WBAN.

x This work couldbe extended tdelp to improveskills, performanceenduranceand
training protocols of athletesand deficiencydetecton. It could also be extended to
enhance theguality of life of children, ill and elderly people, and even to security,

military and etertainment fields.



138

5()(5(1&(6

Akan, O. B., & Akyildiz, I. F. (2005). Evertb-sink reliable transport in wireless sensor
networks. Networking, IEEE/ACM Transactions on, (3 10031016.
doi:10.1109/TNET.2005.857076

Akbari, F., & Yadgimaee, M. H. (2010, -8 Dec. 2010).Improved rate controlled reliable
transport protocol (IRCRT) for wireless sensors networl&aper presented at the

Telecommunications (IST), 2010 5th International Symposium on.

Akyildiz, I. F., Weilian, S., Sankarasulonaniam, Y., & Cayirci, E. (2002). A survey on sensor
networks.Communications Magazine, IEEE,(8) 102114. doi:10.1109/MCOM.2002.1024422

Al Ameen, M., Liu, J., & Kwak, K. (2012). Security and privacy issues in wireless sensor
networks for healthcare aligations.Journal of Medical Systems, @39, 93101.

Al Ameen, M., Ullah, N., Chowdhury, M. S., Islam, S. R., & Kwak, K. (2012). A power efficient
MAC protocol for wireless body area networE$JRASIP Journal on Wireless Communications
and Networking, 202(1), 1-17.

Alemdar, H., & Ersoy, C. (2010). Wireless sensor networks for healthcare: A sQweyuter
Networks, 5415), 26882710.

Almashagbeh, G., Hayajneh, T., Vasilakos, A. V., & Mohd, B. J. (2014).-&aBe health
monitoring system using clodshsed WBANsJournal of Medical Systems, (38), 1-20.

Barakah, D. M., & Ammadiddin, M. (2012, 80 Feb. 2012)A Survey of Challenges and
Applications of Wireless Body Area Network (WBAN) and Role of a Virtual Doctor Server in
Existing Architecture Pape presented at the Intelligent Systems, Modelling and Simulation
(ISMS), 2012 Third International Conference on.

Bin, L., Zhisheng, Y., & Chang Wen, C. (2011-18 June 2011)XCA-MAC: A Hybrid context
aware MAC protocol for wireless body area networksper presented at the-Health
Networking Applications and Services (Healthcom), 2011 13th IEEE International Conference

on.



139

Bin, L., Zhisheng, Y., & Chang Wen, C. (2013). MAC protocol in wireless body area networks
for E-health: challenges and a contextare designWireless Communications, |IEEE, (2} 64
72. doi:10.1109/MWC.2013.6590052

Caldeira, J. M. L. P., Rodrigues, J. J. P. C., & Lorenz, P. (20h8a-Mobility Support
Solutions for Healthcare Wireless Sensor Networks&#x2013;Handover |Seesos Journal,
IEEE, 1311), 43394348. d0i:10.1109/JSEN.2013.2267729

Cavallari, R., Martelli, F., Rosini, R., Buratti, C., & Verdone, R. (20BMBurvey on Wireless
Body Area Networks: Technologies and Design Challengasnmunications Surveys &
Tutorials,|IEEE, 163), 16351657. doi:10.1109/SURV.2014.012214.00007

Cheffena, M. (2015). Performance Evaluation of Wireless Body Sensors in the Presence of Slow
and Fast Fading Effects. Sensors  Journal, IEEE, (B), 55185526.
doi:10.1109/JSEN.2015.2443251

Chen, M, Gonzalez, S., Vasilakos, A., Cao, H., & Leung, V. C. M. (2010). Body Area Networks:
A Survey.Mobile Networks and Applications, @), 17%£193. doi:10.1007/s1103810-0260-8

Chonggang, W., Sohraby, K., Bo, L., Daneshmand, M., & Yueming, H. (2006). v&\soff
transport protocols for wireless sensor networkietwork, IEEE, 2(B), 3440.
doi:10.1109/MNET.2006.1637930

Custodio, V., Herrera, F. J., Lopez, G., & Moreno, J. |. (20A2)eview on architectures and
communications technologies for wearable tiealonitoring systemsSensors, 1A0), 13907
13946.

Daoqu, G., Zhan, Z., Zhen, F., Yundong, X., Junjuan, Z., ShaoHua, W., . . . LiDong, D. (2010,
1517 Nov. 2010)GRDT: Groupbased Reliable Data Transport in wireless body area sensor
networks.Paper preented at the Wireless Sensor Network, 2010-WESN. IET International

Conference on.

Demirkol, 1., Ersoy, C., & Alagoz, F. (2006MAC protocols for wireless sensor networks: a
survey.Communications Magazine, IEEE,(4% 115121. doi:10.1109/MCOM.20086632658

Domingo, M. C. (2011). A contexdware service architecture for the integration of body sensor
networks and social networks through the IP multimedia subsysteetE Communications
Magazine, 4@1), 102108. doi:10.1109/MCOM.2011.5681022



140

Felisberto,F., Costa, N., FdeRiverola, F., & Pereira, A. (2012lJnobstructive Body Area
Networks (BAN) for efficient movement monitorin§ensors, 1®), 1247312488.

Fortino, G., Giannantonio, R., Gravina, R., Kuryloski, P., & Jafari, R. (2&8bling Effedve
Programming and Flexible Management of Efficient Body Sensor Network Applications.
HumanMachine Systems, IEEE Transactions on, (133 115133.
doi:10.1109/TSMCC.2012.2215852

Gambhir, S., Tickoo, V., & Kathuria, M. (2015, -22 Aug. 2015).Priority based congestion
control in WBAN. Paper presented at the Contemporary Computing (IC3), 2015 Eighth

International Conference on.

Gengfa, F., & Dutkiewicz, E. (2009, Z8 Sept. 2009)BodyMAC: Energy efficient TDMA
based MAC protocol for Wireless Body Areawmks. Paper presented at the Communications
and Information Technology, 2009. ISCIT 2009. 9th International Symposium on.

Ghanavati, S., Abawaji, J., & Izadi, D. (201528 Sept. 2015)A Congestion Control Scheme
Based on Fuzzy Logic in Wireless BodseaA Networks.Paper presented at the Network

Computing and Applications (NCA), 2015 IEEE 14th International Symposium on.

Gope, P., & Hwang, T. (2016). BSBlare: A Secure lo'Based Modern Healthcare System
Using Body Sensor Network. Sensors Journal, IEEE, 16(5), 13681376.
doi:10.1109/JSEN.2015.2502401

Hannan, M. A., Abbas, S. M., Samad, S. A., & Hussain, A. (2011). Modulation techniques for
biomedical implanted devices and their challen§esisors, 1a), 297319.

Hanson, M. A., Powell, H. C., Barth, A., Ringgenberg, K., Calhoun, B. H., Aylor, J. H., &
Lach, J. (2009). Body Area Sensor Networks: Challenges and OpportuGibiesauter, 4¢1),
58-65. d0i:10.1109/MC.2009.5

Hayat, S., Javaid, N., Khan, Z. A., Shareef, A., Mahmood, A., & Bouk, S. H. (26227 June
2012). Energy Efficient MAC Protocol®?aper presented at the High Performance Computing
and Communication & 2012 IEEE 9th International Conference on Embedded Software and
Systems (HPCACESS), 2012 IEEE 14th International Conference on.

Hughes L., Wang, X., & Chen, T. (2012). A review of protocol implementations and energy
efficient crosdayer design for wireless body area netwof@nsors, 1A 1), 1473014773.



141

Hyosun, H., & Nak Myeong, K. (2012). An enhanced frame transmission methodetbcah
devices with ultra low power operatio@onsumer Electronics, IEEE Transactions on(158
154-160. doi:10.1109/TCE.2012.6170068

Ibarra, E., Antonopoulos, A., Kartsakli, E., Rodrigues, J. J. P. C., & Verikoukis, C. (2016). QoS
Aware Energy Managemenn Body Sensor Nodes Powered by Human Energy Harvesting.
Sensors Journal, IEEE, (&), 542549. doi:10.1109/JSEN.2015.2483064

Ibarra, E., Antonopoulos, A., Kartsakli, E., & Verikoukis, C. (2013,290ct. 2013)Energy
harvesting aware hybrid MAC protoctor WBANs Paper presented at théHealth Networking,

Applications & Services (Healthcom), 2013 IEEE 15th International Conference on.

IEEE Standard for Local and metropolitan area networl®art 15.6: Wireless Body Area
Networks. (2012)IEEE Std 802.5.62012 1-271. doi:10.1109/IEEESTD.2012.6161600

Jaramillo, R., Quintero, A., & Chamberland, S. (20151750ct. 2015)Energyefficient MAC
protocol for Wireless Body Area Network®aper presented at the Computing and
Communication (IEMCON), 2015 Inteational Conference and Workshop on.

Junsung, C., & Jeong Gon, K. (201352July 2013).An energy efficient MAC protocol for
WBAN through flexible frame structuf@aper presented at the Ubiquitous and Future Networks
(ICUFN), 2013 Fifth International Gderence on.

Kafi, M. A., Djenouri, D., BerOthman, J., & Badache, N. (2014). Congestion Control Protocols
in Wireless Sensor Networks: A Survegommunications Surveys & Tutorials, IEEE,(36%
13691390. d0i:10.1109/SURV.2014.021714.00123

Kartsakli, E., Lalos, A. S., Antonopoulos, A., Tennina, S., Renzo, M. D., Alonso, L., &
Verikoukis, C. (2014)A survey on M2M systems for mHealth: a wireless communications
perspective. Sensors, 140), 1800918052. Retrieved fronlhhttp://WWW.mdpi.com/1424

8220/14/10/18009/pglf

Kathuria, M., & Gambhir, S. (2014,-& Feb. 2014)Quality of service provisioning transport
layer protocol for WBAN systenPaper presented at thepit®nization, Reliabilty, and
Information Technology (ICROIT), 2014 International Conference on.



142

Khan, J. Y., Yuce, M. R., Bulger, G., & Harding, B. (2010). Wireless Body Area Network
(WBAN) Design Techniques and Performance Evaluatlmurnal of Medical $stems, 3@),
1441-1457. doi:10.1007/s1091®10-9605x

Khan, N. A., Javaid, N., Khan, Z. A., Jaffar, M., Rafiq, U., & Bibi, A. (20122Z5June 2012).
Ubiquitous HealthCare in Wireless Body Area NetwoRaper presented at the Trust, Security
and Privag in Computing and Communications (TrustCom), 2012 IEEE 11th International

Conference on.

Lai, X., Liu, Q., Wei, X., Wang, W., Zhou, G., & Han, G. (2013). A survey of body sensor
networks.Sensors, 1(3), 54065447.

Latré, B., Braem, B., Moerman, |., Bldia, C., & Demeester, P. (2011). A survey on wireless

body area network®Vireless Networks, 17), 1-18.

Li, M., Wenjing, L., & Kui, R. (2010). Data security and privacy in wireless body area networks.
Wireless Communications, IEEE,(1), 5158. doi:101109/MWC.2010.5416350

Liu, J., Li, M., Yuan, B., & Liu, W. (2015). A novel energy efficient MAC protocol for Wireless
Body Area NetworkCommunications, China, {2), 112-20. doi:10.1109/CC.2015.7084398

Marinkovic, S. J., Popovici, E. M., Spagnol, C., F&l, & Marnane, W. P. (2009Energy
Efficient Low Duty Cycle MAC Protocol for Wireless Body Area Networksformation
Technology in Biomedicine, IEEE Transactions on, (613 915925.
doi:10.1109/TITB.2009.2033591

Maskooki, A., Cheong Boon, S., Gunawan, B Low, K. S. (2015). Adaptive Routing for
Dynamic OnBody Wireless Sensor Networkiomedical and Health Informatics, IEEE Journal
of, 192), 549558. doi:10.1109/JBHI.2014.2313343

Misra, S., Moulik, S., & HarChieh, C. (2015)A Cooperative Bargainin&olution for Priority
Based Datdrate Tuning in a Wireless Body Area Netwokkireless Communications, IEEE
Transactions on, 1%), 27692777. doi:10.1109/TWC.2015.2393303

Mitra, U., Emken, B. A., Sangwon, L., Ming, L., Rozgic, V., Thatte, G., . . . SoidhaG.
(2012). KNOWME: a case study in wireless body area sensor network désigmunications
Magazine, IEEE, 58), 116125. doi:10.1109/MCOM.2012.6194391



143

Movassaghi, S., Abolhasan, M., Lipman, J., Smith, D., & Jamalipour, A. (2014). Wireless Body
Area Networks: A Survey.Communications Surveys & Tutorials, IEEE,(3)6 16581686.
doi:10.1109/SURV.2013.121313.00064

Mukhopadhyay, S. C. (2015). Wearable Sensors for Human Activity Monitoring: A Review.
Sensors Journal, IEEE, (%), 13221330. doi:10.11098EN.2014.2370945

NICTA. (2013). Castalia Wireless Sensor Network Simulator (Version 3,2). Retrieved from

https://castalia.forge.nicta.com.au/

Oliveira, C., Mackowiak, M., & Correia, L. M. (2011, 2P April 2011). Challenges for Body
Area Networks Concerning Radio Aspe&saper presented at the Wireless Conference 2011
Sustainable Wireless Technologies (European Wireless), 11th European.

Omeni, O., Wong, A., Burdett, A. J., & Toumazou, C. (2008). Bné&iffjcient Medium Access
Protocol for Wireless Medical Body Area Sensor NetwoBiemedical Circuits and Systems,
IEEE Transactions on,(2), 252259. doi:10.1109/TBCAS.2008.2003431

Otal, B., Alonso, L., & Verikoukis, C. (2009). Highly reliable enesgying mac for wireless
body sensor networks in healthcare systeBetected Areas in Communications, |IEEE Journal
on, 244), 553565. doi:10.1109/JSAC.2009.090516

Patel, M., & Jianfeng, W. (2010). Applications, challenges, and prospective in emerging body
area networking technologies. Wireless Communications, IEEE, (1), 8088.
doi:10.1109/MWC.2010.5416354

Prabh, K. S., Royo, F., Tennina, S., & Olivares, T. (2012186ay 2012).BANMAC: An
Opportunistic MAC Protocol for Reliable Communications in BodyaAletworks.Paper
presented at the Distributed Computing in Sensor Systems (DCOSS), 2012 IEEE 8th

International Conference on.

Ragesh, G., & Baskaran, K. (2012). An overview of applications, standards and challenges in

futuristic wireless body area netwesrk

Rezvani, S., & Ghorashi, S. A. (201&ontext aware and chanrghsed resource allocation for
wireless body area networkdVireless Sensor Systems, IET1)3 1625. doi:10.1049/iet
wss.2012.0100



144

Rui, P., Dingjuan, C., Pathmasuntharam, J. S., & Yadng,FX. (2015). An Opportunistic Relay
Protocol With Dynamic Scheduling in Wireless Body Area Sensor Netv@eksors Journal,
IEEE, 1K7), 37433750. doi:10.1109/JSEN.2015.2400052

Samiullah, M., Abdullah, S. M., Bappi, A. F. M. I. H., & Anwar, S. (2018;19 May 2012).
Queue management based congestion control in wireless body sensor nEaperkpresented
at the Informatics, Electronics & Vision (ICIEV), 2012 International Conference on.

Sergiou, C., Antoniou, P., & Vassiliou, V. (2014A. Comprehensig Survey of Congestion
Control Protocols in Wireless Sensor Networammunications Surveys & Tutorials, IEEE,
16(4), 18391859. doi:10.1109/COMST.2014.2320071

Seyedi, M., Kibret, B., Lai, D. T. H., & Faulkner, M. (2013)\ Survey on Intrabody
Communicatbons for Body Area Network ApplicationsBiomedical Engineering, IEEE
Transactions on, §8), 20672079. doi:10.1109/TBME.2013.2254714

Sodhro, A. H., Li, Y., & Shah, M. A. (2016). Energ¥ficient adaptive transmission power
control for wireless body areaetworks. Communications, IET, 10), 81:90. doi:10.1049/iet
com.2015.0368

Stann, F., & Heidemann, J. (2003, 11 May 2003)MST: reliable data transport in sensor
networks.Paper presented at the Sensor Network Protocols and Applications, 2003. Proceedings
of the First IEEE. 2003 IEEE International Workshop on.

Timmons, N. F., & Scanlon, W. G. (2009,-20 May 2009) An adaptive energy efficient MAC
protocol for the medical body area netwofkaper presented at the Wireless Communication,
Vehicular Technolog, Information Theory and Aerospace & Electronic Systems Technology,
2009. Wireless VITAE 2009. 1st International Conference on.

Tobon, D. P., Falk, T. H., & Maier, M. (2013). Context awareness in WBANS: a survey on
medical and nomedical applications.Wireless Communications, |EEE, (20, 3037.
doi:10.1109/MWC.2013.6590048

Ullah, S., Higgins, H., Braem, B., Latre, B., Blondia, C., Moerman, 1., . . . Kwak, K. S. (2012). A
comprehensive survey of wireless body area netwddignal of Medical Systems, (39, 1065
1094.



145

Ullah, S., Mohaisen, M., & Alnuem, M. A. (2013). A review of IEEE 802.15. 6 MAC, PHY, and

security specificationdnternational Journal of Distributed Sensor Networks, 2013

Ullah, S., Shen, B., Riazul Islam, S., Khan, P., Saleem, Sy&ksvak, K. (2009). A study of
MAC protocols for WBANsSensors, 1@), 128145.

Van Dam, T., & Langendoen, K. (200&n adaptive energgfficient MAC protocol for wireless
sensor networksPaper presented at the Proceedings of the 1st internation@rexed on

Embedded networked sensor systems.

Varga, A. (2001). OMNeT++ Discrete Event Simulator (Version 4.6). Retrieved from

https://omnetpp.org/

Wan, C-Y., Eisenman, S. B., & Campbell, A. T. (2011). Enegffycient congestion detection

and avoidance in sensor networREM Transactions on Sensor Networks (TOSN)), B2.

Wan, J., Zou, C., Ullah, S., Lai, C. F., Zhou, M., & Wang, X. (2013). Cknabled wireless
body area networks for pervasive healthcarédEEE Netwvork, 2715), 5661.
doi:10.1109/MNET.2013.6616116

Wang, A., Lin, F., Jin, Z.,, & Xu, W. (2016). A Configurable Enefgjfficient Compressed
Sensing Architecture With Its Application on Body Sensor NetwolkEE Transactions on
Industrial Informatics, 1€1), 15-27. doi:10.1109/T11.2015.2482946

Wang, F., Hu, F., Wang, L., Du, Y., Liu, X., & Guo, G. (2015). Enezfficient medium access
approach for wireless body area network based on body paSturenmunications, China, {12),
122-132. d0i:10.1109/CC.2015.88520

Yan, Z., & Dolmans, G. (2009, 23 Aug. 2009)A New PriorityGuaranteed MAC Protocol for
Emerging Body Area NetworkBaper presented at the Wireless and Mobile Communications,
2009. ICWMC '09. Fifth International Conference on.



