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RÉSUMÉ 

Les exosquelettes d'assistance sont considérés comme une solution prometteuse pour apporter un 

soutien continu aux personnes atteintes d'un diagnostic qui entrave les mouvements des bras. 

Cependant, la fonctionnalité, la sécurité et l'acceptation de ces dispositifs pourraient être améliorées 

par un dimensionnement basé sur l'anatomie et la physiologie de l'utilisateur. Dans ce contexte, 

l'objectif principal de cette recherche est de développer un outil de conception pour valider, par 

simulation, les performances d'un exosquelette basé sur la quantification des forces musculaires. 

L'outil développé est appliqué au mouvement de flexion-extension du coude (E.FE) comme cas de 

référence et réalisé en trois étapes. 

Premièrement, un système multicorps musculosquelettique du membre supérieur a été développé. 

Pour ce faire, les quatre principaux muscles responsables de l'E.FE ont été intégrés à un modèle 

ostéoarticulaire existant. Les muscles ont été modélisés par une méthode de via-points. Le modèle 

proposé a ensuite été validé en comparant les longueurs musculo-tendineuses et les bras de levier 

musculaires avec les valeurs de référence de la littérature. L'erreur quadratique moyenne relative 

(rRMSE) pour les longueurs musculo-tendineuses était inférieure à 2.3 % pour tous les muscles. 

La rRMSE pour les bras de levier musculaires a atteint respectivement 14.5 % et 21.4 % pour le 

brachialis et le triceps brachii. Cette erreur élevée s'explique par l'absence d'objets enveloppants 

dans le modèle proposé et n'a été observée que lorsque le coude est entièrement fléchi ou en 

extension. Le rRMSE sur les bras de levier musculaires pour les autres muscles était inférieur à 

7.0 %. 

Deuxièmement, le modèle musculosquelettique nouvellement développé a été utilisé pour 

quantifier les forces musculaires avec une méthode non basée sur l'électromyographie. Cela a été 

fait avec trois fonctions coût différentes, à savoir Crowninshield, Forster et Wen, en formulant le 

processus d'optimisation comme un problème de contrôle optimal. Les forces musculaires 

quantifiées différaient en fonction de la fonction coût utilisée. La fonction coût de Crowninshield 

a donné lieu aux forces musculaires les plus faibles dans l'ensemble, tandis que celles de Forster et 

de Wen étaient plus élevées, car elles incluent toutes deux la co-contraction musculaire dans leur 

formulation. Le rRMSE entre le couple E.FE issu de la dynamique inverse et le couple E.FE calculé 

à partir des forces musculaires était inférieur à 5 % pour le mouvement E.FE. Le rRMSE était plus 

élevé pendant les tâches fonctionnelles mais restait inférieur à 10 %. 
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Troisièmement, un exosquelette a été intégré au modèle musculosquelettique pour valider ses 

performances par simulation. L'exosquelette était capable de compenser 80 % du couple E.FE de 

l'utilisateur produit par les muscles. Cependant, la réduction du couple articulaire ne s'est pas 

traduite par une réduction des forces musculaires réelles. En effet, les forces musculaires 

quantifiées ont montré une augmentation avec l'exosquelette. Cette augmentation des forces 

musculaires quantifiées se produit très probablement pour compenser les forces ou les couples 

parasites introduits par le désalignement de l'exosquelette au niveau de l'articulation du coude. 

Pour conclure, cette recherche a introduit un nouveau modèle musculosquelettique du membre 

supérieur pour la quantification des forces musculaires qui peut être utilisé comme outil de 

validation pour la synthèse d'exosquelettes. Cette approche est importante car elle permet 

d'identifier rapidement les faiblesses de l'architecture d'un exosquelette. Les travaux futurs 

devraient se concentrer sur l'intégration des muscles de l'épaule et de l'avant-bras au modèle afin 

qu'il puisse être utilisé sur un plus large éventail de mouvements du membre supérieur et 

d'articulations de l'exosquelette. 



vi 

 

 

ABSTRACT 

Assistive exoskeletons are emerging as a promising solution to provide continuous support for 

people affected by a diagnosis that impairs arm movements. However, functionality, safety and 

acceptance of these devices could be improved with a sizing based on the user’s anatomy and 

physiology. In this context, the main objective of this research is to develop a design tool to 

validate, through simulation, the performance of an exoskeleton based on the quantification of 

muscle forces. The developed tool is applied to the movement of elbow flexion-extension (E.FE) 

as a benchmark-case and achieved through three steps. 

Firstly, a musculoskeletal multibody system of the upper limb was developed. This was achieved 

by integrating the four main muscles responsible for E.FE to an existing osteoarticular model. The 

muscles were modeled with a via-points method. The proposed model was then validated by 

comparing the musculo-tendinous lengths and muscle moment-arms with reference values from 

the literature. The relative root mean square error (𝑟𝑅𝑀𝑆𝐸) for musculo-tendinous lengths was 

below 2.3 % for all muscles. The  𝑟𝑅𝑀𝑆𝐸 for muscle moment arms reached respectively 14.5 % 

and 21.4 % for the brachialis and the triceps brachii. This high error is explained by the absence of 

wrapping objects in the proposed model and was only observed when the elbow is fully flexed or 

extended. The 𝑟𝑅𝑀𝑆𝐸 on muscle moment arms for the other muscles was below 7.0 %. 

Secondly, the newly developed musculoskeletal model was used to quantify the muscle forces with 

a non-electromyography-based method. This was done with three different cost functions, namely 

Crowninshield, Forster, and Wen, by formulating the optimization process as an optimal control 

problem. The quantified muscles forces differed depending on the cost function used. 

Crowninshield cost function resulted in the lowest muscle forces overall while Forster and Wen 

were higher since they both include muscle co-contraction in their formulation. The 𝑟𝑅𝑀𝑆𝐸 

between the E.FE torque from inverse dynamics and the E.FE torque computed from muscle forces 

was below 5 % for the E.FE movement. The 𝑟𝑅𝑀𝑆𝐸 was higher during functional tasks but stayed 

below 10 %. 

Thirdly, an exoskeleton was integrated to the musculoskeletal model to validate its performance 

through simulation. The exoskeleton was able to compensate for 80 % of the user’s E.FE torque 

produced by the muscles. However, the reduction of the joint torque did not translate into a 

reduction of the actual muscle forces. Indeed, the quantified muscle forces showed an increase with 
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the exoskeleton. This increase in the quantified muscle forces is most likely happening to 

compensate for the spurious forces or torques introduced by the exoskeleton’s misalignment at the 

elbow joint. 

To conclude, this research introduced a new musculoskeletal model of the upper limb for muscle 

forces quantification that can be used as a validation tool for exoskeleton synthesis. This approach 

is important as it helps to rapidly identify weaknesses in the exoskeleton architecture. Future work 

should focus on integrating shoulder and forearm muscles to the model so it can be used on a wider 

range of upper limb movements and exoskeleton joints. 
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 INTRODUCTION 

1.1 Motivation 

Every biological system is subject to loads, motion, stress and strain that affect its movement, size, 

shape, and structure. The understanding of these mechanical interactions within a biological system 

and its environment has been an area of interest for years and is known today as biomechanics. 

Biomechanics is particularly useful to understand how the musculoskeletal system works. Indeed, 

the bones, ligaments, cartilage, tendons, and muscles composing the musculoskeletal system give 

shape to our body and allow us to interact with our environment. Despite the impressive abilities 

of this system, it is subject to a variety of musculoskeletal disorders that impair its functionality. 

This thesis focuses on impairments at the upper limb, for its crucial role in numerous basic needs 

such as eating, bathing, and getting dressed [1], [2]. It is also needed for multiple practical tasks 

like lifting objects and using tools. A disorder or an injury at the upper limb can limit the capacity 

to lift the arm properly, which will generally lead to a decrease in quality of life. This is particularly 

concerning for people suffering from a disorder that leads to progressive and irreversible 

deterioration of upper limb functions. 

Fortunately, emerging treatments and devices are available to maintain or improve upper limb 

functions. Aquatic therapy [3], functional electric stimulation [4], and corticosteroids injection [5] 

are treatment options for musculoskeletal disorders. However, they only allow to slow down the 

progression of the disease [6]. In contrast, mechanical and robotic aid, such as self-feeding devices 

[7] and assistive robotic arms (eg. JACO from Kinova Robotics [8]), provide direct support in 

activities of daily living (ADL). Nonetheless, they do not act directly on upper limb function and 

can only restore limited autonomy, since their usability is restricted to specific tasks. 

Nowadays, exoskeletons are considered as a promising approach to improve or recover upper limb 

function [9], [10]. Exoskeletons are articulated systems whose joints are generally aligned with the 

user’s joint. This allows for targeted and personalized assistance. Exoskeletons are generally 

developed for one of the following application domain [11]: 

• Augmentation: Increase human performance of healthy users. 
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• Rehabilitation: Enhancement of the motor function for partial or full recovery. 

• Assistance: Continuous support of the user, lowering the efforts required to accomplish 

ADL. 

In general, assistive exoskeletons are considered the most appropriate for increasing the autonomy 

in ADL. These devices are either passive, i.e., elastic elements, or active, i.e., motorized elements. 

Passive exoskeletons are simpler but are not usable in a variety of ADL since the assistance level 

is hard to adjust dynamically [12], [13]. Active exoskeletons can support a wide range of tasks but 

are complex to design due to the high number of degrees of freedom (DoF) and the added bulkiness 

of active components and their power source [2]. 

Emerging approaches propose procedures to determine the right geometric and dynamic 

parameters to help the synthesis of active assistive exoskeleton [14]. These methods size dynamic 

elements through an optimisation problem that minimizes the user’s joint torques [15], energy 

consumption [16] or muscle forces [17]. While there is no consensus on the best objective function 

to minimize, the use of muscle forces is promising since it could provide a more anatomically and 

physiologically realistic reduction of the user’s effort [14]. 

The quantification of muscle forces is an ongoing challenge for scientists since it requires to solve 

the muscle redundancy problem [18], [19]. Indeed, numerous muscles work together during 

motion, generating an infinite number of possible solutions for muscle force repartition. Two main 

approaches are available to solve the redundancy, either the electromyography (EMG)-based [20] 

and non-EMG-based method [18]. EMG measures the electrical activity produced by a muscle. 

EMG-based methods are considered more physiologically coherent than non-EMG-based methods 

for muscle force estimations. However, they require expensive equipment and are harder to 

implement. Indeed, EMG-based methods require to initialize multiple parameters that are hard to 

identify, which can lead to abnormal muscle forces [21]. Recent developments in non-EMG-based 

methods could allow for a quantification of muscle forces that is coherent with EMG data, while 

being easier to implement. 

1.2 Overview of thesis 

This thesis is part of the general objective of facilitating the quantification of muscle forces to bring 

a new tool in the dynamic synthesis process of exoskeletons. Following this introductory chapter, 
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chapter 2 presents the theoretical background and a critical literature review necessary to 

understand this project. First, a description of the upper limb anatomy and physiology is presented. 

It is followed by a summary of diagnoses that can impair upper limb movements. A review on 

upper limb exoskeletons is then presented. The review concludes with ongoing challenges and 

limitations to improve the design and acceptance of exoskeletons. Next, the overactuation problem 

of muscle force quantification is explained. An accurate quantification of muscle forces could 

improve the design of exoskeletons, allowing to adjust its dynamic components to the user’s needs. 

Then, the main methods for human and exoskeleton modeling are presented. An emphasis is given 

to multibody system dynamics, which is chosen for this thesis. Optimal control theory is presented 

as a solution to solve the overactuation problem of muscle forces and human-exoskeleton 

interactions. The challenge of identifying optimal weights for the objective function of the optimal 

control problem is presented. Chapter 2 concludes with the problem formulation and the research 

objectives of this thesis. 

The musculoskeletal model of the upper limb is presented in chapter 3. The methodology to add 

muscles to a previously developed osteoarticular model is presented, followed by the validation of 

the model by a comparison with a reference model available in the literature. 

Chapter 4 presents the approach to identify the optimal weights for the objective function of the 

optimal control problem. Two different methods are explored, based respectively on design of 

experiments and evolutionary algorithms. The identified optimal weights are then used for the 

quantification of muscle forces during three functional tasks. 

Next, chapter 5 presents a previously developed procedure for geometric and dynamic synthesis of 

exoskeletons. Improvements on the procedure are described. The impact of the exoskeleton on 

muscle forces is then investigated. 

Finally, chapter 6 presents a general discussion of the results obtained with the musculoskeletal 

model developed during this thesis. This chapter concludes by presenting the limitations of the 

model, needed improvements and future applications. 
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 THEORETICAL BACKGROUND AND LITERATURE 

REVIEW 

This chapter presents the necessary theoretical background and literature review to put forward the 

relevance of this research project. Section 2.1 summarizes the biomechanics of the upper limb, by 

presenting the main articular groups and their role as well as some musculoskeletal disorders that 

impair upper limb movements and autonomy in activities of daily living. Section 2.2 reviews the 

recent developments in upper limb exoskeletons, which are promising to restore independence, and 

highlights the actual design and usability challenges. Section 2.3 introduces two approaches to 

quantify individual muscle forces and, hence, solve the muscle redundancy problem. Section 2.4 

briefly reviews methods for human modeling and focuses on the multibody system dynamics 

(MBS) and their use in biomechanics. Section 2.5 presents human-exoskeleton interactions and 

design approaches in MBS. Section 2.6 reviews the fundamentals of optimal control and different 

optimization procedures. Finally, Section 2.7 concludes this chapter with the problem formulation 

and the research objectives of this thesis. 

It is worth noting that a take home message is available as an orange box at the end of each section, 

which briefly summarizes the important aspects addressed. 

2.1 Anatomy and physiology of the upper limb 

2.1.1 Anatomic referential system 

The anatomical neutral position and the three anatomical reference planes, i.e. frontal, sagittal and 

transverse, are presented in Figure 2.1. They will be referred to throughout this thesis when 

describing some arm movements. 

The frontal plane separates the body into anterior (front) and posterior (back) sections and is used 

to describe side bending movements as well as abduction (limb away) or adduction (limb towards) 

[22]. An example of a movement in the frontal plane is the abduction-adduction (AA) of the 

shoulder. The sagittal plane separates the body into left and right sections and is used to describe 

forward or backward movements, as well as flexion (bending) or extension (straightening) [22]. 

The flexion-extension (FE) of the elbow and the shoulder are examples of movements in the sagittal 

plane. Finally, the transverse plane separates the body into superior (top) and inferior (bottom) 
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sections and is used to describe twisting movements as well as limb rotation [22]. In the anatomical 

neutral position, the pronation-supination (PS) of the forearm is a movement in the transverse 

plane.  

 

Figure 2.1 Representation of the anatomical neutral position with the corresponding anatomical 

reference planes: Frontal, Sagittal, and Transverse (Image adapted from [23]). 

2.1.2 Biomechanics of the upper limb 

The role of the upper limb in ADL is essential [24]. Indeed, it is needed to eat, bathe, and get 

dressed, as well as carry objects of different sizes and weights. To understand how the upper limb 

can move the hand around the body in ADL, it is important to know its biomechanics. There are 

four principal structures composing the upper limb that join the bones together (Figure 2.2): the 

shoulder, the elbow, the wrist, and the hand/fingers. 

Each structure is composed of bones that are held together by several ligaments. Bones are also 

linked together by multiple muscles, the ends of which are called tendons [25]. The interface 

between two or more bones is called an articulation. The type of articulation influences the general 

motion of the bones. 

In the human body, synovial joints, also known as diarthrosis, are the articulations that provide 

most movement and are characterized by a great range of motion (RoM) [26]. The synovial joints 

found in the human body are summarized in Figure 2.3. In addition, Table 2.1 lists the 

corresponding number of prismatic (translational) and rotational DoF for each joint. 
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Figure 2.2 Anatomy of the upper limb illustrating the three principal upper limb complex and 

their respective bones: the shoulder, the elbow, and the wrist (Image adapted from [27]).  

Table 2.1 Synovial joints and their respective number of prismatic (translation) or rotational 

degrees of freedom (DoF) 

Joint Type Prismatic DoF Rotational DoF 

Pivot 0 1 

Hinge 0 1 

Saddle 0 2 

Plane 2 0 

Condyloid 0 2 

Ball-and-socket 0 3 
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Figure 2.3 Types of synovial (diarthrosis) joints in the human body: A. Pivot joint; B. Hinge 

joint; C. Saddle joint; D. Plane joint; E. Condyloid joint; F. Ball-and-socket joint (Image adapted 

from [28]). 

For the remainder of this thesis, the notation “joint or segment abbreviation.DoF” is used when 

referring to a particular upper limb movement. The letters S, E, F, and W respectively abbreviates 

the shoulder, the elbow, the forearm, and the wrist. For instance, the shoulder and elbow FE will 

respectively abbreviate as S.FE and E.FE. 

2.1.2.1 The shoulder complex 

The shoulder complex allows for a wide RoM of the upper limb. Composed of four articulations 

(glenohumeral, acromioclavicular, sternoclavicular, and scapulothoracic) and three bones 

(clavicle, scapula, and humerus), the shoulder is often kinematically simplified as a ball-and-socket 

joint. This type of joint allows three DoF, namely FE (sagittal plane), AA (frontal plane), and 
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internal-external rotation (transverse plane) (Figure 2.4). However, this simplification does not 

consider the complex interaction of the scapula and the clavicle with the thorax, which allows for 

three additional DoF: protraction-retraction, elevation-depression, and upward-downward rotation 

(Figure 2.5). These DoF are essential to enable the arm to be raised above a certain level. 

 

Figure 2.4 Rotational degrees of freedom of the shoulder joint: Flexion-Extension (sagittal 

plane), Abduction-Adduction (frontal plane), and Internal-External Rotation (transverse plane) 

(Image adapted from [29]). 

 

Figure 2.5 Scapulothoracic degrees of freedom: Elevation-Depression, Protraction-Retraction, 

and Upward-Downward Rotation (Image adapted from [30]). 
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2.1.2.2 The elbow complex 

The elbow complex allows for two DoF, namely elbow FE (sagittal plane) (Figure 2.6)  and forearm 

PS (transverse plane) (Figure 2.7). The combination of these movements is primordial since they 

allow the hand (and what it holds) to be brought back at head level for visual examination or 

feeding. Composed of three articulations (humeroulnar, humeroradial, radioulnar) and three bones 

(humerus, ulna, radius), the elbow is often kinematically represented as a hinge and a pivot joint, 

respectively for E.FE and F.PS. However, using a single pivot joint to represent F.PS is a 

simplification of the real interaction between the forearm bones. Indeed, the radius and ulna 

articulate with each other both proximally and distally, which allows for F.PS of the forearm. This 

complex interaction should be included in biomechanical analysis to ensure optimal accuracy [27]. 

 

Figure 2.6 Flexion-Extension of the elbow (sagittal plane) [31]. 

 

Figure 2.7 Pronation-Supination of the forearm (transverse plane) [31]. 
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A focus of this thesis is around the movement of E.FE, for its importance in self-feeding. Therefore, 

the main muscles responsible for E.FE are presented thereafter (Figure 2.8): 

• The triceps brachii is the principal elbow extensor. The triceps brachii is in the posterior 

compartment of the arm and has three heads, namely long (TRIlong), lateral (TRIlat), and 

medial (TRImed) head. The long head originates from the scapula while both the lateral and 

medial head originate from the humerus. All three heads converge into a single tendon that 

inserts into the ulna [32]. 

• The biceps brachii is the principal elbow flexor. The biceps brachii is in the anterior 

compartment of the arm and has two heads, namely long (BIClong) and short (BICshort) head. 

Both head originate from the scapula and converge into a single tendon that inserts into the 

radius [32]. 

• The brachialis is also an elbow flexor. The brachialis (BRA) is in the anterior compartment 

of the arm and has only one head. It originates from the humerus and inserts into the ulna 

[32]. 

• The brachioradialis is another elbow flexor. The brachioradialis (BRD) is in the posterior 

compartment of the forearm and has only one head. It originates from the humerus and 

inserts into the radius [32]. 

The anconeus is another elbow muscle that is considered as an elbow extensor. However, it was 

not included in this research project since it contributes mainly as a joint stabilizer and does not 

significantly contribute to elbow kinematics and kinetics [33]. 
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Figure 2.8 Muscles of the upper arm, with elbow extensors and flexors highlighted in purple: A. 

Triceps brachii, posterior view; B. Biceps brachii, anterior view; C. Brachialis, anterior view; D. 

Brachioradialis, anterior view (Image adapted from [34]). 

  

A B 

C D 
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2.1.2.4 The wrist complex and the hand 

The wrist complex allows for two DoF, namely FE and AA (Figure 2.9). The radiocarpal 

articulation (radius, carpal bones) is responsible for these movements. The rotation axes of these 

movements can generally be assumed coincident [35]. Finally, the hand and fingers allow for 

grasping different objects and ensure dexterity for a multitude of tasks through FE of all fingers 

and AA of the thumb. 

 

 

Figure 2.9 Degrees of freedom at the wrist [31]: Flexion-Extension (sagittal plane) and 

Abduction-Adduction (frontal plane). 

2.1.3 Upper limb impairments 

There are numerous diagnoses that impair upper limb movements, which generally result in lack 

of force or reduced motor function at the upper limb [36], limiting autonomy in ADL. Some 

diagnoses are known at birth, such as muscular dystrophy (MD) [37], spinal muscular atrophy [38], 

cerebral palsy [39], arthrogryposis multiplex congenita (AMC) [40], and brachial plexus palsy [41]. 

The prevalence varies from 1 in 500 to 1 in 10,000 live births depending on the diagnosis. Upper 

limb impairments can also appear in adulthood because of stroke, spinal cord injury, multiple 

sclerosis (MS), or repetitive strain injury [42]–[44]. 

This thesis focuses on diagnoses that lead to progressive and irreversible deterioration of motor 

physical function, such as MD, AMC, and some types of MS [42], [45], [46]. Therefore, it is of the 
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utmost importance to provide treatments and tools that will slow down the symptoms progression 

and allow to maintain social participation as well as independence in ADL. Traditional treatments 

include strength training and aquatic therapy, as well as neuromuscular electrical stimulation and 

corticosteroids injection. The efficiency of these treatments to slow down the symptoms 

progression relies on the frequency and intensity at which they are provided [47]. Moreover, the 

treatment quality and its benefits often rely on the availability of specialized therapists or 

equipment. However, it is almost impossible to ensure sufficient hours or appropriate equipment 

for everyone with an upper limb impairments [48]. 

The progressive deterioration of motor function will eventually lead to a point where traditional 

treatments are no longer helping. Therefore, in the long term, approaches that reduce the effort 

needed to perform ADL are preferred [49]. Mobile arm supports are an example of assistive 

technology that can assist the upper limb in ADL. These mechanical devices are generally mounted 

to a wheelchair, or a tabletop [50]. They mostly support E.FE, which limits their use in complex 

ADL that require support for multiple DoF [51]. A promising approach lies in the development of 

exoskeletons, which can be directly worn by the user. Moreover, they can provide continuous 

support to multiple joints for people with an upper limb impairment, allowing participation in 

complex ADL [51]. 

Box 2.1 Anatomy & physiology of the upper limb: take home message 

• The upper limb is fundamental in multiple activities of daily living (ADL) such as eating, 

washing, and interacting the environment. The movement of flexion-extension (FE) of 

the elbow is particularly important, as it is essential for self-feeding. 

• There are four main muscles that actuate the elbow during FE. The biceps brachii, 

brachialis, and brachioradialis are responsible for elbow flexion, while the triceps brachii 

is responsible of extension. 

• There exist multiple diseases that can impair upper limb movements. Their origin varies, 

but most lead to progressive and irreversible deterioration of upper limb function. 

Exoskeletons are a promising tool to help people with an upper limb impairment maintain 

independence in ADL. 
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2.2 Upper limb exoskeletons 

2.2.1 Definition and historic 

An upper body exoskeleton is a device that resembles the structure of the human upper limb and 

whose joints are aligned to the user’s joints. An exoskeleton can be used to augment, enhance, or 

support the user motor function [11]. The concept of exoskeleton for mobility assistance dates to 

1883 [52]. However, it took close to 80 years to see a successful prototype, named the Hardiman 

[53]. Based on a master-slave configuration, the Hardiman was developed for military purposes, 

with the final objective to enhance the user’s strength and performance (Figure 2.10). The master-

slave configuration of the Hardiman involved two overlapping exoskeletons. The inner one 

(master) followed the user’s movement while the outer one (slave) reproduced a powered version 

of the movement performed by the inner exoskeleton. 

 

Figure 2.10 The Hardiman exoskeleton prototype, developed by General Electric [54]. 

The second generation of exoskeletons appeared around 1990, with the idea of physical human-

robot interaction presented by Kazerooni et al. [55], which allows a direct transfer of mechanical 



15 

 

 

power to the user, without using a master-slave approach. Work on the Hybrid Assistive Limb 

(HAL) started in these years and went through multiple cycles of development (Figure 2.11) [56]. 

Nowadays, HAL is an assistive suit for everyday motion (lower limb) and is now commercially 

available.  

 

Figure 2.11 Evolution of the Hybrid Assistive Limb: HAL-1, HAL-3, and HAL-5 [56] 

Early work on exoskeletons mainly focused on the lower limb to help with walking. Nonetheless, 

the interest for upper limb exoskeletons has seen a continuous growth since the early 2000s. 

Nowadays, there are about 20 different upper limb exoskeletons commercially available, and more 

than 40 exoskeletons are still in the research and development phase [10]. To help potential users 

and their therapists identify the right exoskeleton among multiple options, classification methods 

are used to categorize exoskeletons based on shared characteristics. A common method of 

classification is based on the intended application domain of the exoskeleton [11], i.e. 

augmentation, rehabilitation, assistance (Figure 2.12). An augmentation exoskeleton’s primary 

purpose is to increase human strength and endurance [53]; they are generally developed for the 

military end. The main purpose of rehabilitation exoskeletons is to enhance or restore motor 

function by allowing partial or full recovery of the impairment. They are generally available in a 

clinical setting and used during therapy. Assistive exoskeletons, for their part, support the motor 

function by facilitating the movements of the upper limb. They are generally available to use in 
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everyday life to provide support in ADL. Assistive exoskeletons can also have a rehabilitation 

purpose. However, they are mainly aimed for diagnoses that cannot be improved. 

 

Figure 2.12 Example of an exoskeleton for A. Augmentation (BLEEX [57]), B. Rehabilitation 

(ChARMin [58]), and C. Assistance (WREX [59]) 

Section 2.1.3 Upper limb impairments presented numerous upper limb impairments that lead to 

progressive and irreversible deterioration, which are the focus of this thesis. For people with a 

severe upper limb impairment due to MD, AMC or MS, assistive exoskeletons remain the best 

option available since they allow to support upper limb movements in ADL. 

Assistive exoskeletons developed between 2010 and 2022 were reviewed for this thesis. Each 

exoskeleton was classified regarding its motorization solution, i.e., passive, or active. Table 2.2 

and Table 2.3 respectfully present the reviewed passive and active assistive exoskeletons. For each 

exoskeleton, details on the articulation(s) supported, its main feature, and the targeted population(s) 

are available. The following references should be consulted for a more exhaustive review on upper 

limb exoskeletons: Gull et al. [10], Gopura et al. [11], Qassim and Wan Hasan [60], Rehmat et al. 

[61], Gupta et al. [9]. For a review focused on pediatric exoskeletons, one can refer to the work 

published by the author [48]. 
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Table 2.2 Passive assistive exoskeletons developed between 2010 and 2022 

Name Articulations supported Feature(s) Targeted Population 

Airframe [62] Shoulder Lowers exertion levels by up to 80% 
Professional and skilled trade 

workers 

Mate [63] Shoulder 
Reduces muscular effort by 30% at 

shoulder level 
Overhead workers 

Paexo Shoulder [64] Shoulder 
Relieves physical stress by more than 

50% 
Overhead workers 

ShoulderX [65]  Shoulder Compatible with LegX and BackX Overhead workers 

Skelex 360-XFR [66] Shoulder Reduces fatigue up to 79% Overhead workers 

Vex [67] Shoulder Exerts a force up to 5 kg Overhead workers 

EVO (EksoVest) [68] Shoulder Exerts a force up to 6.8 kg Overhead workers 

WREX [69] Shoulder, Elbow Enhances functionality in some ADL DMD, AMC, CP, SMA 

P-WREX [70] Shoulder, Elbow 
Improves reaching ability at hip and 

chest level 
AMC, BPP, Other 

Playskin Lift [13] Shoulder 
Increases functionality during play 

time 
AMC, BPP, Other 

Playskin Air [71] Shoulder Lifts a human arm up to 90° AMC, BPP, Other 

Yumen Arm [45] Shoulder Increases range of motion SMA, DMD 

Abbreviations: ADL: Activities of daily living, DMD: Duchenne muscular dystrophy, AMC: Arthrogryposis, CP: Cerebral Palsy, SMA: 

Spinal muscular atrophy, BPP: Brachial plexus palsy  
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Table 2.3 Active assistive exoskeletons developed between 2010 and 2022 

Name Articulation supported Feature(s) Targeted Population 

Myopro [72] Elbow, wrist, hand Only marketed medical device that 

may restore independence in ADL 

Stroke, BPP, Cerebral palsy, 

Multiple Sclerosis 

SPEXO [2] Shoulder, elbow, wrist Provides a self-reliant method for 

eating or drinking 

Stroke and spinal cord injury 

RUPERT [73] Shoulder, elbow, wrist Enhances motor function of paretic 

arm in stroke patients 

Stroke 

Carbonhand [74] Hand Improves hand grip strength and 

function 

Stroke and injury leading to 

hand disability 

Abbreviations: ADL: Activities of daily living, BPP: brachial plexus palsy, DMD: Duchenne muscular dystrophy, AMC: Arthrogryposis 
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2.2.2 Passive exoskeletons 

Passive exoskeletons consist of unpowered systems that can store energy from the human 

movements and release it when needed. This is achieved by integrating springs, or dampers into 

the design of the exoskeleton. Table 2.2 lists passive assistive exoskeletons developed between 

2010 and 2022. 

2.2.3 Active exoskeletons 

Active exoskeletons consist of powered actuators that enhance the user’s function, thus reducing 

the effort necessary to accomplish a particular ADL. The integrated actuators can be of different 

natures, such as electric motors, cable-driven systems, or pneumatic actuators. Table 2.3 lists active 

assistive exoskeletons developed between 2010 and 2022. 

2.2.4 Limitations and challenges 

One of the most important challenges for assistive exoskeletons is to make them light and compact 

so that they are comfortable to wear for a long period of time [52]. This challenge is easier to meet 

for passive than active exoskeletons. Indeed, the gravity compensation mechanisms in passive 

exoskeletons work with elastic machine elements, such as springs or rubber bands. These elements 

are lightweight and mostly compact. In contrast, active exoskeletons rely on actuators that need a 

power source. These elements add additional weight and bulkiness to the device that can be 

significant. Soft actuators could eventually revolutionize active exoskeletons (Figure 2.13). These 

actuators are lightweight, power-efficient, and safe for human-robot interaction [75]. However, 

efficient control of soft actuators is an ongoing challenge so their safe implementation in 

exoskeleton could take time [76], [77]. Nevertheless, the important number of commercially 

available passive exoskeletons in comparison to active exoskeletons shows that there are still 

important challenges for the latter to achieve consistent commercial use. 

Excellent wearability often comes at the cost of lower functionality [13]. Indeed, passive 

exoskeletons are known to be wearable, but they are limited in the number of supported 

articulations. Moreover, there is generally no means to dynamically adapt the level of the power 

assistance of the device according to the user’s need [78]. Hence, the support provided by the 

exoskeleton to the user will only be optimal for the ADL that it was specifically configured for. 
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Figure 2.13 An example of soft actuators used for a hand exoskeleton prototype 

for assistance [79]. 

To illustrate this limitation, let’s take the example of eating a meal at the table. Generally, the 

exoskeleton will be adjusted so that the shoulder is flexed and internally rotated with the forearm 

pronated. This shoulder position will allow an E.FE in a horizontal plane (not against gravity) and 

will facilitate self-feeding. When the meal is done, the exoskeleton adjustments will keep the 

shoulders flexed around the chest level. The user will need to either produce a continuous force to 

lower his arms along his body or get the help of someone to adjust the exoskeleton support. 

The above-mentioned example is not relevant for active exoskeletons. Indeed, it is possible for an 

actuated system to self-adjust to the user’s need. Moreover, there exists active exoskeletons that 

can support most, if not all, articulations of the upper limb [2], [73]. However, a reliable 

interpretation of the user’s intention is required to ensure optimal functionality of the exoskeleton. 

This is possible through efficient control of the exoskeleton [80]. Fast and accurate control of 

exoskeleton is an ongoing challenge, but important progress have been made in the last years thanks 

to breakthrough in signal processing and artificial intelligence [81]. 

The sizing of dynamic components in active exoskeletons is primordial. Indeed, if the dynamic 

components are too weak, the exoskeleton might be unable to support the user’s arm weight. In 

contrast, if the dynamic components are too strong, the exoskeleton might injure the users by 

moving too fast or producing high contact forces. Therefore, the dynamic components should be 

custom-sized to the user’s condition [82]. This customization is preferred to ensure optimal support 

and to minimize the risk of injury. 

The customization process should consider the user’s anatomy and physiology to account the 

heterogenicity of people with upper limb impairments. Indeed, both children and adults can benefit 
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the use of an exoskeleton. There are however major differences in anthropometry and the level of 

assistance needed for these two groups. A precise geometric sizing will ensure alignment of the 

exoskeleton joints with the user’s articulation. This is important as misalignment produces spurious 

forces and torques on the user, which causes discomfort and can lead to injury [83]. The dynamic 

sizing will adapt the support in terms of joint torque needed by the user. This sizing is important 

since joint torques are significantly different between children, teenager, and adults [84]–[86]. 

Dynamic sizing of an exoskeleton based on joint torques has been successful [14], [87]. However, 

customization based on muscle forces could provide a more accurate solution when specific 

muscles are impaired [17]. For example, this is the case for people suffering from AMC, where 

elbow flexors are generally more impaired than the elbow extensors [46]. 

Box 2.2 Upper limb exoskeletons: take home message 

• Exoskeletons are used either for rehabilitation, assistance, or human augmentation. 

Assistive exoskeletons are better suited for impairments that lead to irreversible 

deterioration of the upper limb function since they can provide continuous support in 

activities of daily living. 

• Assistive exoskeletons are either passive or active. Passive exoskeletons use elastic 

elements to support the upper limb while active exoskeletons use actuators. Passive 

exoskeletons are lightweight, but only aid one or two movements. In contrast, active 

exoskeletons are bulkier and heavier, but can support all upper limb movements. 

• There is a need for better sizing of active exoskeletons to optimize functionality and 

safety. This sizing must be based on the user’s anatomy and physiology, i.e., age, 

diagnosis, muscle forces, segment lengths, etc. 

  



22 

 

 

2.3 Quantification of individual muscle forces 

The knowledge of muscle forces could help the sizing of the dynamics of exoskeletons to ensure 

optimal support. Indeed, knowledge of muscle force distribution could improve treatments in 

rehabilitation [88], enhance sports performance [89], and reduce the risk of injury [90]. Nowadays, 

the quantification of joint efforts is possible thanks to the measurement of kinematics and external 

efforts. However, the additional step of going from joint effort to muscle force distribution is 

challenging since most joints are over-actuated, which gives rise to the muscle redundancy 

problem. 

2.3.1 Muscle redundancy problem 

The number of muscles in the human body is way higher than the number of joints. Indeed, there 

is on average 2.6 muscles for each DoF of the human body [91]. As presented in Section 2.1.2, this 

research project considers 4 muscles that are responsible for elbow actuation. These muscles can 

either act in synergy or co-contract during elbow movement. Synergistic muscles work together to 

create a movement, i.e., BIC, BRA, and BRD for elbow flexion. Co-contraction happens when two 

or more muscles around a joint act in opposite directions during a movement, i.e., BIC and TRI 

during E.FE. 

The presence of synergy and co-contraction in muscles creates what is called an undetermined 

system. Mathematically, it means that there are fewer equations than unknown for the system. 

Physiologically, it means that there is an infinity of combinations of muscle forces to produce the 

same resulting joint effort. Figure 2.14 illustrates the undetermined system for E.FE. 

There are four actuators involved in this system. The flexor set (or agonist) is composed of the 

BIClong, BICshort, BRA, and BRD. The extensor set (or antagonist) is composed of the TRIlong, TRIlat, 

and TRImed. 



23 

 

 

 

Figure 2.14 Illustration of the four main muscles actuating the elbow: triceps brachii (TRI), 

biceps brachii (BIC), brachialis (BRA), brachioradialis (BRD) (Image adapted from [92]). 

The mathematical formulation of the E.FE redundancy is as follows: 

 𝑸𝑯,𝑬 =∑𝒅𝒊 ∙ 𝑭𝒎𝒊

𝑁

𝑖=1

 (2.1) 

where 𝑸𝑯,𝑬 is the resultant human joint torque vector at the elbow and can be computed by inverse 

dynamics, 𝒅𝒊 is the moment arm vector of the ith muscle for i = 1, …, N, and 𝑭𝒎𝒊
 is the muscle 

force vector produced by the ith muscle. The following sections (2.3.2 & 2.3.3) present two different 

approaches to solve the muscle redundancy problem. 

2.3.2 Electromyography-based quantification 

Electromyography-based quantification aims to predict the individual muscle forces by recording 

the muscle activity with electromyography (EMG). The reader can refer to Appendix A – 

Electromyography fundamentals for additional theory on EMG. The many steps required to obtain 

muscle force from raw EMG will be briefly presented here and are illustrated in Figure 2.15. It is 

important to keep in mind that most researchers use a subset of these steps, which allows for a 

variety of EMG-based models. In short, from raw EMG signals, muscle activation is obtained 

through a model of muscle activation dynamics. Then, muscle activation is transformed to muscle 
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forces through a model of muscle contraction dynamics. The computation of muscle activation 

dynamics and muscle contraction dynamics is not a trivial task. 

 

Figure 2.15 Steps in an electromyography-based quantification of muscle forces. 1. Record raw 

EMG signal; 2. Signal rectification; 3. Signal normalization and low-pass filtering; 4. Muscle 

excitation signal; 5. Muscle activation signal; 6. Normalized muscle force computation (Image 

adapted from [19]). 

2.3.2.1 Muscle activation dynamics 

Muscle activation dynamics [93] transforms the raw EMG signal, which is a voltage both positive 

and negative, to muscle activation, which is expressed as a number between 0 and 1. It is the first 

step towards muscle force quantification. First, any offset is removed from the raw EMG (Figure 

2.15A) before the signal is rectified (Figure 2.15B). The rectified EMG is then low-pass filtered to 

obtain its envelope. The signal is finally normalized with respect to its maximal value to obtain the 

filtered EMG, 𝑒(𝑡),  a value between 0 and 1 (Figure 2.15C). The normalization step requires 

additional recording of maximal voluntary isometric contraction to obtain an EMG maximal value 

[94]. Since there is a delay between the time at which the motor unit is triggered and the muscle 

contracts, the excitation signal, 𝑢(𝑡) (Figure 2.15D), is obtained from the filtered EMG using the 

following first order differential equation [95]: 
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 𝜏𝑛𝑒𝑒̇ + 𝑒 = 𝑢 (2.2) 

where 𝜏𝑛𝑒 is the excitation time constant [19]. 

The muscle activation, 𝑎(𝑡) (Figure 2.15E), is finally obtained from the muscle excitation signal 

by resolving another first-order differential equation [96]: 

 𝜏𝑎,𝑗(𝑎𝑗 , 𝑢𝑗)𝑎𝑗̇ + 𝑎𝑗 = 𝑢𝑗 (2.3) 

where 𝜏𝑎,𝑗(𝑎𝑗 , 𝑢𝑗) is a time constant which varies with activation level and whether the muscle 

activation level is increasing or decreasing [96]: 

 𝜏𝑎,𝑗(𝑎𝑗 , 𝑢𝑗) = {

𝜏𝑎𝑐𝑡,𝑗(0.5 + 1.5𝑎𝑗) 𝑖𝑓 𝑢𝑗 ≥ 𝑎𝑗
𝜏𝑑𝑒𝑎𝑐𝑡,𝑗

0.5 + 1.5𝑎𝑗
𝑖𝑓 𝑢𝑗 < 𝑎𝑗

 (2.4) 

where 𝜏𝑎𝑐𝑡,𝑗 and 𝜏𝑑𝑒𝑎𝑐𝑡,𝑗  are respectively the activation and deactivation time constant. 𝜏𝑎𝑐𝑡,𝑗 and 

𝜏𝑑𝑒𝑎𝑐𝑡,𝑗  are set respectively to 0.015 and 0.050 [97]. 

2.3.2.2 Muscle contraction dynamics 

The contraction dynamics transforms the muscle activation signal, 𝑎(𝑡), to musculo-tendinous 

force, 𝐹(𝑡) (Figure 2.15F), based on physiological models. One of the most physiologically reliable 

models in the literature is the Huxley-type model [98]. However, Huxley-type model is governed 

by multiple differential equations that need to be numerically integrated. This makes the model 

computationally time-consuming and almost impossible to use for modeling multiple muscle forces 

[20]. For this reason, most researchers use the well-known Hill-type model [97]. 

In Hill-type models (Figure 2.16), each musculo-tendon unit is composed of: 

• The tendon, generally modeled as a passive wire: an elastic Series Element (SE). 

• The muscle, generally modeled as the contractile element: an active Contractile Element 

(CE) in parallel with a Passive Element (PE). 

Further, the musculo-tendinous force, 𝐹(𝑡), is computed with the following equation: 

 𝐹(𝑡) = (𝑎(𝑡)𝐹̃𝑙
𝐶𝐸(𝑙𝑚)𝐹̃𝑣

𝐶𝐸(𝑣̃𝑚)⏟              
𝑎𝑐𝑡𝑖𝑣𝑒

+ 𝐹̃𝑙
𝑃𝐸(𝑙𝑚)⏟    
𝑝𝑎𝑠𝑠𝑖𝑣𝑒

+ 𝑏𝑚𝑣̃𝑚⏟  
𝑑𝑎𝑚𝑝𝑖𝑛𝑔

) (2.5) 

where: 

• 𝑎(𝑡) is the muscle activation signal obtained from Eq. 2.4, a number between 0 and 1. 
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• 𝐹̃𝑙
𝐶𝐸(𝑙𝑚), 𝐹̃𝑣

𝐶𝐸(𝑣̃𝑚), and 𝐹̃𝑙
𝑃𝐸(𝑙𝑚) are respectively the force-length, active force-velocity, 

and passive force-length relations [95]–[97]. The sign ~ above the variables means that 

they are normalized, i.e., 𝐹̃𝑙
𝐶𝐸, 𝐹̃𝑣

𝐶𝐸(𝑣̃𝑚), and 𝐹̃𝑙
𝑃𝐸(𝑙𝑚) are normalized with respect to 𝐹𝑚𝑎𝑥, 

the muscle length 𝑙𝑚 is normalized with respect to the optimal muscle fiber length 𝐿𝑚
𝑜𝑝𝑡

 

(from [99], and the muscle velocity 𝑣̃𝑚 is normalized with respect to the muscle maximal 

contraction velocity 𝑣𝑚𝑎𝑥 (from [99]). 

The force-length, active force-velocity, and passive force-length relations are defined in Appendix 

B – Hill-type model force components. 

 

Figure 2.16 Representation of the Hill-type muscle model [100]. A muscle consists of three 

elements: a series element (SE), a contractile element (CE), and a passive element (PE). 

Pennation angle 𝛼 separates the tendon (𝐿𝑇) from the muscle (𝐿𝑀 cos 𝛼) 

The musculo-tendinous force 𝐹(𝑡) is also a value between 0 and 1. To obtain a value in Newton, 

𝐹(𝑡) must be multiplied by 𝐹𝑚𝑎𝑥, the maximal isometric force that the muscle can produce: 

 𝐹𝑚𝑡(𝑡) = 𝐹𝑚𝑎𝑥 ∙ 𝐹(𝑡) (2.6) 

𝐹𝑚𝑎𝑥 is either taken from tables [99] or is calibrated individually [94]. 

Even though the contraction dynamics based on Hill-type models are widely spread [19], [20], 

[94], [101], [102], there are still some limitations and challenges to its use. First, its implementation 

needs the resolution of differential equations, which can be computationally time-consuming for 

models with numerous muscles. Secondly, most equations are based on factors given by statistical 

tables, which have not been revisited for numerous years and do not account for subject variability 
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(kids vs adult, female vs male, healthy vs impaired). Finally, evaluation of musculo-tendinous force 

relies on the recording of raw EMG data. Ensuring quality of EMG signals can be challenging since 

the signal varies due to numerous factors. Factors affecting EMG reliability are either causative 

(e.g., electrode placement and skin resistance), intermediate (e.g., signal crosstalk), or deterministic 

(e.g., number of active motor units). Moreover, recording EMG requires generally expensive 

equipment, that is not always easily accessible. 

2.3.3 Non-electromyography-based quantification 

Non-electromyography-based quantification aims to predict the individual force distribution 

without the need of a direct measurement on the muscle such as EMG. This is mainly possible with 

the help of cost functions1.  The idea of using a cost function to solve the redundancy problem of 

the muscles originated from Weber and Weber [103]. Since then, numerous cost functions have 

been proposed. Table 2.4 lists and comments the evolution of the existing cost functions. 

Among the cost functions presented in Table 2.4, the maximum-endurance, criterion proposed by 

Crowninshield and Brand [104], is the most widely accepted and commonly used in the literature 

[105]–[107]. However, the cost function proposed by Crowninshield and Brand underestimates 

antagonist activity, as it does not account for muscle co-contraction [107]. The cost function 

proposed by Forster et al. [108] tried to tackle the problem of co-contraction by introducing a shift 

parameter for the optimization criterion. Nevertheless, the authors stated that the constant co-

contraction factor should vary for different muscles and could change temporarily, without 

providing any tools to help its estimation. This difficulty to identify a good co-contraction factor 

value limits its practical use. 

The recent cost function developed by Wen et al. [18] proposed a novel approach to non-EMG-

based quantification. The proposed cost function introduces a co-contraction factor for elbow 

muscles that is calibrated on EMG data during E.FE. The calibration step allowed for the 

formulation of an empirical formula that defines co-contraction based on or derived from kinematic 

data: 

 

1 In this thesis, the term “cost function” is associated to the evaluation of muscle forces, while the term “objective 

function” is associated to the optimization problem of the OCP. 
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 𝑥𝑠 = 6.67 ∙ 𝑄𝐻,𝐸 + 7.57 (2.7) 

where 𝑥𝑠 is the co-contraction factor, and 𝑄𝐻,𝐸 is the elbow joint torque obtained from inverse 

dynamics. Results obtained by the authors showed that the quantification of muscle forces are more 

coherent with EMG-driven models than other cost functions [18]. Even though EMG data was 

required to formulate the co-contraction relationship, it is no longer needed for quantification of 

muscle forces. Indeed, the empirical formula defining co-contraction is only dependent of the 

user’s joint torque. Therefore, this cost function has the advantage of being easier to use than EMG-

based quantification methods, while allowing for physiologically coherent quantification of muscle 

forces. 
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Table 2.4 List of the main cost function for quantification of individual muscle forces 

Authors Years Cost function Comments 

Weber and Weber 

[103] 
1836 - 

Initial proposition of the problem, without any cost 

function 

Seireg and Arvikar 

[109] 
1973 Ω =∑ 𝐹𝑚𝑘

𝑀

𝑘=1
 Simple force sum criterion 

Penrod et al. [110] 1974 
Ω =∑ 𝛾𝑖 ∙ 𝐹𝑚𝑘

𝑀

𝑘=1
 

𝛾𝑖  : weighting factors 

Weighted force sum criterion. No details on how one 

should specify weighting factors 

Crowninshield 

and Brand [104] 
1981 

Ω = √∑ (
𝐹𝑚𝑘
𝑃𝐶𝑆𝐴𝑘

)

𝑛𝑀

𝑘=1

𝑛

 

𝑛 : power, usually set to 2 or 3, depending on the experimental data 

Maximum-endurance criterion. Broadly used today, 

but does not account for-co-contraction 

Dul et al. [111] 1984 Ω =∑ (
𝐹𝑚𝑘
𝑃𝐶𝑆𝐴𝑘

)
𝑀

𝑘=1
 

Minimum-fatigue criterion. Emphasize the 

importance of PCSA in optimization. 

Forster et al. [108] 2004 
Ω =∑ (

𝐹𝑚𝑘
𝐹𝑚𝑎𝑥𝑘

− 𝑥𝑠)

2𝑀

𝑘=1
 

𝑥𝑠: constant co-contraction factor 

Minimum-force sum criterion with co-contraction 

factor. 

Wen et al. [18] 2018 
Ω = √∑ (

𝐹𝑚𝑘 − 𝑥𝑠(𝒬𝐻𝑖)

𝑃𝐶𝑆𝐴𝑘
)

3
𝑀

𝑘=1

3

 

𝑥𝑠  : variable co-contraction factor, dependent of torque at joint 𝒬𝐻𝑖 

Maximum-endurance criterion with co-contraction 

factor. Co-contraction factor is calibrated on EMG 

data. 

Abbreviations: 𝐹𝑚𝑘  : Force of the kth muscle; 𝑀,: Total number of considered muscles; 𝑃𝐶𝑆𝐴𝑘  : Physiological cross-sectional area of the kth muscle; 𝐹𝑚𝑎𝑥𝑘  : 

Maximum voluntary force of the kth muscle; 𝒬𝐻𝑖: Human joint torque at joint i, actuated by M muscles.
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Box 2.3 Quantification of individual muscle forces: take home message 

• Quantification of individual muscle forces is not trivial since it requires solving the 

muscle redundancy problem. Indeed, there are more muscles than degrees of freedom for 

most human joints. Therefore, there is an infinity of combinations of muscle forces to 

produce the same resulting joint effort. Electromyography (EMG) and non-EMG-based 

methods exist to tackle this problem. 

• EMG-based models quantify muscle forces based on a Hill-type representation of 

muscles, which transforms the raw EMG signal to muscle force. Implementation of Hill-

type models requires EMG measurements, factors from statistical tables, and data from 

musculoskeletal models. Recording reliable EMG data and customizing the different 

parameters to the user can be difficult and limits the use of EMG-based models. 

• Non-EMG-based models quantify muscle forces using a cost function in an optimization 

procedure. The Crowninshield cost function is widely used and accepted in the literature, 

but it does not account for muscle co-contraction. The Forster cost function accounts for 

co-contraction, but the co-contraction factor can vary and is difficult to identify, limiting 

its practical use. 

• The recent cost function proposed by Wen is calibrated on EMG data to estimate the co-

contraction factor, which makes it physiologically more coherent with muscle activation 

and easier to implement than EMG-based models. 
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2.4 Human modeling in biomechanics 

Biomechanical analyzes are important to better understand the underlying mechanics of 

injury/disease and thus improve diagnosis, prevention and treatment [112]. The use of digital 

human models to simulate body movements has increased the number of possible analyzes, since 

real subjects are no longer required [113]. There are two principal approaches to human modeling 

for biomechanical analysis: multibody system dynamics (MBS) or finite element analysis (FEA). 

In MBS, a system is represented as a series of rigid bodies, i.e., non-elastic and of constant mass, 

connected by joints. MBS is used in the field of ergonomics [114], [115], rehabilitation [116], 

[117], and sports [118], [119] for its ability to study complex articular movements and their 

associated internal forces. 

In FEA, a system is subdivided into multiple smaller and simpler parts that are called finite 

elements. This method is mostly used in biomechanics to quantify the deformations or constraints 

undergone by the human body in quasi-static. FEA are commonly used in orthopaedics to improve 

the design and performance of bone-implant systems [120]. 

It is also possible to combine MBS and FEA to create flexible MBS. Flexible MBS are mostly used 

to study systems that present both highly dynamic movements and body deformations. An example 

of such system is the prediction of spine treatment for scoliosis patients [121], [122]. However, 

both FEA and flexible MBS are computationally expensive and tedious to implement, which limits 

their use [123]. 

Multiple software programs are available to model or analyze human biomechanics: Adams (MSC 

Software, USA) [124], AnyBody Modeling System (AnyBody Technology, Denmark) [125], 

MapleSim (MapleSoft, Canada) [126], OpenSim (SimTK, USA) [127], RBDL [128], 

ROBOTRAN (UCLouvain, Belgium) [129], and Simscape Multibody (Mathworks, USA) [130]. 

For this research project, MBS was chosen to model the human body as the focus of this research 

project is about upper limb movements and their associated internal forces rather than 

deformations. Moreover, the assumption of rigid body in MBS simplifies the study of the human 

body since the classical laws of mechanics can be applied. This project is built around 

ROBOTRAN for its ease of use, its interface with MATLAB, and the expertise available in the 
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research team [14], [18], [27], [82], [94], [131]. Despite the previous work realized by the research 

team, there is currently no available upper limb model in ROBOTRAN that includes muscles. 

2.4.1 Open-loop and closed-loop systems 

The first step to model the human body in MBS is to build the kinematic chain that describes its 

behavior. A kinematic chain is a succession of rigid bodies linked by joints which describe the DoF 

between each body. In biomechanics, the bones or body segments are generally modeled as the 

rigid bodies, while the articular complex are represented by one or multiple joints. Joints can be 

revolute (rotation) or prismatic (translation) and have a maximum of 6 DoF, i.e., 3 rotations and 3 

translations. In MBS, these joints are considered ideal, i.e., force or torque are transferred without 

loss between each body [129]. 

Kinematic chains are either an open-loop or closed-loop system, illustrated in Figure 2.17. Good 

examples of an open-loop system are cranes or serial robots. In contrast, a four-bar mechanism, is 

a good example of a closed-loop system. 

 
 

Figure 2.17 Representation of two multibody kinematic chains [132]: A. Open-loop system. B. 

Closed-loop system 

For the modeling of osteoarticular systems, i.e., bones and articulations, both open and closed-loop 

systems can be used. However, it was shown that using closed-loop systems to model shoulder 

[133], [134] and forearm movements [27], [135] increases the biofidelity of the model. A model is 

defined as biofidelic if it provides a realistic representation of human motion. Biofidelity allows 

for a better quantification of joint kinematics and dynamics, which is needed for an accurate 

quantitative assessment in biomechanics [27]. Taking the forearm as an example, an open-loop 
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system will consider the forearm as a single rigid body while a closed-loop system will consider 

both the radius and ulna (Figure 2.18). When adding muscles to the model, the closed-loop system 

will be more biofaithful since it will allow to model each muscle insertion on its respective bone. 

Moreover, closed-loop systems allow for a better definition of joint axis of rotation, thus improving 

the quantification precision of internal efforts [27]. 

 

Figure 2.18 Schematic of A. an open-loop and B. a closed-loop model of the forearm. Illustrated 

in the schematic are the elbow flexion-extension (FE) and forearm pronation-supination (PS) 

axis, as well as humeroulnar (HU), humeroradial (HR), radioulnar (RU), and radiocarpal (RC) 

joints (Image adapted from [27]). 

2.4.1.1 Muscle modeling 

To obtain musculoskeletal models, muscles must be added to osteoarticular models. The common 

approach to attach muscles to an osteoarticular model [136], [137] is to model them as closed-loop 

systems. The geometrical path of the muscle defines its length and moment arm, which will affect 

muscle force and moment production capacity [138]. A muscle path is generally composed of its 

origin and insertion, as well as via-points. Starting from the muscle’s origin, it passes through the 

via-points like a thread through the eye of a needle to reach its insertion. The via-points can be 
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fixed to a particular bone, or variable in space [139]. Another possible component in muscle paths 

is wrapping objects. Wrapping objects are obstacles, modeled as geometric forms, which allow for 

curved-line segments of muscle [139]. While the integration of wrapping objects can improve the 

estimation of muscle moment arms, they are difficult to scale to subject-specific models since they 

are defined by multiple geometric parameters, preventing them from a simple scaling [138]. 

Moreover, the numerous constraints imposed by wrapping objects largely increase the cost of 

computation during simulations [140], [141]. Therefore, the preferred solution is often to use via-

points fixed to a particular bone or pre-processed moment arms [142]. Pre-processed moment arms 

can be taken from anatomical tables [99] or obtained through a polynomial relationship [142]. 

2.4.2 ROBOTRAN formalism 

This section presents the formalism underlying ROBOTRAN [129], [132]. The two principal 

formulations describe respectively the direct and inverse dynamics of the system. Direct dynamics 

calculates motion from known internal forces and/or torques and reaction forces. In contrast, 

inverse dynamics quantifies the internal forces and/or torques from a known trajectory and external 

forces. 

In ROBOTRAN, the Newton/Euler laws formulated recursively are used to obtain the equations of 

motion of a tree-like system. The semi-explicit or direct dynamics formulation of the equation 

reads: 

 𝑴(𝒒,𝜹)𝒒̈ + 𝒄(𝒒, 𝒒̇) = 𝑸(𝒒, 𝒒̇) (2.8) 

where: 

• 𝑴 is the generalized mass matrix. 

• 𝒄 is the non-linear dynamic vector containing the external, gravity, and gyroscopic forces. 

• 𝒒, 𝒒̇, and 𝒒̈ are respectively the generalized positions, velocities, and accelerations. 

• 𝜹 contains the dynamic parameters of the system (body masses, centers of mass location, 

and body tensors inertia). 

• 𝑸 is the generalized forces or torques vector. 
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The implicit or inverse dynamics formulation expresses 𝑸 as a function of the system kinematics 

𝒒, 𝒒̇, 𝒒̈ and 𝜹. The equation reads:  

 𝑸(𝒒, 𝒒̇) = 𝚽(𝒒, 𝒒̇, 𝒒̈, 𝜹) (2.9) 

When working with a closed-loop system, the generalized joint positions 𝒒 must satisfy geometric 

loop constraints 𝒉𝒍(𝒒) = 0. The loop constraints available in ROBOTRAN are presented in 

Section 2.4.2.1 Loop constraints. The loop closure is also needed at the velocity and acceleration 

level, requiring first- and second-time derivatives of the loop constraints 𝒉𝒍. The additional forces 

created by the constraints are introduced via the Lagrange multipliers technique. The updated 

formulation for respectively direct and inverse dynamics is: 

 𝑴(𝒒, 𝜹)𝒒̈ + 𝒄(𝒒, 𝒒̇) = 𝑸(𝒒, 𝒒̇) + 𝑱𝑻𝝀 (2.10) 

   

 𝚽(𝒒, 𝒒̇, 𝒒̈, 𝜹) = 𝑸(𝒒, 𝒒̇) + 𝑱𝑻𝝀 (2.11) 

The loop constraints and their time derivatives are: 

 𝒉𝒍(𝒒) = 0 (2.12) 

   

 𝒉𝒍̇ = 𝑱(𝒒)𝒒̇ = 0 (2.13) 

   

 𝒉𝒍̈ = 𝑱(𝒒)𝒒̈ + 𝑱̇𝒒̇(𝒒, 𝒒̇) = 0 (2.14) 

where 𝒉𝒍 are the loop closure geometrical constraints, 𝑱 is the Jacobian matrix of the system, 𝑱̇𝒒̇ is 

the quadratic term of the constraints at acceleration level and 𝝀 represents the Lagrange multipliers 

associated with the constraints. In ROBOTRAN, this differential algebraic equation (DAE) system 

is solved with the Coordinate Partitioning Method [143]. This index reduction method transforms 

an index-3 system to an index-0 system. Overall, the method creates a partition of independent and 

dependent generalized coordinates and separates the constraint Jacobian accordingly: 

 𝒒 = (
𝒒𝒖
𝒒𝒗
) ; 𝑱 = (𝑱𝒖 𝑱𝒗) (2.15) 

Then, the reduction is performed by simple matrix permutations and operations. The details of 

these final matrix operations are available in [129]. Finally, the Newton Raphson algorithm is used 

to solve the algebraic constraints 𝒉𝒍(𝒒), which are generally non-linear. The algorithm expresses 

𝒒𝒗, the dependent coordinates, for given 𝒒𝒖, the independent coordinates, through successive 

iterations of 𝒒𝒗. 
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2.4.2.1 Loop constraints 

ROBOTRAN proposes three types of geometric constraints 𝒉𝒍 to deal with closed-loop systems. 

These so-called cutting methods allow to re-create a tree-like MBS system: 

• Cut of a body. 

• Cut in a ball joint. 

• Cut of a connecting rod. 

Body cuts and ball cuts are the commonly used in biomechanics and are detailed hereafter. Rod 

cuts are used to replace a connecting rod with negligible mass and inertia. They can be seen in 

vehicle suspension and steering mechanisms MBS systems. 

A body cut, shown in Figure 2.19A, separates a body in two parts, the original body, and its 

shadow. The mass and inertia of the initial body is distributed between the two new bodies. There 

are six constraints involved in a body cut: 

• Three translational constraints, imposing the position of points 𝑃𝑜 and 𝑃𝑠ℎ to coincide in the 

global reference frame {𝑋̂0}. 

• Three rotational constraints, imposing the body frame {𝑋̂0} and {𝑋̂𝑠ℎ} to align at any time. 

A ball cut, shown in Figure 2.19B, is used when the loop contains a ball joint that is considered 

ideal, i.e., no torque is transmitted through. For this type of cut, only three constraints are needed: 

• Three translational constraints, imposing the position of points 𝑃𝑃 and 𝑃𝑆, which are located 

at the ball joint center, to coincide at any time. Points 𝑃𝑃 and 𝑃𝑆 are respectively attached 

to body points 𝑝 and 𝑠. 
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Figure 2.19 Schematic representation of two kinematics constraints for multibody system loop 

closure [132]: A. Body cut. B. Ball cut.  
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Box 2.4 Human modeling in biomechanics: take home message 

• The most popular methods for human modeling in biomechanics are multibody system 

dynamics (MBS) and finite element analysis (FEA). A combination of these methods, 

flexible MBS, is also used. However, both FEA and flexible MBS are computationally 

expensive and tedious to implement. 

• The assumption of rigid bodies is chosen for this research project, given that the 

deformation of the bodies is not a research objective. ROBOTRAN software was chosen 

to develop the MBS for its ease of use, its interface with MATLAB, and the expertise in 

the research team. 

• The human body is generally modeled as a closed-loop system to increase the biofidelity 

and performance of the model. Geometric constraints, such as body or ball cut, are used 

to deal with closed-loop systems, to re-create tree-like systems, which are easier to 

analyze. 

• Via-points are commonly used to model muscle paths. While the addition of wrapping 

objects can increase the accuracy of muscle architecture and moment arms, they are 

computationally expensive to implement and are difficult to scale for subject-specific 

models. Therefore, they are often ignored in musculoskeletal models. 

• In MBS, direct dynamics calculates motion from known internal forces and/or torques 

and reaction forces. In contrast, inverse dynamics quantifies the internal forces and/or 

torques from a known trajectory and external forces. 
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2.5 Multibody system dynamics applied to exoskeletons 

2.5.1 Human-exoskeleton interactions 

An exoskeleton can be seen a collaborator to human motion. For the collaboration to be efficient, 

it is important to understand and to model the human-exoskeleton interactions properly. This can 

be realized with MBS. Moreover, digital models are great tools to test and validate ideas in early 

stages of exoskeleton design. Figure 2.20 illustrates a simplified model of an upper limb-

exoskeleton system. The variables 𝒒𝑯 and 𝑸𝑯 are respectively the user’s generalized position and 

torques while 𝒒𝑬 and 𝑸𝑬 are respectively the exoskeleton generalized position and torques. The 

exoskeleton dimensions are represented by the variable 𝒍𝑬. 

 

Figure 2.20 Simplified representation of the human-exoskeleton interaction with the variables of 

interest: the user’s joint generalized positions 𝒒𝑯, the user’s joint generalized torques 𝑸𝑯, the 

exoskeleton joint generalized positions 𝒒𝑬, the exoskeleton joint generalized torques 𝑸𝑬, and the 

exoskeleton dimensions 𝒍𝑬 (Image adapted from [144]). 

In MBS, closed-loop systems are needed to model the kinematic interactions between the limb and 

the exoskeleton. Therefore, geometric constraints are needed to re-create a tree-like structure. In 

the literature, body cuts are used to attach solidly to one another the exoskeleton and limb segment 

[145]–[147]. In practical terms, the body cut is equivalent to a solid brace that is wrapped around 

the user’s arm and does not move relatively to the arm. However, this is impossible for real-life 

use, considering skin movement and deformation, as well as imperfections in the brace system. To 

account for these imperfections, it is possible to introduce additional joints, such as a translation, 

in the exoskeleton kinematic chain [145]. In general, the exoskeleton dimensions 𝒍𝑬 will be 

optimized to satisfy the loop constraints, while minimizing the bulkiness of the device. 
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2.5.2 Inverse dynamics problem 

As stated by the inverse dynamics’ formulation, one can obtain the generalized joint forces or 

torques required to accomplish a known trajectory [129]. When designing an exoskeleton for 

people with upper limb impairments, the general objective is to reduce the user’s joint torque 𝑸𝑯 

necessary to move the upper limb along a given trajectory 𝒒𝑯. Therefore, the exoskeleton torques 

𝑸𝑬 that satisfy this objective must be found. 

Exoskeleton’s joint are generally aligned with the user’s joint to minimize the spurious forces or 

torques at the human-exoskeleton interface, which can lead to discomfort or injuries [83], [148]. 

Therefore, the trajectory of the exoskeleton is dependent of the user’s trajectory, hence 𝒒𝑬 =

𝑓(𝒒𝑯(𝒕)). This relationship is equivalent to the partitioning of the generalized coordinates (Section 

2.4.2) where 𝒒𝑯 = 𝒒𝒖, the independent variables, and 𝒒𝑬 = 𝒒𝒗, the dependent variables. 

The kinematic loop constraints, imposed by the exoskeleton and described by Eq. 2.12-2.14, 

introduce the constraints forces (𝑱𝑻𝝀) to the differential algebraic equation (DAE) system. Using 

the partitioning, it is possible to formulate the inverse dynamics of the problem as follows: 

 𝑸𝐮 = 𝚽𝒖 + 𝑩
𝑻
𝒗𝒖(𝑸𝒗 −𝚽𝒗) (2.16) 

where 𝑸𝒖 and 𝑸𝒗 are respectively the generalized independent and dependent joint forces and 

torques, 𝚽𝒖 and 𝚽𝒗 are respectively the implicit functions of the kinematics and dynamics 

parameters (mass, CoM, Inertia), and 𝑩𝒗𝒖 = −(𝑱𝒗)
−1𝑱𝒖. In our simplified example, 𝑸𝒖 = 𝑸𝑯 and 

𝑸𝒗 = 𝑸𝑬. To find the actuation needed at the joint, generalized forces and torques must be 

separated in their active and passive component. The active component corresponds to the 

motorization of the joint while the passive component comes from friction, external forces, spring 

elements, etc. Therefore, one can reformulate Eq. 2.16 as follows: 

 𝑸𝒖,𝒂 = 𝜱𝒖 −𝑸𝒖,𝒑 + 𝑩
𝑻
𝒗𝒖(𝑸𝒗,𝒑 −𝜱𝒗) (2.17) 

where 𝑸𝒖,𝒂 and 𝑸𝒖,𝒑 are respectively the active and passive component of the independent 

generalized forces and torques, and 𝑸𝒗,𝒑 is the passive component of the dependent generalized 

forces and torques. It is important to notice that the active component of the dependent generalized 

forces and torques 𝑸𝒗,𝒂 is not included in Eq. 2.17 because this system has a single solution only 

if the number of independent joints is equal to the number of active joints. However, both active 

components, i.e., independent (𝑸𝒖,𝒂) and dependent (𝑸𝒗,𝒂), should be considered in human-
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exoskeleton systems. As it is the case for muscle force distribution, the problem becomes over-

actuated: there is an infinite number of possible solutions to the human-exoskeleton force or torque 

distribution. Section 2.5.3 presents recent methods used to solve this over-actuation problem. 

2.5.3 Exoskeleton optimization problem 

This section focuses on the recent optimization procedures to support the design of upper limb 

exoskeletons. 

2.5.3.1 Loop closure and collision avoidance 

The loop constraints in human-exoskeleton systems force the exoskeleton to move in symbiosis 

with the human body. Therefore, loop closure constraints are important for proper trajectory 

following and effective force transmission. One can choose to optimize loop closure, maximizing 

the number of closed configurations [149], or to include loop closure as a component of the 

objective function [150]. The latter is implemented for geometric optimization in this research 

project since it is very simple to implement and is compatible with gradient-based optimization 

method. Another important aspect to consider is the risk of collision between the exoskeleton and 

the user in the operation of tasks. One way to avoid these collisions is to add constraints [147] or 

collision avoidance algorithms [151]. 

2.5.3.2 Over-actuation problem 

Section 2.5.2 presented the over-actuation problem of human-exoskeleton system with an inverse 

dynamics formulation. This problem is common in the literature and to mitigate it, optimization 

problems are defined with objective functions that aim to minimize the user’s joint torques [15], 

energy [16] or muscle forces [17]. There is no consensus regarding the best expression in the design 

of an exoskeleton. In this work, an objective function using joint torque and muscle forces will be 

investigated. This approach is chosen since it represents the most direct evaluation of the joint 

efforts of the user [14]. 

Finally, the approach for dynamic sizing of exoskeletons varies in the literature. Recent studies 

[14], [87], [152], [153] managed to combine both active, i.e., motors, and passive, i.e., springs, 

transmission systems. This combination has proven that the addition of passive elements can reduce 

the efforts required for the motors. This reduction allows to use smaller motors, which implies a 
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size and weight reduction of the exoskeleton. The integration of passive elements in an active 

exoskeleton is included in this research project. 

Box 2.5 Multibody systems dynamics applied to exoskeletons: take home message 

• In multibody systems dynamics, exoskeletons are modeled as a closed-loop system with 

the human body. Body cuts are generally used to define the geometrical constraints 

between the exoskeleton and the body. The exoskeleton dimensions must be optimized 

to satisfy these constraints. 

• Actuated exoskeletons create an over-actuation problem since there is an infinity of 

possible combinations that solve the inverse dynamics formulation. Therefore, one must 

define an optimization problem with a precise objective. 

• When optimizing the exoskeleton dimensions, it is important to add additional 

constraints (collision avoidance) to ensure that the exoskeleton does not collide with the 

human body during motion. Moreover, including loop constraints as a component of the 

objective function simplifies the optimization problem. 

• The exoskeleton’s over-actuation problem is solved through the implementation of 

different objective functions in the optimization problem. The commonly used objective 

functions aim to minimize the user’s joint torque, energy, or muscle forces. However, 

there is no consensus on the best function to use. Therefore, the final choice for the 

objective function is up to the researcher. 
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2.6 Optimal control 

Optimal control theory is a branch of mathematical optimization that aims to find a control law for 

a dynamical system over a specific period [154]. The use of optimal control is widely spread in 

MBS [155]. An optimal control problem (OCP) is defined by separating variables as control 𝒖 or 

state 𝒙 and by describing the state using dynamic equations. 

An easy example to visualize an OCP and understand the meaning of control 𝒖 and state 𝒙 variables 

is one of driving a car (Figure 2.21). In this example, steering the wheel or pushing on the 

accelerator pedal (controls 𝒖) dictates the position, orientation, and speed (states 𝒙) of the car. 

Control and state variables are usually subject to constraints such as the limit of rotation of the 

steering wheel for the car. The final element is an objective function, which can be either 

maximized or minimized while respecting the constraints on control and states variables. For 

example, one could desire to follow a given trajectory by minimizing the difference between the 

state variables and a desired trajectory at each point in time [156]. 

 

Figure 2.21 Driving a car as an example of an OCP. Find the controls (acceleration, wheel steer) 

to follow a defined trajectory (bold line) given the state of the car (position, orientation, speed). 

2.6.1 Formalism 

In the context of MBS, an optimal control problem is formulated as an optimization problem whose 

goal is to minimize an objective function 𝑱. The solution to this objective function provides the 
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control trajectory 𝒖(𝑡) and is guided by the state variables 𝒙(𝑡) of the multibody system and by 

the algebraic variables 𝒛(𝑡) of a given initial state (Eq. 2.19) to a final state (Eq. 2.20) inside a time 

horizon 𝑇 (Figure 2.22). The OCP reads as follows: 

 𝐦𝐢𝐧
𝒙(𝒕),𝒖(𝒕),𝒛(𝒕)

𝐽 = ∫ 𝑳(𝒙(𝑡), 𝒖(𝑡), 𝒛(𝑡))𝑑𝑡
𝑻

𝟎

 (2.18) 

subject to possible path constraints 𝒄 such as: 

 𝒙(0) − 𝒙𝒊 = 0 (2.19) 

   

 𝒙(𝑇) − 𝒙𝒅 = 0 (2.20) 

   

 𝒄(𝒙(𝑡), 𝒖(𝑡), 𝒛(𝑡)) ≥ 0 (2.21) 

 

Figure 2.22 The continuous Optimal Control Problem [155]: Find the optimal state 𝒙(𝒕) and 

control 𝒖(𝒕) trajectory on the time interval [0, T], subject to path constraints 𝒄(𝒙,𝒖) ≥ 𝟎. 

The trajectory 𝒙(𝑡), 𝒛(𝑡) and the control variables 𝒖(𝑡) are subjected to equality constraints 𝒈, which 

correspond to the dynamics of the system and expressed as a set of differential algebraic equations 

(DAE). 

 𝒈(𝒙(𝑡), 𝒖(𝑡), 𝒛(𝑡)): {
𝒙̇ = 𝒇(𝒙,𝒖, 𝒛)

𝒂(𝒙, 𝒛) = 𝟎
   𝑡 ∈ [0, 𝑇] (2.22) 

In Eq. 2.22, 𝒇 and 𝒂 respectively represent the differential and algebraic equations that describe 

the physics of the system in terms of the state variables 𝒙, the algebraic variables 𝒛, and the control 

variables 𝒖. This formalism makes it possible to describe the dynamics of a multibody system as a 
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system of DAE. In general, no analytical solution exists for the optimization problem defined by 

Eq. 2.18.-2.22. However, the problem can be solved numerically by a discretization over the time 

interval [0, 𝑇]. The numerical approaches for solving an OCP are presented in the following 

section. 

2.6.2 Solving an optimal control problem 

There are three principal methods for numerically solving an OCP: dynamic programming, indirect 

methods, and direct methods. Among the three, direct methods are easier to implement and well 

adapted to MBS. In contrast, dynamic programming methods [157] are subject to the curse of 

dimensionality [158], which refers to a set of problems that arise when working with high-

dimensional data. Therefore, it limits their use to small state spaces. Indirect methods [159], for 

their part, require the computation of the Hamiltonian derivative and are highly sensitive to initial 

values [160], which makes them difficult to implement. 

2.6.2.1 Direct methods 

The emergence of state-of-the-art non-linear programming solvers such as IPOPT [161] 

contributed to the efficiency and popularity of direct methods. IPOPT stands for Interior Point 

OPTimization and is an open-source software package for large-scale nonlinear optimization. 

The direct methods consist in discretizing the time interval of the OCP, reducing it to a non-linear 

problem (NLP), which can afterwards be solved (“first discretize, then optimize”). The time 

interval [0, 𝑇] is discretized into 𝑁 time intervals [𝑡𝑘 , 𝑡𝑘+1] so that 𝑡0 = 0, 𝑡𝑁 = 𝑇 and 𝑘 ∈

[0,1,2…𝑁 − 1]. The time functions 𝒙(𝑡), 𝒛(𝑡) and 𝒖(𝑡) in Eq. 2.18-2.22 are replaced by a 

sequence of 𝑁 + 1 discretized variables 𝒙𝑘, 𝒛𝑘 as well as 𝑁 piecewise constant 𝒖𝑘. In its discretized 

form (Figure 2.23), the OCP variables form the vector of decision variables 

𝒘 =  {𝒙𝟎, 𝒖𝟎, 𝒛𝟎, … , 𝒙𝒌, 𝒖𝒌, 𝒛𝒌, … , 𝒙𝑵−𝟏, 𝒖𝑵−𝟏, 𝒛𝑵−𝟏}. The decision vector is used for the 

numerical approximation of the objective function 𝑃: 

 min
𝑤
𝑃(𝑤) (2.23) 

Subject to path constraints reformulated according to the decision vector: 

 𝑥0 − 𝑥𝑖 = 0 (2.24) 

   

 𝑥𝑁 − 𝑥𝑇 = 0 (2.25) 
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 𝑐(𝑤) ≥ 0 (2.26) 

 

Figure 2.23 Optimal control problem with unsatisfied dynamic constraints [155]. The decision 

variables are the states at discretized points and the piecewise constant control variables. 

To respect the dynamics of the system, the discretized control variable 𝒖𝒌 is related to the two 

adjacent differential state variables 𝒙𝒌 and 𝒙𝒌+𝟏 through an explicit numerical integration 𝑭 of the 

continuous dynamics in the time interval [𝒕𝒌, 𝒕𝒌+𝟏]: 

 𝑥𝑘+1 − 𝐹(𝑥𝑘 , 𝑢𝑘 , 𝑧𝑘) = 0 (2.27) 

Moreover, the differential and algebraic states, respectively 𝑥𝑘 and 𝑧𝑘, are related to each discrete 

time step by a series of algebraic equations: 

 𝑎(𝑥𝑘 , 𝑧𝑘) = 0 (2.28) 

The constraints imposed by Eq. 2.27-2.28 can be answered by single shooting [162], multiple 

shooting [163] or direct collocation [164]. The direct collocation method was preferred for this 

research project for its ability to treat unstable systems and handle path and terminal constraints 

robustly [165]. Moreover, since the human arm has a high number of DoF and its joints movement 

need to be constrained, the direct collocation is a logic choice. 

This direct collocation method involves the definition of collocation points between [𝒕𝒌, 𝒕𝒌+𝟏] 

where the state variables 𝒙𝒌 must satisfy the dynamics of the system. This scheme involves 

additional variables (polynomial coefficients) and additional constraint equations. Briefly, the 

direct collocation discretizes the states 𝒙(𝑡) and the controls 𝒖(𝑡) on a grid of collocation points, 

which are then respectively approximated by Lagrange polynomials and by a piecewise constant 
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function [166]. The Radau time grid is used since it provides a collocation point at the start and 

end of each state [167]. The OCP, including discretization, collocation algorithm, and optimization 

framework, was implemented with CasADi [168], [169], a symbolic open-source tool for nonlinear 

optimization and algorithmic differentiation. 

2.6.2.2 Weight selection in objective function 

Most objective functions used in OCP are multi-objective. For biomechanics applications, this 

generally translates to a global objective function 𝐽 that is defined with the weighted sum method: 

 min
𝑥
𝐽 =∑𝜔𝑖𝐹𝑖(𝑥)

𝑘

𝑖=1

 (2.29) 

Where 𝑥 are the variables of the OCP, 𝑘 is number of objective functions and 𝜔𝑖 is the 𝑖𝑡ℎ weight 

associated to the 𝑖𝑡ℎ objective function 𝐹𝑖. Objective functions 𝐹𝑖 used in OCP are diverse, such as 

tracking/minimizing the states/controls/forces. Typically, there is no single point that minimizes 

all objective functions simultaneously. Therefore, a solution point is defined as Pareto optimal if 

it is not possible to move from that point and improve at least one objective function without 

worsening another one [170]. The set of all Pareto optimal points is defined as the Pareto optimal 

set (Figure 2.24). 

In the literature, the process that leads to weight selection is often done heuristically [14], e.g. in 

[163]–[167]. Therefore, one cannot confirm that the chosen weights produce a Pareto optimal 

solution. Moreover, if the weights are varied one at the time or without any methodological 

approach, one will miss the best weights combination if an interaction exists between the different 

objective functions [176]. 
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Figure 2.24 Representation of a Pareto optimal set (dashed blue line) for a multi-objective 

optimization with two objective functions (𝐹1 and 𝐹2) [177]. 

A possible approach that can be implemented in weight selection is the response surface 

methodology (RSM). RSM allows to produce precise maps of a process based on mathematical 

models to reach peak performance [178]. The now-proven strategy of experimentation behind RSM 

consists of 4 different phases (Figure 2.25): screening, characterization, optimization, and 

verification. The screening phase allows to identify the vital few factors that have a significant 

effect on the process analyzed. In the context of OCP, the screening phase can be ignored since the 

number of weights, i.e., factors, is low. The characterization phase allows to discover potential 

interactions between the different factors. A curvature test should be realized in the characterization 

phase to decide if an optimization is required. If the curvature test is significant, an optimization 

phase is recommended by applying RSM. The typical tools for RSM are the central composite 

design (CCD) and Box-Behnken design (BBD). Finally, the verification phase should confirm the 

model obtained in the optimization phase. This can be done by doing additional experiment at the 

recommended conditions, i.e., weight selection. 

Another interesting approach for weight selection is that of using global optimisation techniques 

such as Genetic Algorithm (GA). GA is a method for solving optimization problems, either 

constrained or unconstrained, based on a natural selection process [179]. GA has been used for 
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numerous applications such as feature selection [180], hyperparameter optimization [181], image 

reconstruction [182], and decision support systems  [1], [2]. In the context of OCP, GA could be 

used to identify the Pareto optimal set of weight that optimize the objective function 𝐽. 

 

Figure 2.25 Four phases for a successful use of response surface methods: screening, 

characterization, optimization, and verification (Image reproduced from [178]). 
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Box 2.6 Optimal control: take home message 

• Optimal control theory aims to find a control law for a dynamical system and is 

commonly used in biomechanics. An optimal control problem (OCP) is defined by 

separating variables as state or control and by describing the state using dynamic 

equations. 

• Three methods are used to solve OCP: dynamic programming, indirect methods, and 

direct methods. The latter are widely spread for their ease of implementation, their 

computation efficiency, and the availability of state-of-the-art nonlinear programming 

solvers 

• Direct methods discretize the OCP, reduce it to a non-linear problem, and then optimize 

it. In biomechanics, the direct collocation method is preferred for its ability to treat 

unstable systems and handle path and terminal constraints robustly. 

• Most objective functions in OCP are multi-objective and follow a weighted sum 

formulation. However, there is minimal information in the literature on how to properly 

set each weight that is not based on trial-and-error. An approach based on response 

surface methods, or genetic algorithms could improve the weight selection process and 

therefore the performance of the OCP. 
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2.7 Thesis rationale 

2.7.1 Problem 

The following elements were highlighted, from the literature review, as gaps in the actual state of 

the art or needs for research and development: 

Section 2.1: Research need: there exist multiple diagnoses that impair the upper limb, which is 

fundamental in multiple ADL. Since most diagnoses lead to progressive and irreversible 

deterioration of upper limb function, assistance devices are needed to help maintain independence 

in ADL. 

Section 2.2: Active assistive exoskeletons show better potential for most upper limb impairments 

since they provide adjustable support in ADL. Nevertheless, their design is challenging due to 

constraints on size, weight, and functionality. Customization is generally needed to optimize 

usability and acceptability. A customization based on muscle forces could improve the 

functionality and safety of exoskeletons. 

Section 2.3: The knowledge of muscle force distribution could help customize the dynamic support 

provided by exoskeletons to the user’s need. However, the quantification of muscle forces is 

challenging since it requires to solve the muscle redundancy problem. While EMG-based methods 

provide physiologically coherent solutions, they are computationally heavy and require expensive 

equipment. Therefore, non-EMG-based methods should be preferred since they are easier to 

implement and do not rely on expensive equipment. Moreover, a recently developed non-EMG-

based method show good coherence with EMG data in comparison to the commonly used non-

EMG-based methods. However, this method has not yet been tested on dynamic movements of the 

upper limb. 

Section 2.4: MBS are commonly used as a simulation tool in biomechanics. The human body, 

including its muscles, should be modeled as a closed-loop system to increase the biofidelity and 

performance of the model. Accurate modeling of muscle paths is important for precise computation 

of muscle moment arms. ROBOTRAN was chosen to model the upper limb. However, the muscles 

are not modelled on the available upper limb model from the research team. 
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Section 2.5: Exoskeletons are generally modeled as a closed-loop system with the human body. 

Body cuts are used to impose geometrical constraints to the human-exoskeleton system. Active 

exoskeleton introduces an additional redundancy problem. Different objective functions are used 

to solve this over-actuated system. The use of an objective function based on muscle forces could 

provide a more anatomically and physiologically coherent solution. 

Section 2.6: Optimal control is widely spread in biomechanics. Most objective functions governing 

OCP follow a weighted sum formulation for multi-objective optimization. Information on how to 

set weights is limited and seems to rely on trial-and-error method, which lacks scientific rigor. 

Therefore, there is a need for a systematic method to identify optimal weights in a multi-objective 

optimization. 

2.7.2 Research objectives 

The global objective of this research project is to develop a design tool to validate, through 

simulation, the performance of an exoskeleton based on the quantification of muscle forces. 

This method was applied to E.FE as a benchmark-case. This general objective will be achieved by 

completing the following specific objectives (SO): 

• SO1: Model the muscles on top of an existing osteoarticular multibody system of the upper 

limb. 

• SO2: Implement a non-EMG-based method to quantify muscle forces during upper limb 

movements. 

• SO3: Validate the performance of an exoskeleton during functional tasks through 

simulation.  



53 

 

 

 MUSCULOSKELETAL MULTIBODY MODEL OF THE 

UPPER LIMB 

This chapter presents the integration of elbow muscles to an existing osteoarticular model of the 

upper limb using ROBOTRAN software. The musculoskeletal model is then validated through a 

comparison with the literature. The work presented demonstrates the achievement of SO1: Model 

the muscles on top of an existing osteoarticular multibody system of the upper limb. 

3.1 Methodology 

3.1.1 Data acquisition 

The data from one healthy male subject (Age: 25, Mass: 90kg, Height: 1.93m) was extracted from 

the work of Blanchet et al. [14]. Additional subjects were supposed to be recruited for this Ph.D. 

thesis. However, the recruitment process was canceled due to the COVID-19 pandemic. The data 

acquisition process summarized in this section includes the extracted data for Chapter 4 and 

Chapter 5. The whole process is presented once to avoid unnecessary clutter. 

Kinematics data were recorded by a 12-camera 3D motion analysis system (T40Sx VICON, 

Oxford) with a sampling frequency of 100 Hz. Twenty-nine (29) reflective markers were placed 

on the dominant upper limb of the subject, following the guidelines of Laitenberger et al. [27]. 

First, the data for the SCoRE and SARA methods were recorded to identify the centers of rotation 

(CoR) and axis of rotation (AoR) of the subject [183], [184]. Then, a movement of pure E.FE was 

recorded, as it is used to validate the musculoskeletal model (SO1) as well as to calibrate the muscle 

forces quantification process (SO2). Finally, the following 3 functional tasks were selected from 

the study by Rosen et al. [185]: Eat with a spoon (ES), Zip your coat (ZC), and Arm frontal reach 

(AR). These tasks were chosen to mimic ADL and to ensure a broad range of amplitudes for each 

upper limb joint. For each functional task, the muscle forces were quantified (SO2 - Chapter 4), 

and the performance of an exoskeleton during these tasks was validated through simulation (SO3 

- Chapter 5). The user’s relative coordinates were computed by minimizing the difference between 

the experimental 3D marker coordinates and the markers obtained by the forward kinematics 

function of the human multibody system. This kinematics identification process is detailed in [136]. 



54 

 

 

3.1.2 Osteoarticular model 

The osteoarticular model of the upper limb used in this study was originally developed in our 

laboratory by Laitenberger et al. [27] using the multibody modeling software ROBOTRAN [129], 

[132]. In this model, the forearm is considered as a closed-loop mechanism, which ensures the 

accuracy of elbow modeling and kinematic compatibility with the exoskeleton. The kinematic 

chain of the upper limb model (Figure 3.1) is composed of 7 rigid bodies and 23 DoF. The 

osteoarticular model allows for personalized joint CoR and AoR using the SCoRE and SARA 

functional methods [183], [184], [186]. This model will be referred as arm-only model (AOM). 

 

Figure 3.1 Kinematic chain of the human multibody model [27]. Sternoclavicular (SC) joint, 

acromioclavicular (AC) joint, glenohumeral (GH) joint, humeroulnar (HU) joint, radioulnar (RU) 

joint, virtual center of rotation (CoR), humeroradial (HR) joint, ball cut, and radiocarpal (RC) 

joint. 
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3.1.3 Muscles modeling 

The main muscles responsible for E.FE were added to the existing AOM in ROBOTRAN. The 

BIClong, the BICshort,  the BRA, and the BRD were modeled for their role in elbow flexion. The 

TRIlong, the TRIlat, and the TRImed were modeled for their role in elbow extension. The muscles were 

modeled following a via-points method [137] based on the anatomical data from Holzbaur et al. 

[99]. The spatial parameters of each via-points from the reference model were extracted and are 

available in Appendix C - Spatial parameters of the upper limb muscles. 

 

Figure 3.2 Modeling of the first two segments of the lateral head of the triceps brachii in 

ROBOTRAN with the via-points method. The via-points are represented by the green circles, 

defined as anchor points in ROBOTRAN. Each segment consists of a massless rigid body 

segment (TRI_lat_P1 and TRI_lat_P2) that has three degrees of freedom (R1, R3, and T2). A ball 

cut allows to “close the loop” between two via-points for each muscle segment by introducing 

three geometrical constraints. 
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The first step in ROBOTRAN was to model each via-point as an anchor point to the rigid body that 

represents the reference bone. An example is illustrated in Figure 3.2. The initial spatial parameters 

of each via-point were set to the values extracted from the reference model. Then, starting at the 

via-point that consisted of the muscle origin, a first muscle segment was modeled as a massless 

rigid body with three DoF, namely two rotations and one translation. The two rotations (R1 and R3 

in Figure 3.2) allow for muscle orientation in the sagittal and frontal plane, while the translation 

(T2 in Figure 3.2) connects the muscle segment to the next via-point. A ball cut is used to “close 

the loop” between two via-points. Additional muscle segments were modeled the same way until 

all intermediary via-points were crossed and the insertion via-point was reached. 

When the musculoskeletal model is used with actual recorded data from a subject, the initial spatial 

parameters are automatically scaled to match the subject’s upper limb dimensions. This scaling 

step ensures that it will be possible to use the musculoskeletal model with different subjects. 

However, since the scaling process was tuned on only one subject, it might need some refinement 

to be used more broadly. Following this scaling step, the initial position of each degree of freedom 

for each muscle segment must be set manually so that ROBOTRAN is able to successfully “close 

the loop”. Once done, the initial positions are saved to that the process does not need to be repeated. 

A 3D representation of the proposed model taken from ROBOTRAN is shown in Figure 3.3. This 

model will be referred as the arm and muscles model (AMM) for the remainder of this thesis. 

Table 3.1 summarizes the number of via-points and segments for each upper limb muscle, as well 

as reference data for peak force, physiological cross-sectional area (PCSA), optimal fiber length, 

tendon slack length, pennation angle, and moment arm. While some of these physiological 

parameters are not needed for the quantification of muscle forces with a non-EMG-based method, 

they were still implemented in the developed model since they are needed when using an EMG-

based method. This will allow the proposed model to be compatible with both methods of muscle 

forces quantification. 
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Figure 3.3 Representation in 3D of the arm and muscles model from ROBOTRAN. The elbow 

muscles are modeled with a via-points method. The global reference frame is included in the 

model: X (red), Y (green), and Z (blue). 
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Table 3.1 Muscles characteristics of the arm and muscles model: number of via-points, number of muscle segments, peak force, 

physiological cross-sectional area (PCSA). Reference values [99] for optimal fiber length, tendon slack length, pennation angle, and 

moment arm are also presented. 

Muscle name 
# Via-

points 
# Segments 

Peak force 

(N) 

PCSA 

(cm2) 

Optimal fiber 

length (cm) 

Tendon slack 

length (cm) 

Pennation 

(°) 

Moment arm 

(cm) 

Biceps Brachii         

  Long head 6 6 624.3 4.5 11.6 27.2 0 3.6 

  Short head 3 3 436.6 3.1 13.2 19.2 0 3.6 

  Distal portion 3 2 1060.9* - - - - - 

Brachialis 4 3 987.3 7.1 8.6 5.4 0 1.8 

Brachioradialis 3 2 261.3 1.9 17.3 13.3 0 5.7 

Triceps Brachii         

  Long head 3 2 798.5 5.7 13.4 14.3 12 -2.1 

  Lateral head 3 2 624.3 4.5 11.4 9.8 9 -2.1 

  Medial head 3 2 624.3 4.5 11.4 9.1 9 -2.1 

  Distal portion 3 2 2047.1* - - - - - 

*Corresponds to the sum of all head peak forces 
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3.1.4 Literature-based verification of the model 

The AMM is validated by comparing the computed musculo-tendinous (muscle and tendon) 

lengths and muscle moment arms during a cycle of E.FE with reference values from the literature. 

The reference model of Holzbaur is available through OpenSim [99]. In the AMM, musculo-

tendinous length for each muscle is computed as the sum of all its segments. The muscle moment 

arm for each muscle in the AMM is computed as the distance from the line of action of the muscle 

to the axis of E.FE. 

In Holzbaur’s model, the musculo-tendinous lengths are given as muscle fiber and tendon slack 

length, with the corresponding pennation angle. Based on the muscle representation of Figure 3.4, 

the reference musculo-tendinous length is computed as: 

 𝐿𝑀𝑇 = 𝐿𝑠
𝑇 + 𝐿𝑀 ∙ cos(𝛼) (3.1) 

where 𝐿𝑀𝑇 is the musculo-tendinous length, 𝐿𝑠
𝑇 is the tendon slack length, 𝐿𝑀 is the muscle fiber 

length, and 𝛼 is the pennation angle. The reference values for musculo-tendinous lengths were then 

scaled with respect to the subject’s arm length. 

 

Figure 3.4 Muscle length representation 

The muscle moment arms were given as is in the Holzbaur model and were also scaled with respect 

to the subject’s arm length. 

3.1.4.1 Performance criteria 

The root mean square (𝑅𝑀𝑆) error between the computed values of AMM and Holzbaur model is 

evaluated, in absolute (𝑅𝑀𝑆𝐸) and relative (𝑟𝑅𝑀𝑆𝐸) terms [140]. 𝑟𝑅𝑀𝑆𝐸 is defined as the ratio 

of the 𝑅𝑀𝑆𝐸 to 𝑅𝑀𝑆 value of the computed data from the AMM. 

𝐿𝑠
𝑇 

𝐿𝑀𝑇  
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3.2 Results 

A visual comparison of the musculo-tendinous lengths between the proposed AMM and the 

reference model is presented in Figure 3.5. Table 3.2 presents the 𝑅𝑀𝑆𝐸 on musculo-tendinous 

lengths as well as the 𝑟𝑅𝑀𝑆𝐸. The low 𝑟𝑅𝑀𝑆𝐸 (< 2.3%) for all muscles shows that the musculo-

tendinous lengths computed from the AMM are consistent with the reference values from the 

literature, as seen visually in Figure 3.5. The low 𝑅𝑀𝑆𝐸 and 𝑟𝑅𝑀𝑆𝐸 values show that the via-

points modeling method in the AMM can accurately represent musculo-tendinous lengths. 

  

Figure 3.5 Musculo-tendinous length for each muscle computed from the arm and muscles model 

(AMM) and extracted from the literature (Holzbaur). 

Table 3.2 𝑅𝑀𝑆𝐸 of the musculo-tendinous lengths between the arm and muscles model and the 

reference model for each muscle as well as the 𝑟𝑅𝑀𝑆𝐸. 

 
𝑹𝑴𝑺𝑬 (cm) 𝒓𝑹𝑴𝑺𝑬 (%) 

BIClong 0.7 1.5 

BICshort 0.8 2.3 

BRA 0.1 0.8 

BRD 0.4 1.4 

TRIlong 0.3 1.3 

TRIlat 0.2 1.1 

TRImed 0.5 2.3 
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A visual comparison of the muscle moment arms between the proposed AMM and the reference 

model is presented in Figure 3.6. Table 3.3 presents the 𝑅𝑀𝑆𝐸 on muscle moment arms as well as 

the 𝑟𝑅𝑀𝑆𝐸. The 𝑟𝑅𝑀𝑆𝐸 on moment arms is lower for BIC and BRD (< 7.0%) than it is for TRI 

and BRA (< 21.4%). The higher 𝑟𝑅𝑀𝑆𝐸 for TRI and BRA is due to the presence of a plateau in the 

muscle moment arms of the reference model for an elbow angle respectively smaller that 40°, and 

higher than 80° (Figure 3.6). The 𝑟𝑅𝑀𝑆𝐸 for BRA and TRI decrease respectively to 2.3% and 3.4% 

if the values belonging to the plateau are ignored. The low 𝑅𝑀𝑆𝐸 and 𝑟𝑅𝑀𝑆𝐸 values means that 

the muscle moment arms are physiologically coherent, which is important for accurate estimation 

of E.FE torque produced by the contraction of muscles. 

 

 

Figure 3.6 Moment arms for each muscle computed from the arm and muscles model (AMM) 

and extracted from the literature (Holzbaur). 

Table 3.3 𝑅𝑀𝑆𝐸 of the muscle moment arms between the arm and muscles model and the reference 

model for each muscle as well as the 𝑟𝑅𝑀𝑆𝐸. 

 𝑹𝑴𝑺𝑬 (cm) 𝒓𝑹𝑴𝑺𝑬 (%) 

BIC 0.3 7.0 

BRA 0.3 14.5 

BRD 0.3 4.4 

TRI 0.5 21.4 
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3.3 Discussion 

The SO1 was to model the muscles on top of an existing osteoarticular multibody system of the 

upper limb, focusing on the movement of E.FE. The proposed AMM includes both heads of the 

BIC, the BRA, and the BRD as elbow flexors. The three heads of the TRI are included in the model 

as the elbow extensors. The geometrical muscle paths were extracted from anatomical data and 

modeled with a via-points method. The AMM was validated by comparing computed musculo-

tendinous lengths and moment arms with data reported in the literature. 

The magnitudes of musculo-tendinous lengths and moment arms matched well with the reference 

model from literature. This result shows that it is not necessary to use complex modeling methods 

such as wrapping objects to obtain accurate musculo-tendinous lengths. The muscle moment arms 

for BRA and TRI showed highest error percentage with the reference model. However, this 

difference is explained by the presence of wrapping objects at the elbow joint for the Holzbaur 

model [99], while there are none in the AMM. Indeed, the wrapping objects in the Holzbaur model 

prevent the muscles from being too close to the elbow joint. This is equivalent to imposing a lower 

bound on the muscle moment arms, which can be seen in Figure 3.6 as the presence of a plateau 

for BRA and TRI. 

The 𝑟𝑅𝑀𝑆𝐸 for musculo-tendinous lengths were all below 2.3%, which is in accordance with [187] 

who reported 𝑟𝑅𝑀𝑆𝐸 below 2.9%. The maximum 𝑟𝑅𝑀𝑆𝐸 for muscle moment arms was 21.4% 

for TRI. Even though this error can be explained by the absence of wrapping objects in the AMM, 

it is close to the inter-subject variability reported by [188], which can reach 18%. Nonetheless, the 

𝑟𝑅𝑀𝑆𝐸 for moment arms is in accordance with [140] who reported a median 𝑟𝑅𝑀𝑆𝐸 of 13.3%. 
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 QUANTIFICATION OF MUSCLE FORCES 

This chapter presents a method to determine the optimal objective function weights for the 

quantification of muscle forces. The quantification of muscle forces during three functional tasks 

is then realized with the determined optimal weights. The work presented demonstrates the 

achievement of SO2: Implement non-EMG-based methods to quantify muscle forces during upper 

limb movements. 

4.1 Methodology 

4.1.1 Optimal control problem definition 

The overactuation problem introduced by the quantification of muscle forces is tackled with an 

OCP formulation. 

4.1.1.1 Optimization variables 

A forward dynamic formulation of the dynamics was used to solve the OCP. The state 𝒙(𝑡) and 

control 𝒖(𝑡) vectors are defined as: 

 
𝒙(𝑡) = [𝒒̇𝒖 𝒒𝒖] (4.1) 

   

 
𝒖(𝑡) = {

[𝓠𝑯] (𝐴𝑂𝑀)
[𝓠𝑯 𝑭𝑴] (𝐴𝑀𝑀)

 (4.2) 

where 𝒒̇𝒖 and 𝒒𝒖 are respectively the generalized independent velocities and positions. The 

generalized torques in the human independent joints 𝓠𝑯 are a control variable for both the AOM 

and AMM while the individual muscle forces actuating the elbow 𝑭𝑴 are only a control variable 

for the AMM. The initial values for the state variables (𝒒̇𝒖, 𝒒𝒖), are obtained by the kinematics 

identification process. The initial values for the generalized torques 𝓠𝑯 are obtained by inverse 

dynamics. Finally, the initial value for each muscle force 𝑭𝑴 is assigned to 1% of its peak force 

(Table 3.1). 

4.1.1.2 Objective function of the optimal control problem 

The objective function for the optimization included three terms, the Trajectory, the Joint torques 

and the Muscle forces (Eq. 4.3). The Trajectory and Joint torques terms ensure that the user’s joint 
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produce feasible and intuitive movements. The Muscle forces term allows to estimate the individual 

muscle forces of the elbow muscles. The global objective function is defined as follows: 

 
min
𝒬𝐻 𝐹𝑚

𝑝𝑇𝑇⏟
𝑇𝑟𝑎𝑗𝑒𝑐𝑡𝑜𝑟𝑦

+ 𝑝𝑄𝑄⏟
𝐽𝑜𝑖𝑛𝑡 𝑡𝑜𝑟𝑞𝑢𝑒𝑠

+ 𝑝𝑀𝑢𝑀𝑢⏟    
𝑀𝑢𝑠𝑐𝑙𝑒 𝑓𝑜𝑟𝑐𝑒𝑠

 
(4.3) 

where 𝑝𝑇, 𝑝𝑄, and 𝑝𝑀𝑢 are the weighting factors. 𝑇 is the squared error between the simulated data 

and the reference generalized positions (Eq. 4.4.), 𝑄 is the user’s squared joint torques (Eq. 4.5), 

and 𝑀𝑢 is either the Crowninshield (Cr), Forster (Fo), or Wen muscle cost function (Eq. 4.6), and 

are respectively computed as follows: 

 

𝑇 =∑∫ ∑(𝒒𝑢𝑖,𝑗𝑆𝑖𝑚
− 𝒒𝑢𝑖,𝑗𝑅𝑒𝑓

)
2

𝑛

𝑖=1

𝑡𝑗+1

𝑡𝑗

𝑑𝑡

𝑁

𝑗=1

 (4.4) 

   

 

𝑄 = 𝛽∑∫ ∑(𝓠𝐻𝑖,𝑗 ∙ 𝓠𝐻𝑖,𝑗)

𝑛

𝑖=1

𝑡𝑗+1

𝑡𝑗

𝑑𝑡

𝑁

𝑗=1

 

𝛽 = {
1000 𝑖𝑓 𝑖 = 9 (𝓠𝐻,𝐸𝐹𝐸)

1 𝑖𝑓 𝑖 ≠ 9 (𝑎𝑙𝑙 𝑜𝑡ℎ𝑒𝑟 𝑗𝑜𝑖𝑛𝑡𝑠)
 

(4.5) 

   

 

𝑀𝑢 =∑∫ Ω
𝑡𝑗+1

𝑡𝑗

𝑑𝑡

𝑁

𝑗=1

 (4.6) 

where 𝑛 is the number of independent actuated joints of the human, 𝑡𝑗 is the time of collocation 

interval 𝑗, and 𝑁 is the number of collocation intervals. The weighting factor 𝛽 in Eq. 4.5 penalizes 

the use of non-physiological actuators [189] when muscle actuation is allowed. This ensures that 

the muscles are responsible for the joint movement, rather than the joint itself who could produce 

a torque. As a reminder, Ω is either defined as: 

 

Cr: Ω = √∑ (
𝑭𝑀𝑘,𝑗

𝑃𝐶𝑆𝐴𝑘
)
2

𝑀
𝑘=1

2

 (4.7) 

   

 
Fo: Ω = ∑ (

𝑭𝑀𝑘,𝑗

𝐹𝑚𝑎𝑥𝑘
− 𝑥𝑠)

2
𝑀
𝑘=1 ; 𝑥𝑠 = 0.125 (4.8) 

   

 

Wen: Ω = √∑ (
𝑭𝑀𝑘,𝑗−𝒙𝒔(𝓠𝐻𝑖,𝑗)

𝑃𝐶𝑆𝐴𝑘
)

3

𝑀
𝑘=1

3

; 

𝒙𝒔 (𝓠𝐻𝐸,𝑗) = 6.67𝒬𝐻𝐸,𝑗 + 7.57 

(4.9) 
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where 𝑀 is the number of actuated muscles while 𝐹max𝑘 and 𝑃𝐶𝑆𝐴𝑘 respectively are the peak force 

and the PCSA of the 𝑘𝑡ℎ muscle. 𝑥𝑠 is the co-contraction factor and is defined as a constant or as 

linear relationship with the elbow joint torque 𝒬𝐻𝐸,𝑗 for respectively Fo and Wen cost function. The 

value of the co-contraction factor for Fo cost function (𝑥𝑠 = 0.125) was chosen from the proposed 

values in Forster et al. [108] so that it was inside the range obtained by Wen et al. (𝑥𝑠 ∈

[0.028, 0.172]) [18]. 

4.1.2 Optimal weights selection for the objective function 

The estimation of the optimal weights for the objective function is realized with the E.FE 

movement. The movement of E.FE is chosen for calibration since Wen cost function was calibrated 

during this same movement. The weights estimation was realized with a two steps process. In the 

first step, optimized values for 𝑝𝑇 and 𝑝𝑄 are identified and compared with reference values from 

the literature. The optimization of 𝑝𝑇 and 𝑝𝑄 is done with the AOM. Therefore, 𝑝𝑀𝑢 is set to 0 

since the individual muscle forces are not quantified. In the second step, the AMM is used to 

identify the optimized value for 𝑝𝑀𝑢 for muscle forces quantification. 

4.1.2.1 Optimization of 𝒑𝑻 and 𝒑𝑸 

The optimization of 𝑝𝑇 and 𝑝𝑄 was realized with two methods. Firstly, RSM is presented as a new 

approach to identify the optimal weights of an objective function with minimum runs instead of 

proceeding by trial-and-error. Secondly, GA is used as a comparison tool to confirm the validity 

of the optimal weights identified by RSM. 

4.1.2.1.1 Response surface methodology 

Figure 4.1 illustrates the process to obtain the optimal objective function weights. In the literature, 

values for 𝑝𝑇 and 𝑝𝑄 vary respectively between [1, 109] and [10−6, 1]  [171], [173], [174], [190], 

[191]. Since this range is very large, the optimal weights were found by iterating through smaller 

design spaces. As a first iteration, the design space was initialized to its lowest values, [1, 102] and 

[10−6, 10−4], for respectively 𝑝𝑇 and 𝑝𝑄. A face-centered central composite design (FCD) with 5 

center points is used since the number of factors is lower than 5 [178] (Figure 4.2). 
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Figure 4.1 Process to obtain optimal objective function weights in an optimal control problem 

(OCP) using response surface methodology (RSM) 

 

Figure 4.2 Face-centered central composite design for 2 factors. "cube" points (blue circles), axial 

points (red circles), and center point (green circle). 
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The analysis points for 𝑝𝑇 and 𝑝𝑄 needed for the FCD are computed with Eq. 4.10 as follows: 

 

𝑋 =
𝑋∗ − 𝑎

𝑏 − 𝑎
(max 𝑋 − min𝑋) +min𝑋 (4.10) 

where 𝑋 is the analysis point for 𝑝𝑇 or 𝑝𝑄, 𝑋∗ is the coded value of 𝑝𝑇 or 𝑝𝑄, either -1, 0, or 1 in a 

FCD, a and b are respectively the lower and upper bound of the coded value (here ±1), and max 𝑋 

and min𝑋 are respectively the upper and lower bound for 𝑝𝑇 or 𝑝𝑄. The OCP was solved for each 

analysis points. The response variables are the 𝑅𝑀𝑆𝐸 on the end-effector’s trajectory (𝑇𝑟𝑎𝑗), i.e., 

the wrist, as well as the number of iterations (iter) to solve the OCP. The 𝑅𝑀𝑆𝐸 is computed as: 

 
𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 = 𝑅𝑀𝑆(‖𝑇𝑟𝑎𝑗𝑆𝑖𝑚 − 𝑇𝑟𝑎𝑗𝑅𝑒𝑓‖) [𝑚𝑚] (4.11) 

where Sim and Ref respectively denote the simulated values (obtained by the OCP), and the 

reference values (obtained by the kinematic identification). The FCD for the final design space is 

presented in Table 4.1. 

RSM allows the modelling of a second-order equation that describes the OCP. To determine if a 

relationship exists between the independent and the response variables, the collected data is 

analyzed statistically using regression analyses. Each response variable is represented by a 

mathematical equation that correlates the response surface. The response variables are expressed 

as second-order polynomial equations (Eq. 4.12), where Y is the predicted response (𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗  or 

iter); l the number of independent variables; Xi the independent variables (𝑝𝑇 or 𝑝𝑄); 𝛽0 the constant 

coefficient, and 𝛽𝑖, 𝛽𝑖𝑗 and 𝛽𝑖𝑖 the coefficients of linear, interaction and quadratic term, 

respectively. The coefficient parameters were estimated using a regression analysis employing the 

software Statistica V14 (TIBCO Software Inc, CA, US). 

 

𝑌 = 𝛽0 +∑𝛽𝑖𝑋𝑖

𝑙

𝑖=1

+∑ ∑ 𝛽𝑖𝑗𝑋𝑖𝑋𝑗

𝑙

𝑗=𝑖+1

𝑙

𝑖=1

+∑𝛽𝑖𝑖𝑋𝑖
2

𝑙

𝑖=1

 (4.12) 

The regression models are first validated graphically by characterizing the nature of residuals of 

the models. A residual is defined as the difference between an observed value and its respective 

fitted value. Two different plots are used: residuals versus the fitted values and normal probability 
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plot. The second validation is done numerically by calculating the coefficient of determination (𝑅2) 

and adjusted 𝑅2 (𝑅𝑎𝑑𝑗
2) as shown in Eq. 4.13 and 4.14. 

 

𝑅2 = 1 −
𝑆𝑆𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙

𝑆𝑆𝑚𝑜𝑑𝑒𝑙 + 𝑆𝑆𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙
 (4.13) 

 

𝑅𝑎𝑑𝑗
2 = 1 −

𝑛 − 1

𝑛 − 𝑝
(1 − 𝑅2) (4.14) 

Where SS is the sum of the squares, n the number of experiments, and p the number of predictors 

(term) in the model, not counting the constant term. Finally, the ANOVA of the models allow to 

identify the significant factors of the regression model and test the lack of fit of the models. 

The optimal weights for the analyzed design space were estimated using the Response Desirability 

Profiling function of the software Statistica V14.0 (TIBCO Software Inc, CA, US). The design 

space of the independent variables was modified based on the following rules: 

1. If the estimated optimal weight from Desirability Profiling is inside the design space, it is 

kept unchanged. 

2. If the estimated optimal weight from Desirability Profiling is at a limit of the design space 

(maximum or minimum), a new design space is defined by multiplying or dividing the 

current one by a factor 10 respectively when the estimated optimal value is at the maximum 

or minimum of the design space. 

3. However, if the estimated optimal weight is at a limit of the design but the desirability 

function value is greater than 0.9 for every value of the design space, it is kept unchanged. 

When the design space is modified, a new FCD is realized with the updated design spaces. If no 

updates were made to both design spaces, the OCP is run with the estimated optimal weights from 

Desirability Profiling and a comparison between the values obtained by the regression models and 

the OCP is made. The similarity between the experimental and predicted data is calculated using 

the relative standard deviation (RSD) (Eq. 4.15). Data is considered similar with RSD 

values < 10 %. 

 

RSD =
𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑎𝑛𝑑 𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 𝑣𝑎𝑙𝑢𝑒𝑠

𝑀𝑒𝑎𝑛 𝑣𝑎𝑙𝑢𝑒𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑎𝑛𝑑 𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 𝑣𝑎𝑙𝑢𝑒𝑠
∙ 100 [%] (4.15) 
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4.1.2.1.2 Genetic algorithm 

The Global Optimization toolbox in MATLAB is used for optimization using the gamultiobj 

function to identify the set of Pareto optimal solutions. MATLAB's gamultiobj function uses a 

controlled elitist GA (a variant of NSGA-II [192]). Like any other GA, this is based on the evolution 

of a population of individuals, each of which is a solution to the optimization problem. 

The decision variables of the GA are the weighting factors (𝑝𝑇 and 𝑝𝑄) of the OCP’s objective 

function (Eq. 4.3) while the fitness functions are the previously defined 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 (Eq. 4.11) and 

number of iterations. The lower and upper bounds of the decision variables 𝑝𝑇 and 𝑝𝑄 are 

respectively set to [1, 109] and [10−6, 1], which corresponds to the design space identified in the 

literature. The population size, generation limit, and stall generation limit are respectively set to 

20, 200, and 50. All the other options were kept at their default values. The GA was run on 

MATLAB R2020b (Windows 10, Intel Core i7-7820X, 3.60 GHz, 48.0 Go RAM). 

4.1.2.2 Optimization of 𝒑𝑴𝒖 

The optimization of 𝑝𝑀𝑢 was realized with RSM instead of GA since RSM allowed to obtain the 

optimal values for 𝑝𝑇 and 𝑝𝑄 way faster, while there was not a significant difference in response 

performance. For this second step of the weight selection process, the design space for 𝑝𝑇 and 𝑝𝑄 

is fixed to the final design space obtained in the first step, whereas the design space for 𝑝𝑀𝑢 can 

vary. The process is repeated thrice, one for each muscle cost function: Cr, Fo, and Wen. 

The weights 𝑝𝑇, 𝑝𝑄 and 𝑝𝑀𝑢 were regarded as three independent variables whereas the previously 

defined 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 and iter were considered as response. One additional response variable was also 

considered: the 𝑟𝑅𝑀𝑆𝐸 between the elbow joint torque (from inverse dynamics) and the muscle 

generated elbow torque (Eq. 4.16). 

 

𝑟𝑅𝑀𝑆𝐸Q =
𝑅𝑀𝑆(𝓠𝐻,𝐸.𝐹𝐸 − ∑ 𝒅𝑘 ∙ 𝑭𝑀𝑘

𝑀
𝑘=1 )

𝑅𝑀𝑆(𝒬𝐻,𝐸.𝐹𝐸)
∙ 100 [%] (4.16) 

where 𝒬𝐻,𝐸.𝐹𝐸 is the elbow joint torque for FE from inverse dynamics, 𝒅𝑘 is the 𝑘𝑡ℎ muscle moment 

arm from the AMM, and 𝑭𝑀𝑘the computed force for the 𝑘𝑡ℎ muscle. 
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The upper bound for the initial design space of 𝑝𝑀𝑢 was set as such that the magnitude of 𝑝𝑀𝑢𝑀𝑢 

was equal or higher than the observed lower bound of 𝑝𝑄𝑄 (Eq. 4.3) from the FCD for the final 

design space of 𝑝𝑇 and 𝑝𝑄. To find the upper bound of 𝑝𝑀𝑢, weights 𝑝𝑇 and 𝑝𝑄 were fixed at their 

estimated optimal value from RSM and 𝑝𝑀𝑢 was iterated as a power of 10 until the above-

mentioned condition was reached. The lower bound of the design space for 𝑝𝑀𝑢 was then obtained 

by diving the upper bound by 100. A FCD with 5 center points is also used (Figure 4.3). The 

process from Figure 4.1 was then followed to estimate the optimal value of 𝑝𝑀𝑢. 

 

Figure 4.3 Face-centered central composite design for 3 factors. "cube" points (blue circles), axial 

points (red circles), and center point (green circle). 

4.1.3 Muscle force quantification on functional tasks 

The estimated optimal weights were used to quantify the muscle forces with each cost function 

during E.FE as well as the following functional tasks: ES, AR, and ZC. The previously defined 

response variables, 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗, iter, and 𝑟𝑅𝑀𝑆𝐸𝑄  are evaluated for each task. The relative 𝑅𝑀𝑆 of 

each muscle force (𝑟𝑅𝑀𝑆𝐹𝑀) is computed to show a relative percentage of the muscle activation 

during the movement. The 𝑟𝑅𝑀𝑆𝐹𝑀  is computed as : 
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𝑟𝑅𝑀𝑆𝐹𝑀 =
𝑅𝑀𝑆(𝑭𝑀𝑘)

𝐹𝑚𝑎𝑥𝑘
∙ 100 [%] (4.17) 

where 𝐹𝑀𝑘 is the computed muscle forces during the movement analyzed and 𝐹𝑚𝑎𝑥𝑘 is the 

maximum muscle force (Table 3.1) for the 𝑘𝑡ℎ muscle. 

4.2 Results 

The following sections present the results of the estimation of optimal weights for 𝑝𝑇 and 𝑝𝑄 

(Section 4.2.1), and 𝑝𝑀𝑢 (Section 4.2.2). Lastly, the muscle force quantification for three functional 

tasks is presented (Section 4.2.3). 

4.2.1 Optimal weights for 𝒑𝑻 and 𝒑𝑸 

4.2.1.1 Response surface methodology 

The FCD and the results obtained, as well as the validation of the regression model (graphically 

and numerically) for the initial and intermediate design spaces are available at 

https://github.com/guigau17/PhD_StatisticaFiles to avoid unnecessary clutter. The analysis of the 

initial design space for 𝑝𝑇 and 𝑝𝑄, respectively [100, 102] and [10−6, 10−4], led to an intermediate 

design space of respectively [101, 103] and [10−6, 10−4]. The final design space analyzed for 𝑝𝑇 

and 𝑝𝑄 was respectively [102, 104] and [10−6, 10−4]. The FCD and the results obtained for the 

final design spaces are presented in Table 4.1. The graphical validation of the model for each 

response variable showed no anomality in the residual analysis (Figure 4.4). 

  

https://github.com/guigau17/PhD_StatisticaFiles
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Table 4.1 Face-centered central composite design of the final design space for 𝑝𝑇 and 𝑝𝑄 and the 

experimental results for trajectory error (𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗) and number of iterations (𝑖𝑡𝑒𝑟). Experimental 

results are computed after solving the optimal control problem. 

Run 
Experimental Design Results 

𝑝𝑇 𝑝𝑄 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 (mm) 𝑖𝑡𝑒𝑟 

1 102 (-1) 10−6 (-1) 0.75 426 

2 102 (-1) 10−4 (1) 0.96 267 

3 104 (1) 10−6 (-1) 0.75 99 

4 104 (1) 10−4 (1) 0.85 106 

5 102 (-1) 5.1 ∙ 10−5 (0) 0.79 108 

6 104 (1) 5.1 ∙ 10−5 (0) 0.83 309 

7 5.1 ∙ 103 (0) 10−6 (-1) 0.85 101 

8 5.1 ∙ 103 (0) 10−4 (1) 0.75 102 

9 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 0.79 99 

10 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 0.79 99 

11 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 0.79 99 

12 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 0.79 99 

13 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 0.79 99 

 

Figure 4.4 Normal probability plot of residuals (top line) and predicted vs residuals values plot 

(bottom line) for 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 (left column) and 𝑖𝑡𝑒𝑟 (right column). 
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The ANOVA (Table 4.2) indicated that the regression model was significative (p-value < 0.05). 

All independent variables were statistically significant, except for 𝑝𝑄 quadratic term. The lack of 

fit was not tested since the pure error of the OCP is 0. When the experimental variability is very 

low (pure error close to 0), the lack of fit test is always significant. However, it can be ignored if 

the 𝑅2 and 𝑅𝑎𝑑𝑗
2 are high [178], [193]. The values for 𝑅2 and 𝑅𝑎𝑑𝑗

2 are higher than 90% for both 

response models, indicating a good fit (Table 4.3). Furthermore, an 𝑅𝑎𝑑𝑗
2 close to the 𝑅2 value 

ensures a satisfactory adjustment of the quadratic model to the experimental data [194]. The 

quadratic models for 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 and iter were constructed in terms of coded values for 𝑝𝑇 and 𝑝𝑄 

and are shown in Eq. 4.18 and 4.19 respectively. 

Table 4.2 ANOVA for quadratic model of each of the final design space for 𝑝𝑇 and 𝑝𝑄. 

Significant variables (p-value < 0.05) are highlighted in bold. 

Factor SS 𝒅𝒇 MS F p-value 

𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗  

Model 𝟑. 𝟖𝟐 ∙ 𝟏𝟎−𝟐  5 𝟕. 𝟔𝟒 ∙ 𝟏𝟎−𝟑  𝟒. 𝟒𝟒 ∙ 𝟏𝟎𝟏  < 0.01 

𝒑𝑻 𝟒. 𝟐𝟏 ∙ 𝟏𝟎−𝟑  1 𝟒. 𝟐𝟏 ∙ 𝟏𝟎−𝟑  𝟐. 𝟒𝟓 ∙ 𝟏𝟎𝟏  < 0.01 

𝒑𝑻
𝟐 𝟏. 𝟕𝟐 ∙ 𝟏𝟎−𝟑  1 𝟏. 𝟕𝟐 ∙ 𝟏𝟎−𝟑  𝟏. 𝟎𝟎 ∙ 𝟏𝟎𝟏  0.02 

𝒑𝑸 𝟐. 𝟖𝟖 ∙ 𝟏𝟎−𝟐  1 𝟐. 𝟖𝟖 ∙ 𝟏𝟎−𝟐  𝟏. 𝟔𝟖 ∙ 𝟏𝟎𝟐  < 0.01 

𝑝𝑄
2 2.48 ∙ 10−4  1 2.48 ∙ 10−4  1.45 ∙ 100  0.26817 

𝒑𝑻 ∙ 𝒑𝑸 𝟑. 𝟏𝟗 ∙ 𝟏𝟎−𝟑  1 𝟑. 𝟏𝟗 ∙ 𝟏𝟎−𝟑  𝟏. 𝟖𝟔 ∙ 𝟏𝟎𝟏  < 0.01 

Residual 1.20 ∙ 10−3  7 1.72 ∙ 10−4    

Lack of Fit 1.20 ∙ 10−3  3 4.01 ∙ 10−4    

Pure Error 0 4 0   

iter 

Model 𝟏. 𝟐𝟕 ∙ 𝟏𝟎𝟓  5 𝟐. 𝟓𝟓 ∙ 𝟏𝟎𝟒  𝟔. 𝟖𝟏 ∙ 𝟏𝟎𝟏  < 0.01 

𝒑𝑻 𝟕. 𝟗𝟏 ∙ 𝟏𝟎𝟒  1 𝟕. 𝟗𝟏 ∙ 𝟏𝟎𝟒  𝟐. 𝟏𝟐 ∙ 𝟏𝟎𝟐  < 0.01 

𝒑𝑻
𝟐 𝟑. 𝟕𝟐 ∙ 𝟏𝟎𝟒  1 𝟑. 𝟕𝟐 ∙ 𝟏𝟎𝟒  𝟗. 𝟗𝟒 ∙ 𝟏𝟎𝟏  < 0.01 

𝒑𝑸 𝟑. 𝟗𝟎 ∙ 𝟏𝟎𝟑  1 𝟑. 𝟗𝟎 ∙ 𝟏𝟎𝟑  𝟏. 𝟎𝟒 ∙ 𝟏𝟎𝟏  0.01 

𝑝𝑄
2 2.25 ∙ 102  1 2.25 ∙ 102  6.01 ∙ 10−1  0.46 

𝒑𝑻 ∙ 𝒑𝑸 𝟔. 𝟖𝟗 ∙ 𝟏𝟎𝟑  1 𝟔. 𝟖𝟗 ∙ 𝟏𝟎𝟑  𝟏. 𝟖𝟒 ∙ 𝟏𝟎𝟏  < 0.01 

Residual 2.62 ∙ 103  7 3.74 ∙ 102    

Lack of Fit 2.62 ∙ 103  3 8.72 ∙ 102    

Pure Error 0 4 0   
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𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 = 7.9∙10

-1 − 2.7∙10-2𝑝𝑇 + 2.5∙10
-2𝑝𝑇

2 + 6.9∙10-2𝑝𝑄 + 9.5∙10
-3𝑝𝑄

2

− 2.8∙10-2𝑝𝑇𝑝𝑄 
(4.18) 

 
𝑖𝑡𝑒𝑟 = 9.7∙101 − 1.1∙102𝑝𝑇 + 1.2∙10

2𝑝𝑇
2 − 2.6∙101𝑝𝑄 + 9.0𝑝𝑄

2

+ 4.2∙101𝑝𝑇𝑝𝑄 
(4.19) 

Table 4.3 Coefficient of determination (𝑅2) and adjusted 𝑅2 for the final quadratic models. 

Model 𝑹𝟐 𝑹𝒂𝒅𝒋
𝟐 

𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗  97.0% 94.9% 

iter 98.1% 96.8% 

The desirability functions are presented in Figure 4.5. The estimated optimal values for 𝑝𝑇 and 𝑝𝑄 

are respectively 0.26 and -0.7 in coded values, which corresponds to 6.3 ∙ 103 and 1.6 ∙ 10−5. Table 

4.4 presents the RSD between the experimental and predicted response variables with the estimated 

optimal weights. The predicted 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 and iter are respectively 0.75 mm and 90, while the 

experimental values are 0.75 mm and 100. Therefore, the RSD is 0 % and 7.4% for respectively 

𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 and iter. The small 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 can be observed in Figure 4.6, where the simulated and 

experimental end-effector trajectory in the global reference frame are presented. 

Table 4.4 Predicted response values from desirability functions and experimental values from 

OCP with estimated optimal values for 𝑝𝑇  (6.3 ∙ 10
3) and 𝑝𝑄  (1.6 ∙ 10

−5). 

 𝑹𝑴𝑺𝑬𝒕𝒓𝒂𝒋 (mm) iter 

Desirability Functions 0.75 90 

OCP 0.75 100 

RSD (%) 0 7.4 
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Figure 4.5 Profiles for predicted values and desirability function for 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 and 𝑖𝑡𝑒𝑟. Coded 

variables X1 and X2 are respectively for weights 𝑝𝑇 and 𝑝𝑄. Right column shows the desirability 

function for 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 and 𝑖𝑡𝑒𝑟. Red and blue line respectively indicate variable optimal value 

and predicted value at optimum. 
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Figure 4.6 Simulated (blue) position of the hand during the E.FE movement with the estimated 

optimal values for 𝑝𝑇 and 𝑝𝑄. Experimental position is also shown (purple dashed). 

4.2.1.2 Genetic algorithm 

The GA identified a Pareto front with three unique combinations of 𝑝𝑇 and 𝑝𝑄 after 8.8 days. The 

estimated optimal weight for 𝑝𝑇 was identical, while the estimated optimal weight for 𝑝𝑄 showed 

small variations. Table 4.5 presents the estimated optimal values by GA with their respective 

response variables. 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 was identical for all combinations (0.75 mm) while there was little 

variation for iter ([125 - 138]). The estimated optimal values for 𝑝𝑇 and 𝑝𝑄 that minimized both 

response variables were respectively 6.3 ∙ 107 and 1.9 ∙ 10−4. 

Table 4.5 Estimated optimal value for 𝑝𝑇 and 𝑝𝑄 by GA and their respective response variables. 

𝒑𝑻 𝒑𝑸 𝑹𝑴𝑺𝑬𝒕𝒓𝒂𝒋 (mm) iter 

6.3 ∙ 107 1.2 ∙ 10−4 0.75 137 

6.3 ∙ 107 1.9 ∙ 10−4 0.75 125 

6.3 ∙ 107 2.2 ∙ 10−4 0.75 138 
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4.2.2 Optimal weight for 𝒑𝑴𝒖 

4.2.2.1 Identification of the initial design space 

The lower bound for 𝑝𝑄𝑄 observed in the FCD of the final design space for 𝑝𝑇 and 𝑝𝑄 was 2.8 ∙

10−4. The identification of the upper bound value for 𝑝𝑀𝑢 for each cost function is presented in 

Table 4.6. 

Table 4.6 Identification of the initial design space upper bound for 𝑝𝑀𝑢.Weights 𝑝𝑇 and 𝑝𝑄  are 

set respectively to 6.3 ∙ 103 and 1.6 ∙ 10−5, while 𝑝𝑀𝑢𝑀𝑢 ≥ (𝑝𝑄𝑄 = 2.8 ∙ 10
−4) 

Cost function 𝒑𝑴𝒖 𝒑𝑴𝒖𝑴𝒖 Initial design space 

Cr 10−7 4.4 ∙ 10−3 [10−9, 10−7] 

Fo 10−1 9.9 ∙ 10−4 [10−3, 10−1] 

Wen 10−7 2.8 ∙ 10−4 [10−9, 10−7] 

4.2.2.2 Response surface methodology 

The validation of the regression model for all cost functions is available online at 

https://github.com/guigau17/PhD_StatisticaFiles to avoid unnecessary clutter. For each cost 

function, the FCD, the coefficients of determination, the regression models, the desirability 

functions, and the validation with RSD are presented. 

The FCD and the results of the OCP for Cr, Fo, and Wen cost function are respectively presented 

in Table 4.7, Table 4.8, and Table 4.9. The final design space for 𝑝𝑀𝑢 was [10−9, 10−7], [10−5, 

10−3], and [10−9, 10−7] for respectively Cr, Fo, and Wen. The results for the initial ([10−3, 10−1]) 

and intermediate ([10−4, 10−2]) design space of 𝑝𝑀𝑢 for Fo are available online at 

https://github.com/guigau17/PhD_StatisticaFiles. 

  

https://github.com/guigau17/PhD_StatisticaFiles
https://github.com/guigau17/PhD_StatisticaFiles
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Table 4.7 Face-centered central composite design of the final design space for 𝑝𝑇, 𝑝𝑄, and 𝑝𝑀𝑢 

and the experimental results for trajectory error (𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗), number of iterations (𝑖𝑡𝑒𝑟), and 

muscle torque error (𝑟𝑅𝑀𝑆𝐸𝑄). Experimental results are computed after solving the optimal 

control problem with Crowninshield (Cr) cost function. 

Muscle cost function: Cr 

Run 
Experimental Design Results 

𝑝𝑇 𝑝𝑄 𝑝𝑀𝑢 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 (mm) iter 𝑟𝑅𝑀𝑆𝐸𝑄 (%) 

1 102 (-1) 10−6 (-1) 10−9 (-1) 0.75 322 4.0 

2 104 (1) 10−6 (-1) 10−9 (-1) 0.75 164 4.1 

3 102 (-1) 10−4 (1) 10−9 (-1) 0.95 346 3.9 

4 104 (1) 10−4 (1) 10−9 (-1) 0.83 138 4.0 

5 102 (-1) 10−6 (-1) 10−7 (1) 0.77 340 33.2 

6 104 (1) 10−6 (-1) 10−7 (1) 0.77 149 33.2 

7 102 (-1) 10−4 (1) 10−7 (1) 0.94 355 4.0 

8 104 (1) 10−4 (1) 10−7 (1) 0.86 137 3.6 

9 102 (-1) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−8 (0) 0.83 336 3.6 

10 104 (1) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−8 (0) 0.79 151 3.4 

11 5.1 ∙ 103 (0) 10−6 (-1) 5.1 ∙ 10−8 (0) 0.76 143 16.6 

12 5.1 ∙ 103 (0) 10−4 (1) 5.1 ∙ 10−8 (0) 0.84 147 3.5 

13 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 10−9 (-1) 0.78 146 3.9 

14 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 10−7 (1) 0.82 139 3.5 

15 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−8 (0) 0.79 147 3.4 

16 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−8 (0) 0.79 147 3.4 

17 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−8 (0) 0.79 147 3.4 

18 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−8 (0) 0.79 147 3.4 

19 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−8 (0) 0.79 147 3.4 
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Table 4.8 Face-centered central composite design of the final design space for 𝑝𝑇, 𝑝𝑄, and 𝑝𝑀𝑢 

and the experimental results for trajectory error (𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗), number of iterations (𝑖𝑡𝑒𝑟), and 

muscle torque error (𝑟𝑅𝑀𝑆𝐸𝑄). Experimental results are computed after solving the optimal 

control problem with Forster (Fo) cost function. 

Muscle cost function: Fo 

Run 
Experimental Design Results 

𝑝𝑇 𝑝𝑄 𝑝𝑀𝑢 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 (mm) iter 𝑟𝑅𝑀𝑆𝐸𝑄 (%) 

1 102 (-1) 10−6 (-1) 10−5 (-1) 0.75 356 7.6 

2 104 (1) 10−6 (-1) 10−5 (-1) 0.75 199 5.8 

3 102 (-1) 10−4 (1) 10−5 (-1) 0.95 340 4.3 

4 104 (1) 10−4 (1) 10−5 (-1) 0.83 138 4.2 

5 102 (-1) 10−6 (-1) 10−3 (1) 0.75 354 5.8 

6 104 (1) 10−6 (-1) 10−3 (1) 0.75 230 5.9 

7 102 (-1) 10−4 (1) 10−3 (1) 0.95 366 4.2 

8 104 (1) 10−4 (1) 10−3 (1) 0.83 138 4.3 

9 102 (-1) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−4 (0) 0.83 278 4.3 

10 104 (1) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−4 (0) 0.78 137 4.4 

11 5.1 ∙ 103 (0) 10−6 (-1) 5.1 ∙ 10−4 (0) 0.75 171 5.8 

12 5.1 ∙ 103 (0) 10−4 (1) 5.1 ∙ 10−4 (0) 0.83 159 4.2 

13 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 10−5 (-1) 0.78 138 4.3 

14 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 10−3 (1) 0.78 152 4.4 

15 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−4 (0) 0.78 136 4.3 

16 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−4 (0) 0.78 136 4.3 

17 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−4 (0) 0.78 136 4.3 

18 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−4 (0) 0.78 136 4.3 

19 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−4 (0) 0.78 136 4.3 
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Table 4.9 Face-centered central composite design of the final design space for 𝑝𝑇, 𝑝𝑄, and 𝑝𝑀𝑢 

and the experimental results for trajectory error (𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗), number of iterations (𝑖𝑡𝑒𝑟), and 

muscle torque error (𝑟𝑅𝑀𝑆𝐸𝑄). Experimental results are computed after solving the optimal 

control problem with Wen cost function. 

Muscle cost function: Wen 

Run 
Experimental Design Results 

𝑝𝑇 𝑝𝑄 𝑝𝑀𝑢 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 (mm) iter 𝑟𝑅𝑀𝑆𝐸𝑄 (%) 

1 102 (-1) 10−6 (-1) 10−9 (-1) 0.75 340 4.2 

2 104 (1) 10−6 (-1) 10−9 (-1) 0.75 153 4.2 

3 102 (-1) 10−4 (1) 10−9 (-1) 0.96 317 4.6 

4 104 (1) 10−4 (1) 10−9 (-1) 0.85 135 5.3 

5 102 (-1) 10−6 (-1) 10−7 (1) 0.99 382 27.8 

6 104 (1) 10−6 (-1) 10−7 (1) 0.85 161 20.3 

7 102 (-1) 10−4 (1) 10−7 (1) 0.98 608 4.3 

8 104 (1) 10−4 (1) 10−7 (1) 0.86 159 3.6 

9 102 (-1) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−8 (0) 0.90 290 4.5 

10 104 (1) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−8 (0) 0.81 194 3.8 

11 5.1 ∙ 103 (0) 10−6 (-1) 5.1 ∙ 10−8 (0) 0.80 195 13.1 

12 5.1 ∙ 103 (0) 10−4 (1) 5.1 ∙ 10−8 (0) 0.84 171 3.8 

13 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 10−9 (-1) 0.80 145 5.4 

14 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 10−7 (1) 0.81 173 3.6 

15 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−8 (0) 0.80 192 3.8 

16 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−8 (0) 0.80 192 3.8 

17 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−8 (0) 0.80 192 3.8 

18 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−8 (0) 0.80 192 3.8 

19 5.1 ∙ 103 (0) 5.1 ∙ 10−5 (0) 5.1 ∙ 10−8 (0) 0.80 192 3.8 
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The 𝑅2 and 𝑅𝑎𝑑𝑗
2 for all cost functions are presented in Table 4.10. The 𝑅2 were higher than 90% 

while the 𝑅𝑎𝑑𝑗
2 were higher than 80% for all response variables for each cost function. The highest 

values for both 𝑅2 and 𝑅𝑎𝑑𝑗
2 for Cr, Fo, and Wen were observed respectively for 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗, iter, 

and 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗. In contrast, the lowest values for both 𝑅2 and 𝑅𝑎𝑑𝑗
2 for Cr and Fo were observed 

respectively for iter and 𝑟𝑅𝑀𝑆𝐸𝑄 . For Wen, the lowest values for 𝑅2 and 𝑅𝑎𝑑𝑗
2 were observed 

respectively for iter and 𝑟𝑅𝑀𝑆𝐸𝑄 . These differences show that each cost function influence 

differently the precision and speed of the OCP. 

Table 4.10 Coefficient of determination (𝑅2) and adjusted 𝑅2 for the final quadratic models of 

each muscle cost function 

Model 𝑹𝟐 (%) 𝑹𝒂𝒅𝒋
𝟐 (%) 

Cr 

𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 97.1 94.2 

iter 91.3 82.6 

𝑟𝑅𝑀𝑆𝐸𝑄  94.5 89.0 

Fo 

𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 97.7 95.4 

iter 99.0 98.0 

𝑟𝑅𝑀𝑆𝐸𝑄  95.8 91.5 

Wen 

𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 94.1 88.1 

iter 90.0 88.1 

𝑟𝑅𝑀𝑆𝐸𝑄  92.9 85.7 

The constant, linear, interaction, and quadratic term coefficients of the second-order model for each 

cost function and response variables are presented in Table 4.11. The constant term coefficient is 

significant for all cost functions and second-order models. The linear term coefficient for 𝑝𝑇 is 

significant for all cost functions and for second-order models of 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 and 𝑖𝑡𝑒𝑟. Linear term 

coefficient for 𝑝𝑄 is significant for all cost functions for the second-order model of 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 . 

Linear term coefficient for 𝑝𝑀𝑢 is significant for Cr and Wen cost function for second-order model 

of 𝑟𝑅𝑀𝑆𝐸𝑄. The observed differences for the significant independent variables (𝑝𝑇, 𝑝𝑄, and 𝑝𝑀𝑢) 

show that they each response variable is influenced differently both by the independent variables 

and the cost function used. 
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Table 4.11 Constant, linear, interaction, and quadratic term coefficient of the second-order 

models for Cr, Fo, and Wen cost function. Significant variables are highlighted in bold. 

Cost function  Coefficient 𝑹𝑴𝑺𝑬𝒕𝒓𝒂𝒋 iter 𝒓𝑹𝑴𝑺𝑬𝑸 

Cr 

Intercept 𝟕. 𝟗 ∙ 𝟏𝟎−𝟏 𝟏. 𝟓 ∙ 𝟏𝟎𝟐 𝟑. 𝟑 

𝑝𝑇 −𝟐. 𝟒 ∙ 𝟏𝟎−𝟐 −𝟕. 𝟒 ∙ 𝟏𝟎𝟏 −4.0 ∙ 10−2 

𝑝𝑇
2 1.8 ∙ 10−2 𝟖. 𝟗 ∙ 𝟏𝟎𝟏 4.0 ∙ 10−1 

𝑝𝑄 𝟔. 𝟑 ∙ 𝟏𝟎−𝟐 2.3 ∙ 101 −𝟕. 𝟐 

𝑝𝑄
2 5.7 ∙ 10−3 −9.7 6.9 

𝑝𝑀𝑢 𝟗. 𝟕 ∙ 𝟏𝟎−𝟑 2.3 ∙ 101 5.8 

𝑝𝑀𝑢
2 9.2 ∙ 10−3 −1.2 ∙ 101 6.0 ∙ 10−1 

𝑝𝑇𝑝𝑄 −𝟐. 𝟒 ∙ 𝟏𝟎−𝟐 −𝟑. 𝟕 ∙ 𝟏𝟎𝟏 −5.0 ∙ 10−2 

𝑝𝑇𝑝𝑀𝑢 3.6 ∙ 10−3 −𝟑. 𝟑 ∙ 𝟏𝟎𝟏 −7.5 ∙ 10−2 

𝑝𝑄𝑝𝑀𝑢 −2.6 ∙ 10−3 −2.7 ∙ 101 −𝟕. 𝟑 

Fo 

Intercept 𝟕. 𝟖 ∙ 𝟏𝟎−𝟏 𝟏. 𝟑 ∙ 𝟏𝟎𝟐 𝟒. 𝟑 

𝑝𝑇 −𝟐. 𝟗 ∙ 𝟏𝟎−𝟐 −𝟖. 𝟓 ∙ 𝟏𝟎𝟏 −1.6 ∙ 10−1 

𝑝𝑇
2 𝟐. 𝟕 ∙ 𝟏𝟎−𝟐 𝟕. 𝟗 ∙ 𝟏𝟎𝟏 1.1 ∙ 10−1 

𝑝𝑄 𝟔. 𝟒 ∙ 𝟏𝟎−𝟐 −𝟏. 𝟕 ∙ 𝟏𝟎𝟏 −𝟗. 𝟕 ∙ 𝟏𝟎−𝟏 

𝑝𝑄
2 1.2 ∙ 10−2 𝟑. 𝟔 ∙ 𝟏𝟎𝟏 𝟕. 𝟔 ∙ 𝟏𝟎−𝟏 

𝑝𝑀𝑢 0 6.9 ∙ 101 −1.6 ∙ 10−1 

𝑝𝑀𝑢
2 1.9 ∙ 10−3 1.6 ∙ 101 1.1 ∙ 10−1 

𝑝𝑇𝑝𝑄 −𝟑. 𝟎 ∙ 𝟏𝟎−𝟐 −𝟏. 𝟗 ∙ 𝟏𝟎𝟏 2.1 ∙ 10−1 

𝑝𝑇𝑝𝑀𝑢 0 8.8 ∙ 10−1 𝟐. 𝟔 ∙ 𝟏𝟎−𝟏 

𝑝𝑄𝑝𝑀𝑢 0 −3.8 ∙ 10−1 2.1 ∙ 10−1 

Wen 

Intercept 𝟖. 𝟎 ∙ 𝟏𝟎−𝟏 𝟏. 𝟖 ∙ 𝟏𝟎𝟐 𝟑. 𝟖 

𝑝𝑇 −𝟒. 𝟔 ∙ 𝟏𝟎−𝟐 −𝟏. 𝟏 ∙ 𝟏𝟎𝟐 −8.2 ∙ 10−1 

𝑝𝑇
2 𝟓. 𝟏 ∙ 𝟏𝟎−𝟐 𝟖. 𝟎 ∙ 𝟏𝟎𝟏 2.7 ∙ 10−1 

𝑝𝑄 𝟑. 𝟕 ∙ 𝟏𝟎−𝟐 1.6 ∙ 101 −𝟒. 𝟖 

𝑝𝑄
2 2.1 ∙ 10−2 2.1 ∙ 101 𝟒. 𝟔 

𝑝𝑀𝑢 𝟑. 𝟖 ∙ 𝟏𝟎−𝟐 𝟑. 𝟗 ∙ 𝟏𝟎𝟏 𝟑. 𝟔 

𝑝𝑀𝑢
2 1.0 ∙ 10−3 −2.6 ∙ 100 6.2 ∙ 10−1 

𝑝𝑇𝑝𝑄 −1.2 ∙ 10−2 −2.8 ∙ 101 9.4 ∙ 10−1 

𝑝𝑇𝑝𝑀𝑢 −1.8 ∙ 10−2 −3.8 ∙ 101 −1.1 

𝑝𝑄𝑝𝑀𝑢 −𝟑. 𝟗 ∙ 𝟏𝟎−𝟐 3.3 ∙ 101 −𝟓. 𝟐 

The desirability functions are presented in Figure 4.7, Figure 4.8 and Figure 4.9 respectively for 

Cr, Fo and Wen. The estimated optimal values for 𝑝𝑇, 𝑝𝑄 and 𝑝𝑀𝑢  for Cr are respectively 0.46, 

−0.72 and −0.84 in coded values, which corresponds to 7.3 ∙ 103, 1.5 ∙ 10−5 and 8.9 ∙ 10−9. The 
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estimated optimal values for 𝑝𝑇, 𝑝𝑄 and 𝑝𝑀𝑢  for Fo are respectively 0.56, −0.02 and 0.06 in coded 

values, which corresponds to 7.8 ∙ 103, 4.1 ∙ 10−5 and 8.0 ∙ 10−4. The estimated optimal values 

for 𝑝𝑇, 𝑝𝑄 and 𝑝𝑀𝑢 for Wen are respectively 0.36, −0.34 and −0.82 in coded values, which 

corresponds to 6.8 ∙ 103, 3.4 ∙ 10−5 and 9.9 ∙ 10−9. 

 

Figure 4.7 Profiles for predicted values and desirability function for 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗, 𝑖𝑡𝑒𝑟, and 

𝑟𝑅𝑀𝑆𝐸𝑄 with the Crowninshield cost function. Coded variables X1, X2, and X3 are respectively 

for weights 𝑝𝑇, 𝑝𝑄, and 𝑝𝑀𝑢. Right column shows the desirability function for 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗, 𝑖𝑡𝑒𝑟, 

and 𝑟𝑅𝑀𝑆𝐸𝑄. Red and blue line respectively indicate variable optimal value and predicted value 

at optimum. 
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Figure 4.8 Profiles for predicted values and desirability function for 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗, 𝑖𝑡𝑒𝑟, and 

𝑟𝑅𝑀𝑆𝐸𝑄 with the Forster cost function. Coded variables X1, X2, and X3 are respectively for 

weights 𝑝𝑇, 𝑝𝑄, and 𝑝𝑀𝑢. Right column shows the desirability function for 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗, 𝑖𝑡𝑒𝑟, and 

𝑟𝑅𝑀𝑆𝐸𝑄. Red and blue line respectively indicate variable optimal value and predicted value at 

optimum. 
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Figure 4.9 Profiles for predicted values and desirability function for 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗, 𝑖𝑡𝑒𝑟, and 

𝑟𝑅𝑀𝑆𝐸𝑄 with the Wen cost function. Coded variables X1, X2, and X3 are respectively for 

weights 𝑝𝑇, 𝑝𝑄, and 𝑝𝑀𝑢. Right column shows the desirability function for 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗, 𝑖𝑡𝑒𝑟, and 

𝑟𝑅𝑀𝑆𝐸𝑄. Red and blue line respectively indicate variable optimal value and predicted value at 

optimum. 

Table 4.12 presents the RSD between the experimental and predicted response variables with the 

estimated optimal weights for each cost function. The RSD for Cr is 0 %, 27.2% and 4.2% for 

respectively 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗, iter and 𝑟𝑅𝑀𝑆𝐸𝑄. The RSD for Fo is 0 %, 20.8% and 3.3% for respectively 

𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗, iter and 𝑟𝑅𝑀𝑆𝐸𝑄. Finally, the RSD for Wen is 0 %, 0% and 55.7% for respectively 

𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗, iter and 𝑟𝑅𝑀𝑆𝐸𝑄. The lowest 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 was 0.75mm, obtained for both Cr and Wen. 
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The OCP with Wen cost function was the fastest, solving in 135 iterations. The best 𝑟𝑅𝑀𝑆𝐸𝑄 was 

3.5% and was obtained with Cr cost function. 

Table 4.12 Predicted response values from desirability functions and experimental values from 

OCP with estimated optimal values for 𝑝𝑇, 𝑝𝑄, and 𝑝𝑀𝑢. 

 𝑹𝑴𝑺𝑬𝒕𝒓𝒂𝒋 (mm) iter 𝒓𝑹𝑴𝑺𝑬𝑸 (%) 

Cr 

Desirability Functions 0.75 126 3.3 

OCP 0.75 186 3.5 

RSD (%) 0 27.2 4.2 

Fo 

Desirability Functions 0.77 110 4.2 

OCP 0.77 148 4.4 

RSD (%) 0 20.8 3.3 

Wen 

Desirability Functions 0.75 135 2.0 

OCP 0.75 135 4.6 

RSD (%) 0 0 55.7 

As a summary, Table 4.13 presents the selected optimal values for 𝑝𝑇, 𝑝𝑄 and 𝑝𝑀𝑢 used for muscle 

force quantification. The estimated optimal values for 𝑝𝑇 and 𝑝𝑄 were different depending on the 

model used (AOM or AMM). However, all weights for 𝑝𝑇 and 𝑝𝑄 were a power of respectively 

103 and 10−5. 

Table 4.13 Optimal values for 𝑝𝑇, 𝑝𝑄 and 𝑝𝑀𝑢. 

Model 𝒑𝑻 𝒑𝑸 𝒑𝑴𝒖 

AOM 6.3 ∙ 103 1.6 ∙ 10−5 - 

AMM – Cr 7.3 ∙ 103 1.5 ∙ 10−5 8.9 ∙ 10−9 

AMM – Fo 7.8 ∙ 103 4.1 ∙ 10−5 8.0 ∙ 10−4 

AMM – Wen 6.8 ∙ 103 3.4 ∙ 10−5 9.9 ∙ 10−9 

4.2.3 Muscle force quantification 

This section presents the results of muscle force quantification with the previously calibrated 

objective function for each muscle cost function. The quantification of muscle forces during E.FE 

is presented first (Section 4.2.3.1), as this movement was used during the calibration process. The 

quantification of muscle forces for the selected functional tasks (ES, ZC, AR) is then presented 

(Section 4.2.3.2). 
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4.2.3.1 Muscle forces: elbow flexion-extension 

Figure 4.10A illustrates the computed E.FE torque with each muscle cost function as well as the 

reference elbow torque from inverse dynamics. All curves are similar, which is expected since the 

𝑟𝑅𝑀𝑆𝐸𝑄 were all below 5% with the estimated optimal weights (Table 4.12). Figure 4.10B, Figure 

4.10C, and Figure 4.10D illustrates the individual muscle forces for respectively the Cr, Fo, and 

Wen cost function. Visually, the muscle forces obtained with Fo and Wen show the presence of 

co-contraction during the movement while it is absent for Cr. The notable differences in the 

estimation of muscle forces depending on the cost function represent well the muscle redundancy 

problem: multiple combinations of muscle forces produce the same resulting joint effort. 

The 𝑟𝑅𝑀𝑆𝑚𝑓 (Table 4.14) were the lowest for 𝐵𝐼𝐶𝑙𝑜𝑛𝑔 and 𝐵𝐼𝐶𝑠ℎ𝑜𝑟𝑡 with Fo cost function and for 

𝐵𝑅𝐴, 𝐵𝑅𝐷, 𝑇𝑅𝐼𝑙𝑜𝑛𝑔, 𝑇𝑅𝐼𝑙𝑎𝑡 , and 𝑇𝑅𝐼𝑚𝑒𝑑 with Cr cost function. The highest 𝑟𝑅𝑀𝑆𝐹𝑀  were 

observed with Wen cost function for all muscles except for 𝐵𝑅𝐷, whose highest value was 

observed with Fo cost function. Since co-contraction is included in Fo and Wen, the observation 

of the highest 𝑟𝑅𝑀𝑆𝐹𝑀  values for all muscles is expected. However, it is surprising that the lowest 

𝑟𝑅𝑀𝑆𝐹𝑀  for 𝐵𝐼𝐶𝑙𝑜𝑛𝑔 and 𝐵𝐼𝐶𝑠ℎ𝑜𝑟𝑡  are observed with Fo. A high 𝑟𝑅𝑀𝑆𝐹𝑀  for 𝐵𝑅𝐷 with Fo cost 

function explains the lower values for 𝐵𝐼𝐶𝑙𝑜𝑛𝑔 and 𝐵𝐼𝐶𝑠ℎ𝑜𝑟𝑡 . 

Table 4.14 𝑟𝑅𝑀𝑆𝐹𝑀  during E.FE movement for each muscle cost function 

Cost function 
𝒓𝑹𝑴𝑺𝑭𝑴(%) 

𝐵𝐼𝐶𝑙𝑜𝑛𝑔 𝐵𝐼𝐶𝑠ℎ𝑜𝑟𝑡  𝐵𝑅𝐴 𝐵𝑅𝐷 𝑇𝑅𝐼𝑙𝑜𝑛𝑔 𝑇𝑅𝐼𝑙𝑎𝑡 𝑇𝑅𝐼𝑚𝑒𝑑 

Cr 3.7 3.7 2.3 3.9 1.1 1.1 1.1 

Fo 2.4 2.4 4.8 12.5 7.6 7.7 7.7 

Wen 3.9 3.9 5.0 10.7 10.6 10.8 10.8 
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Figure 4.10 A. Computed E.FE torque with Crowninshield (light blue), Forster (purple), and Wen 

(red) cost function during E.FE movement. Elbow torque from inverse dynamics is plotted as 

reference (dashed line). Individual muscle forces estimated with B. Crowninshield, C. Forster, and 

D. Wen cost function 

4.2.3.2 Muscle forces: functional tasks 

Table 4.15 presents the results from OCP for each functional task and cost function with the optimal 

weights. The 𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 was below 1 mm for every task and cost function, which means that the 

OCP followed the experimental trajectory efficiently. The simulated trajectory from the OCP for 

ES, ZC, and AR can be observed respectively on Figure 4.11A, Figure 4.11B, and Figure 4.11C. 

The OCP for ZC was the fastest while it was the slowest for AR. 

The 𝑟𝑅𝑀𝑆𝐸𝑄  varied between task and the used cost function. The best result was observed for ES 

with Cr cost function (4.1 %), while the worst result was observed for AR with Fo cost function. 

Despite having the worst result for 𝑟𝑅𝑀𝑆𝐸𝑄, all cost functions for AR gave a similar 𝑟𝑅𝑀𝑆𝐸𝑄 . In 

contrast, a ratio of 2 is observed between the highest and lowest 𝑟𝑅𝑀𝑆𝐸𝑄 for ES and ZC. The 

𝑟𝑅𝑀𝑆𝐸𝑄 can be observed visually for ES, ZC, and AR in respectively Figure 4.12A, Figure 4.13A, 

and Figure 4.14A. 
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Table 4.15 Experimental values from OCP with optimal values of 𝑝𝑇, 𝑝𝑄, and 𝑝𝑀𝑢 for each 

functional movement (ES, ZC, AR) and each muscle cost function (Cr, Fo, Wen) 

Task Cost function 𝑹𝑴𝑺𝑬𝒕𝒓𝒂𝒋 (mm) iter 𝒓𝑹𝑴𝑺𝑬𝑸 (%) 

ES 

Cr 0.59 262 4.1 

Fo 0.61 268 4.4 

Wen 0.61 234 10.4 

ZC 

Cr 0.57 143 7.0 

Fo 0.58 145 13.5 

Wen 0.58 150 7.7 

AR 

Cr 0.79 723 12.8 

Fo 0.82 1250 14.6 

Wen 0.81 419 11.9 

 

Figure 4.11 Simulated (blue) position of the hand during the A. ES, B. ZC, and C. AR functional 

task with the optimal values for 𝑝𝑇, 𝑝𝑄, and 𝑝𝑀𝑢. Experimental position is also shown (purple 

dashed). 

The estimated muscle forces for ES, ZC, and AR are respectively illustrated in Figure 4.12, Figure 

4.13, and Figure 4.14. In each figure, the estimated muscle forces with Cr, Fo, and Wen are 

respectively presented in sub-figure B, C, and D. As it was observed for E.FE, almost no co-

contraction is visible for Cr, while it is clearly present for Fo and Wen. The presence of co-

contraction results in higher muscle forces for Fo and Wen. Indeed, the observed maximum 

normalized force is around 0.10 for all muscles and tasks when Cr is used while it reaches 0.3 and 

0.4 for respectively Fo and Wen. 
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The 𝑟𝑅𝑀𝑆𝐹𝑀  were the highest for all muscles during ES and ZC with respectively Wen and Fo. 

For AR, 𝐵𝐼𝐶𝑙𝑜𝑛𝑔, 𝐵𝐼𝐶𝑠ℎ𝑜𝑟𝑡 , 𝑇𝑅𝐼𝑙𝑜𝑛𝑔, 𝑇𝑅𝐼𝑙𝑎𝑡 , and 𝑇𝑅𝐼𝑚𝑒𝑑 showed the highest 𝑟𝑅𝑀𝑆𝐹𝑀with Wen 

while Fo gave the highest 𝑟𝑅𝑀𝑆𝐹𝑀  for 𝐵𝑅𝐴 and 𝐵𝑅𝐷. In general, the lowest 𝑟𝑅𝑀𝑆𝑚𝑓 were 

observed with Cr for all muscles, except for 𝐵𝐼𝐶𝑙𝑜𝑛𝑔 and 𝐵𝐼𝐶𝑠ℎ𝑜𝑟𝑡  during ES and AR. 

Table 4.16 𝑟𝑅𝑀𝑆𝐹𝑀  during ES, ZC, and AR functional movement for each muscle cost function. 

Task Cost function 
𝒓𝑹𝑴𝑺𝑭𝑴  (%) 

𝐵𝐼𝐶𝑙𝑜𝑛𝑔 𝐵𝐼𝐶𝑠ℎ𝑜𝑟𝑡  𝐵𝑅𝐴 𝐵𝑅𝐷 𝑇𝑅𝐼𝑙𝑜𝑛𝑔 𝑇𝑅𝐼𝑙𝑎𝑡 𝑇𝑅𝐼𝑚𝑒𝑑 

ES 

Cr 2.5 2.4 1.2 2.9 7.2 7.3 7.3 

Fo 2.3 2.2 3.8 8.1 16.0 16.4 16.4 

Wen 4.2 4.1 5.8 8.6 23.6 24.1 24.1 

ZC 

Cr 1.3 1.3 2.1 2.1 2.0 2.0 2.0 

Fo 2.3 2.2 17.7 2.8 22.5 23.0 23.0 

Wen 2.1 2.1 4.0 3.9 9.2 9.4 9.4 

AR 

Cr 2.4 2.4 2.0 2.7 0.3 0.3 0.3 

Fo 1.7 1.7 8.1 7.8 6.7 6.8 6.8 

Wen 3.4 3.4 5.2 7.6 8.1 8.3 8.3 

 

 

Figure 4.12 A. Computed E.FE torque with Crowninshield (light blue), Forster (purple), and Wen 

(red) cost function during ES functional task. Elbow torque from inverse dynamics is plotted as 

reference (dashed line). Individual muscle forces estimated with B. Crowninshield, C. Forster, 

and D. Wen cost function. 
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Figure 4.13 A. Computed E.FE torque with Crowninshield (light blue), Forster (purple), and Wen 

(red) cost function during ZC functional task. Elbow torque from inverse dynamics is plotted as 

reference (dashed line). Individual muscle forces estimated with B. Crowninshield, C. Forster, and 

D. Wen cost function. 

 

Figure 4.14 A. Computed E.FE torque with Crowninshield (light blue), Forster (purple), and Wen 

(red) cost function during AR functional task. Elbow torque from inverse dynamics is plotted as 

reference (dashed line). Individual muscle forces estimated with B. Crowninshield, C. Forster, 

and D. Wen cost function. 
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4.3 Discussion 

The SO2 was to implement a non-EMG-based method to quantify muscle forces during upper limb 

movements. The proposed approach to tackle the muscle redundancy problem is based on solving 

an OCP where a muscle cost function is integrated to the objective function of the OCP. To 

optimize the performance of the OCP, a methodological approach using RSM is proposed to 

identify the optimal weights for the objective function instead of using the commonly used heuristic 

approach. The RSM performance was confirmed by a GA while being more time efficient and easy 

to use. The calibration of the optimal weights is performed during E.FE. The identified weights are 

then used to quantify muscle forces during three functional tasks, namely ES, ZC, and AR. 

4.3.1 Optimal weights for 𝒑𝑻, 𝒑𝑸, and 𝒑𝑴𝒖 

Two different approaches were used to identify the optimal weights for 𝑝𝑇 and 𝑝𝑄, namely RSM 

and GA. Both approaches showed similar performance in term of the OCP results but identified 

different optimal weights. The identification of multiple combinations of 𝑝𝑇 and 𝑝𝑄 that results in 

the same performance suggests that the OCP does not have a global minimum. However, there was 

an important difference regarding the time required to identify the optimal weights. Indeed, the 

whole RSM was realized in a day of work (about 7-8 hours), while the GA took close to 9 full 

days. It is worth mentioning that the GA parameters were not optimized, which could have reduced 

the time required to find the optimal weights. Nonetheless, the difference between the two methods 

was important enough to choose RSM for the calibration 𝑝𝑀𝑢. 

The RSM approach presents some limitations. First, only a small portion of the global design space 

was analyzed. Indeed, the upper bound of the final design space for 𝑝𝑇 and 𝑝𝑄 was respectively 

104 and 10−4 while the values identified in the literature were respectively 109 and 100. However, 

it is reasonable to assume that the identified weights are near-optimal since the GA, which explored 

the design space unbounded, did not identify weights that resulted in a better performance. 

Secondly, the second-order models of the response variables were not optimized following the 

ANOVA. Indeed, the ANOVA showed that the quadratic term of 𝑝𝑄 was not statistically significant 

for both response variables (𝑅𝑀𝑆𝐸𝑡𝑟𝑎𝑗 and 𝑖𝑡𝑒𝑟). A new second-order model could have been 

investigated by ignoring the quadratic term of 𝑝𝑄. The predicted profiles and desirability functions 
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might have identified different optimal weights in the design space. Nonetheless, the probability 

that these new optimal weights resulted in better performance remains small. 

RSM was also used to identify the optimal weight for 𝑝𝑀𝑢. While the process was also modeled 

with a FCD, a Box-Behnken design (BBD) could have been used. BBD are commonly used to fit 

second-order models for three or more independent variables. In this thesis, FCD was preferred for 

two reasons. First, it allowed for better consistency since all RSM used the same design. Second, 

the design points in FCD allow to evaluate the OCP at each corner of the design space, which is 

not possible with BBD. Nonetheless, it would be interesting to compare if FCD and BBD identified 

similar optimal weights. 

The above-mentioned observation on the optimization of the second-order models of the response 

variables during RSM for 𝑝𝑇 and 𝑝𝑄 also applies to 𝑝𝑀𝑢. Indeed, the ANOVA identified multiple 

terms that were not statistically significant for each response variable and muscle cost function. 

Removing the non-significant terms in the second-order models could lead to better results in terms 

of 𝑅2, 𝑅2𝑎𝑑𝑗, and 𝑅𝑆𝐷 as well as new optimal weights. 

4.3.2 Muscle force quantification 

The proposed musculoskeletal model allows us to tackle the muscle redundancy problem through 

an OCP. The muscle forces are quantified with a non-EMG-based method using one of the three 

following cost functions: Cr, Fo, and Wen. As seen in Figure 4.12, Figure 4.13, and Figure 4.14, 

each cost function resulted in a different muscle force distribution. The Fo and Wen cost functions 

allow for co-contraction of the muscles while the Cr cost function does not. Nonetheless, all cost 

functions can estimate muscle forces that result in a computed E.FE torque which is similar to 

𝒬𝐻,𝐸.𝐹𝐸 from inverse dynamics. 

Despite that the objective function was calibrated on E.FE, the OCP was able to quantify muscle 

forces for functional tasks. This shows that the optimal weights of the objective function are not 

movement dependent. However, the identified weights might benefit from a fine tuning to improve 

the OCP performance. Indeed, the observed 𝑟𝑅𝑀𝑆𝐸𝑄 for multiple cost functions and functional 

tasks were higher than 10 %, while they were all below 5 % for E.FE. The highest values were 

observed for AR, which might be explained by a greater difference in 𝒬𝐻,𝐸.𝐹𝐸 compared to E.FE. 

In contrast, the 𝒬𝐻,𝐸.𝐹𝐸  curves for ES and ZC were similar to E.FE and resulted in lower 𝑟𝑅𝑀𝑆𝐸𝑄 . 
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The observed difference between muscle forces depending on the cost function used are interesting. 

First, almost no co-contraction is observable with the Cr cost function for all functional tasks. This 

is expected and was already reported in [108]. The estimation of muscle forces with Fo and Wen 

cost function resulted in higher 𝑟𝑅𝑀𝑆𝐹𝑀  than Cr since co-contraction is introduced. However, it is 

interesting to note that the introduction of co-contraction does not result in higher 𝑟𝑅𝑀𝑆𝐹𝑀  for all 

muscles. Indeed, 𝐵𝐼𝐶𝑙𝑜𝑛𝑔 and 𝐵𝐼𝐶𝑠ℎ𝑜𝑟𝑡  showed a decrease in 𝑟𝑅𝑀𝑆𝐹𝑀  for Fo cost function during 

ES and AR. This decrease can be explained by a larger increase in 𝑟𝑅𝑀𝑆𝐹𝑀  for 𝐵𝑅𝐷 and 𝐵𝑅𝐴. 

Therefore, the proposed musculoskeletal model seems to favor co-contraction of 𝐵𝑅𝐷 and 𝐵𝑅𝐴 

over 𝐵𝐼𝐶𝑙𝑜𝑛𝑔 and 𝐵𝐼𝐶𝑠ℎ𝑜𝑟𝑡 . 

The observation of the maximum normalized muscle force during the analyzed tasks highlights a 

possible limitation of the model. Indeed, Figure 4.12D shows normalized muscle forces that reach 

close to 0.4 for 𝑇𝑅𝐼𝑙𝑜𝑛𝑔, 𝑇𝑅𝐼𝑙𝑎𝑡, and 𝑇𝑅𝐼𝑚𝑒𝑑 during ES. This is concerning since ES is not a highly 

dynamic movement both in terms of speed and load. The normalization of muscle forces was made 

with the 𝐹𝑚𝑎𝑥 values from Table 3.1. These values were taken from reference tables in the literature 

[99] and are not personalized to the subject. Since the subject analyzed was in great physical 

condition, it is possible that the reference values for 𝐹𝑚𝑎𝑥 underestimate its real 𝐹𝑚𝑎𝑥. This could 

explain the high observed normalized muscle forces. 
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 VALIDATION OF AN EXOSKELETON PERFORMANCE 

This chapter presents the validation of an exoskeleton performance by investigating the impact on 

muscle forces quantification through simulation. The 3D and MBS models of the exoskeleton were 

developed by the research team [123], [195] and their latest iterations are extensively presented in 

[196]. The work presented demonstrates the achievement of SO3: Validate the performance of an 

exoskeleton during functional tasks through simulation. 

5.1 Preliminary work 

This section briefly summarizes the improvements to the proposed exoskeleton customization 

procedure developed by Blanchet et al. [13]. These improvements are extensively described in the 

work of Li [196]. Therefore, they will only be briefly presented in this thesis. The main 

improvements to the customization procedure are as follows: 

General improvements: 

• Integration of the exoskeleton’s mechanical design in the synthesis procedure. 

• Addition of a quasi-static structural analysis on the mechanical design of the exoskeleton. 

• Synthesis tool used on two typically developed subjects of different morphology. 

Geometric customization: 

• Reduction of computation time for geometric optimization by simplifying the initial values 

definition for multi-task exoskeletons. 

• Integration of torso in collision avoidance. 

Dynamic sizing: 

• Quantification of the effects of adding dynamic components on exoskeleton to the upper 

limb torques. 

• Dynamic sizing based on a multitask. 

The author’s contribution to the work of Li [196] is estimated at 15 %. Specifically, the author 

contributed to: 

• Modelling of the torso and integration of constraints for collision avoidance 
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• Reduction of the computation time for geometric and dynamic customization 

• Study conception and design for the dynamic components 

• Interpretation of results for the dynamic sizing of the exoskeleton 

5.1.1 Integration of the exoskeleton 

The exoskeleton model, presented in Figure 5.1, is an active assistive upper limb exoskeleton. The 

exoskeleton was designed to reduce the user’s joint torques during ES, ZC, and AR. While this 

objective was achieved, it does not pretend to be a perfect design [196]. The exoskeleton connects 

to a wearable back brace as well as two braces, one at the upper arm and one at the forearm. The 

arm braces are described by the kinematics constraints of body cuts ℎ𝑙,1−6 and ℎ𝑙,7−12. As a 

reminder, body cuts impose that the brace and arm possess a common point of attachment and that 

their body orientation coincide at any time [132]. 

 
 

Figure 5.1 The exoskeleton model [196] with fourteen (14) generalized coordinates 𝑞𝐸. Joints 

𝑞𝐸,5−7,9,14 are motorized (highlighted in yellow). The kinematics constraints imposed by the body 

cuts represent the braces that connect the exoskeleton to the user’s arm. The ball cut closes the 

four-bar mechanism. Prismatic and rotational joints are respectively represented by blue and red 

arrows. The gas tension spring is not represented in the image. (Image adapted from [14]). 

The exoskeleton is composed of five joints that are motorized and nine additional passive joints. 

Moreover, torsion springs were added to joint 𝑞𝐸,5 and 𝑞𝐸,9 as well as a tension gas spring to take 
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advantage of the four-bar mechanism. The tension gas spring allows to lower the output 

requirements of the motorized joints 𝑞𝐸,5 and 𝑞𝐸,6. 

In details, the prismatic joint 𝑞𝐸,1 accounts for the elevation-depression of the shoulder. It is 

followed by three redundant rotational joints 𝑞𝐸,2−4 that allows the exoskeleton to adjust itself to 

the shoulder movements. The rotation joint 𝑞𝐸,5 is motorized and assist S.AA. The four-bar 

mechanism supports the S.FE and is composed of three rotational joints 𝑞𝐸,6−8 and ball cut ℎ𝑙,13−14. 

Joints 𝑞𝐸,6−7 of the four-bar mechanism are motorized. The E.FE is supported by the motorized 

joint 𝑞𝐸,9. The next four passive joints 𝑞𝐸,10−13 ensure the kinematic compatibility of the 

exoskeleton with closed-loop model of the forearm. Finally, the motorized joint 𝑞𝐸,14 supports 

F.PS. 

5.1.2 Geometric customization 

The objective of the geometric customization is to personalize the exoskeleton dimensions 𝒍𝐸 to 

the user’s anatomy. A total of 17 dimensions were selected for the geometric customization 

procedure and are illustrated in Figure 5.2. The initial dimensions of the exoskeleton, 𝒍𝐸,𝑖𝑛𝑖 , were 

obtained with user-defined proportional ratios based on the anthropometric measurements of the 

individual to generalize the procedure to users of different size. The geometric customization was 

realized for three functional tasks: ES, ZC, and AR. 

 

Figure 5.2 Optimized dimensions 𝒍𝑬 of the exoskeleton [196]. A. Dimensions 𝑙𝐸,1−4 (posterior 

view) B. Dimensions 𝑙𝐸,5−9 (top view) C. Dimensions 𝑙𝐸,10−17 (sagittal view). 
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The exoskeleton adjustment is defined as a combination of three elements [14]: (1) loop closure, 

(2) proximity between the exoskeleton and the upper-limb and (3) collisions avoidance. The first 

two elements are integrated in the objective function of the optimization problem (Eq. 5.1) , while 

the latter is defined as geometrical constraints. The global objective function is defined as: 

 

min
𝒍𝑬,𝒒𝒗

∑ 𝑝𝑙𝑜𝑜𝑝𝐿𝐶 + 𝑝𝑑𝑖𝑠𝑡𝐷

𝒒𝒖,𝒏𝒕𝒂𝒔𝒌

𝒒𝒖,𝒊=𝟏

 (5.1) 

where the exoskeleton dimensions 𝒍𝑬 and the dependent generalized coordinates 𝒒𝒗 are the 

optimisation variables. The independent relative coordinates 𝒒𝒖 describe the displacement of the 

user’s arm for the 𝑖𝑡ℎ functional task. The loop closure 𝐿𝐶 and the distance 𝐷 between the 

exoskeleton and the upper limb are respectively weighted by 𝑝𝑙𝑜𝑜𝑝 and 𝑝𝑑𝑖𝑠𝑡. Weights were fixed 

at 104 and 1 for respectively 𝑝𝑙𝑜𝑜𝑝 and 𝑝𝑑𝑖𝑠𝑡 to emphasize the importance of loop closure. Loop 

closure 𝐿𝑐 and distance 𝐷 are respectively defined as: 

 

𝐿𝑐 =
1

2
𝒉𝒍(𝒒, 𝒍)

𝑇𝒉𝒍(𝒒, 𝒍) (5.2) 

    

𝐷 = 𝛼∑𝑑𝑖(𝒒, 𝒍)

𝑛

𝑖=1

 (5.3) 

where 𝒉𝒍 are the loop closure geometrical constraints. The distances 𝒅 [m] are illustrated in Figure 

5.3. Coefficient 𝛼 is set to 1 for all distances, except for 𝑑6−7 where it is set to 5 to emphasize the 

proximity of the exoskeleton at the shoulder level [196]. 

Collision avoidance was considered in the geometrical constraints, modelling the volume of the 

torso and the upper limb as cylinders or spheres and each piece of the exoskeleton as a cylinder as 

well. Constraints where also added to limit joints amplitude, to guarantee the parallelism of the 

four-bar mechanism, the elongation of the tension gas spring and to impose continuity between 

specific exoskeleton joints. 
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Figure 5.3 Optimized distances 𝑑1−8 of the human-exoskeleton model (top view) [196]. Two 

anatomic landmarks on the torso (C7, TS) as well as the center of rotation of the shoulder (𝐶𝑅𝐺𝐻) 

and the elbow (𝐶𝑅𝐻𝑈) are shown. 

5.1.3 Dynamic sizing 

The aim of the dynamic sizing was to size the dynamic components of an active assistive 

exoskeleton to assist the upper limb across chosen ADLs. The dynamic sizing [196] was done 

through an experimental design which is presented in Table 5.1. This sizing includes an active 

sizing and a sizing by selection. The active sizing aims to study the effect of the exoskeleton’s 

dynamic components on the upper limb’s torque while the sizing by selection aims to select the 

most appropriate dynamic components based on the active sizing and the dynamic components 

available from the manufacturer. A dynamic sizing is considered a success if it satisfies the three 

following conditions: 

• The dynamic sizing of the exoskeleton must lower the RMS torque at the upper limb joints  

• The RMS torque of each motor must stay lower than the nominal torque of the selected 

model 

• The dynamic behavior of the motors must respect the torque-speed limits. 

Considering an initial state where the upper limb is not supported at all, the OCP is defined by a 

formulation based on direct dynamics. The state variables 𝒙(𝑡) and the control vector 𝒖(𝑡) are 

described as:  



100 

 

 

 

𝒙(𝑡) = [𝒒̇𝑢 𝒒𝑢] (5.4) 

 𝒖(𝑡) = [𝓠𝐻  𝓠𝐴 𝐹𝑇𝐺𝑆 𝒌 𝒒0] (5.5) 

where the state variables 𝒒̇𝑢 and 𝒒𝑢 are respectively the independent velocity and position, and the 

control variables 𝑸𝐻 , 𝑸𝐴, 𝐹𝑇𝐺𝑆, 𝒌, and 𝒒𝟎 are respectively the human joint torques, the motor 

(actuator) torques, the compression force of the tension gas spring, the torsion springs constant and 

the initial position of the torsion springs. The objective function is defined as: 

 

min
𝑸𝑯,𝑸𝑴,FTGS,𝒌,𝒒𝟎,𝒒̇𝒖,𝒒𝒖

𝑝
𝑇
𝑇⏟

𝑇𝑟𝑎𝑗𝑒𝑐𝑡𝑜𝑟𝑦

+ 𝑝
𝑄
𝑄⏟

𝐽𝑜𝑖𝑛𝑡 𝑡𝑜𝑟𝑞𝑢𝑒𝑠

 
(5.6) 

where 𝑇 and 𝑄 correspond respectively to the previously defined Eq. 4.4 and Eq. 4.5. Extensive 

details on the respective expressions, the weights and the constraints of the equations can be found 

in the work of Li – Section 4.6 [196]. 

Table 5.1 Experimental design for the dynamic sizing of the exoskeleton (Adapted from [196]). 

Trial 

number 

S.AA S.FE E.FE F.PS 

Motor  Spring Motor Spring Motor Spring Motor 

Control N N N N N N N 

A1 N N N N N N XC430-

W150-R3 

A2 N N N N XH540-

W270 

N XM430-

W350-R3 

A3 N N N N XH540-

W270 

T XM430-

W350-R3 

A4 N N XH540-

W270 (2) 

N XH540-

W270 

T XM430-

W350-R3 

A5 N N XH540-

W270 (2) 

TGS XH540-

W270 

T XM430-

W350-R3 

A6 XH540-

W270 

N XH540-

W270 (2) 

TGS XH540-

W270 

T XM430-

W350-R3 

A7 XH540-

W270 

T XH540-

W270 (2) 

TGS XH540-

W270 

T XM430-

W350-R3 

S1 XH540-

W270 

T- 

Selection 

XH540-

W270 (2) 

TGS- 

Selection 

XH540-

W270 

T -

Selection 

XM430-

W350-R3 

S2 Motor - 
Selection 

T – S1 Motors (2) - 
Selection 

TGS – S1 Motor - 
Selection 

T – S1 Motor - 
Selection 

Abbreviations: N: None; T: Torsion spring; TGS: Tension gas spring  
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5.1.4 Results & discussion 

This section briefly summarizes the main results and discussion from Li [196]. The 3D model of 

the customized exoskeleton is presented in Figure 5.4. 

 

Figure 5.4 Illustration of the 3D model of the optimized exoskeleton [196]. The shoulder, elbow, 

and forearm movements are actuated by a motor. Passive elements are also integrated in the 

exoskeleton which enables to reduce the size of the required motors. 

5.1.4.1 Geometric customization 

The geometric customization resulted in similar distances between the exoskeleton and the human 

as observed in [14]. However, the error on the loop closure was 10.7 times lower than the error 

reported by Blanchet et al. [14], which indicates and overall better adjustment of the exoskeleton. 

The maximal loop closure error was observed at the humerus brace and was 5.70 mm. This error 

is physically acceptable, considering that skin itself can produce displacements as high as 12 mm 

[197]. 

Torsion 

spring

S.AA

Motor

S.AA

Motors (2)

S.FE

Motor

E.FE

Motor

F.PS

Torsion spring

E.FE

Gas spring

S.FE
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5.1.4.2 Dynamic sizing 

The dynamic sizing concluded that the addition of passive elements such as springs does not always 

reduce the motor’s torque. Indeed, the addition of a torsion spring to S.AA resulted in an increased 

RMS torque of the S.AA motor compared to when no spring was used. However, this result should 

be considered as preliminary since the dynamic sizing revealed kinematic limitations. Indeed, an 

important conclusion of the dynamic sizing is that the misalignment of the exoskeleton was 

revealed. Misalignment was observed for the shoulder joint. Indeed, the addition of motors to 

compensate S.FE also resulted in decreased torques for S.AA. 

At the end of the sizing per selection, all upper limb joint torques were lowered by a minimum of 

97,8 %, while respecting all conditions of success. The dynamic sizing proposed by Li [196] was 

able to identify motors that were each 100 $ less expensive than the motors identified by Blanchet 

et al. [14], while being able to compensate the upper limb for the three most problematic ADL (ES, 

ZC and AR) of patients affected by neuromuscular pathologies. 

5.1.4.3 Limitations 

The work from Li [196] included the following limitations. First, the exoskeleton showed 

misalignment at the shoulder and elbow joints. New mechanisms should be investigated to improve 

the exoskeleton kinematics. Secondly, the geometric and dynamic optimizations were realized 

separately. Since the exoskeleton geometry influences the dynamic sizing, a procedure to optimize 

both parameters simultaneously should be considered. Finally, the dynamic sizing requires the 

designer to make a-priori selection of the motors at the beginning of the dynamic sizing. An 

automatic selection of the motors could be implemented to make the whole dynamic sizing 

procedure objective. 

5.2 Methodology 

The custom-fitted exoskeleton was added to the developed AMM. The final MBS model is 

presented in Figure D.1 of Appendix D - Musculoskeletal-exoskeleton multibody model in 

ROBOTRAN. 

The previously defined OCP with the identified optimal weights was used to validate the 

exoskeleton support during the three functional tasks with respect to the muscle forces (Eq. 4.3). 
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The user torque ratio C, defined by Blanchet et al. [14], is used to characterize the support of the 

exoskeleton. This ratio is defined as: 

 

𝐶 =
𝑅𝑀𝑆(𝓠𝑀,𝑒𝑥𝑜)

𝑅𝑀𝑆(𝓠𝑀,𝑟𝑒𝑓)
∙ 100 [%] (5.7) 

where 𝓠𝑀,𝑒𝑥𝑜 and 𝓠𝑀,𝑟𝑒𝑓  are the computed elbow torque from muscle forces respectively with and 

without the exoskeleton support. To facilitate the comparison with the results of Li [196] and 

Blanchet et al. [14], a user torque ratio of 0 % is expected. This means that RMS(𝓠𝑀,𝑒𝑥𝑜) should 

be close to 0 N.m since the exoskeleton was designed to fully compensate the user’s produced 

torque. 

5.3 Results 

The integration of the exoskeleton to the musculoskeletal model has caused an increase of the 

human joint torques computed from inverse dynamics during the three functional tasks. This 

increase is expected since the exoskeleton adds an additional weight to the user’s upper limb. The 

variation of the 𝒬𝐻,𝐸.𝐹𝐸 is presented in Table 5.2. The increase in terms of RMS was only 0.5 N.m, 

0.4  N.m, and 0.4  N.m, which respectively represent a variation of 22.9 %, 23.4 %, and 25.4 % for 

respectively ES, ZC, and AR. These results show that wearing an exoskeleton have an impact on 

the human movement, as noted by Bastide et al. [198]. Therefore, it is important to monitor the 

possible impacts and limit their effect on the user, both in a static position and during dynamic 

movements. 

Table 5.2 Impact of the integration of the exoskeleton on the human elbow torque 𝒬𝐻,𝐸.𝐹𝐸 during 

the functional tasks. 

Task 
𝑹𝑴𝑺(𝓠𝑯,𝑬.𝑭𝑬) 

w/o exo (N.m) w/ exo (N.m) Variation (%) 

ES 2.1 2.6 22.9 

ZC 1.6 2.0 23.4 

AR 1.7 2.1 25.4 

The user torque ratio C for each functional task and cost function are presented in Table 5.3. The 

computed elbow torque from the muscles and the motors during ES, ZC, and AR are illustrated 
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respectively in Figure 5.5A, Figure 5.6A, and Figure 5.7A. In general, the user torque ratio C were 

similar for a same task no matter the cost function, except for ES. Indeed, Wen cost function 

resulted in a user torque ratio C of 29.7 %, while it was of 7.0 % and 6.6 % for Cr and Fo 

respectively. The user torque ratio C was around 15.1 % and 18.1 % for ZC and AR respectively. 

While these values imply a decrease in the computed torque from muscles of at least 80 %, it is far 

from the observed 97.8 % decrease in Li [196]. 

Table 5.3 User torque ratio C for each functional movement (ES, ZC, AR) and muscle cost 

function (Cr, Fo, Wen). 

Task Cost function 𝑪 (%) 

ES 

Cr 7.0 

Fo 6.6 

Wen 29.7 

ZC 

Cr 14.1 

Fo 15.7 

Wen 15.4 

AR 

Cr 18.5 

Fo 17.9 

Wen 18.0 

The individual muscle forces are also presented in Figure 5.5, Figure 5.6, and Figure 5.7 

respectively for ES, ZC, and AR. Sub-figures B, C, and D respectively present the quantified forces 

with Cr, Fo, and Wen cost function. The results of muscle force quantification show that, while the 

computed torque from muscles is close to 0 N.m, the individual muscle forces are high. Moreover, 

when comparing the curves of Figure 5.5, Figure 5.6, and Figure 5.7, with the ones of Figure 4.12, 

Figure 4.13, and Figure 4.14 (from AMM), the individual forces with the exoskeleton support are 

even higher than when no exoskeleton is used. This result shows that the exoskeleton is only able 

to reduce the computed torque for E.FE and not the individual muscle forces. 
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Figure 5.5 A. Computed E.FE torque with Crowninshield (Cr, blue), Forster (Fo, purple), and Wen 

(red) cost function during ES functional task. Actuator torque for each cost function is plotted as a 

dashed line in its respective color. Elbow torque from inverse dynamics is plotted as reference 

(dashed black line). Individual muscle forces estimated with B. Cr, C. Fo, and D. Wen. 

 

Figure 5.6 A. Computed E.FE torque with Crowninshield (Cr, blue), Forster (Fo, purple), and Wen 

(red) cost function during ZC functional task. Actuator torque for each cost function is plotted as a 

dashed line in its respective color. Elbow torque from inverse dynamics is plotted as reference 

(dashed black line). Individual muscle forces estimated with B. Cr, C. Fo, and D. Wen. 
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Figure 5.7 A. Computed E.FE torque with Crowninshield (Cr, blue), Forster (Fo, purple), and Wen 

(red) cost function during AR functional task. Actuator torque for each cost function is plotted as 

a dashed line in its respective color. Elbow torque from inverse dynamics is plotted as reference 

(dashed black line). Individual muscle forces estimated with B. Cr, C. Fo, and D. Wen. 

5.4 Discussion 

The SO3 was to validate the performance of an exoskeleton during functional tasks through 

simulation. The validation is realized by computing the user torque ratio C that evaluates how well 

the exoskeleton can compensate for the user’s torque. The exoskeleton used for validation was able 

to lower the user’s E.FE torque produced by the muscles by at least 80 %. However, this decrease 

is not noticeable in terms of muscle forces. Indeed, the individual muscle forces showed an increase 

during ES and ZC. 

The first observed impact of the exoskeleton was on the user’s joint torques. The increase in E.FE 

joint torque was similar in terms of RMS torque for all tasks (Table 5.2). The absolute variation of 

the user’s E.FE torque was similar for all tasks since the exoskeleton adds the same weight no 

matter the task. However, the relative variation varied slightly between tasks since each one solicits 

the E.FE differently. A comparison of the proposed exoskeleton’s weight with commercially 

available exoskeletons raises concerns on the usability of the device. The designed exoskeleton 

weighs 7.0 kg (3.5 kg per side [196]). This number does not include the power source and other 

electronic components required by the motors. However, these elements could be attached to the 
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waist area to limit the impact on the user’s joint torques at the upper limb [199]. Nonetheless, the 

exoskeleton’s weight remains, on average, twice as high as the commercially available 

exoskeletons: ShoulderX (3.2 kg) [65], Ekso-EVO (4.3 kg) [68], Airframe (3.2 kg) [62], and 

Skelex 360-XFR (2.5 kg) [66]. The weight difference can be partially explained by the presence of 

motors on the proposed exoskeleton, which represents 22 % of its total weight. In contrast, all the 

above-mentioned commercial exoskeletons are passive, which makes it easier to design lightweight 

devices. Nonetheless, this confirms that additional work is needed to reduce the proposed 

exoskeleton’s weight. Moreover, it will be important to record the functional tasks while wearing 

the proposed exoskeleton to evaluate the impact of it on joint kinematics as well as joint torques. 

The use of E.FE torque produced by the muscles to compute the user torque ratio C, resulted in 

overall higher values than when using joint torque, as it was done by [14], [196]. This is an 

important finding as it shows the limitation of using joint torques as the only target to size an 

exoskeleton. Indeed, the exoskeleton, in its current form, is not able to reduce the individual muscle 

forces during the functional tasks. A certain amount of residual muscle forces is expected when 

using Fo and Wen since these cost functions allow muscle co-contraction. However, the Cr cost 

function does not consider co-contraction. Therefore, the muscle forces should be close to 0 N if 

the exoskeleton fully compensates for the user’s effort, as it was designed for. 

A possible explanation for these high muscle forces lies in the exoskeleton kinematic compatibility 

with the user’s upper limb. The exoskeleton designed by Li [196], and used in this thesis, showed 

misalignment between the axis of rotation of the motors and those of the human joints. A precise 

alignment of motor and human joints axis is primordial in exoskeleton design since misalignment 

produces spurious forces or torques at the human-exoskeleton interface, which can result in 

discomfort and injuries [148]. It is highly possible that the observed muscle forces are 

compensating the spurious forces and torques produced by the E.FE motor. 
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 GENERAL DISCUSSION 

The general objective of this thesis was to develop a design tool to validate, through simulation, 

the performance of an exoskeleton based on the quantification of muscle forces. This objective 

was achieved through the completion of the three following specific objectives (SO):  

SO1 (Chapter 3): Model the muscles on top of an existing osteoarticular multibody system of the 

upper limb. 

SO2 (Chapter 4): Implement a non-EMG-based method to quantify muscle forces during upper 

limb movements. 

SO3 (Chapter 5): Validate the performance of an exoskeleton during functional tasks through 

simulation. 

This chapter presents a general discussion on the achievements of the objectives of this thesis and 

concludes by the limits of the projects and the future work. 

6.1 Musculoskeletal model of the upper limb 

The proposed musculoskeletal model is the first of its kind for the upper limb developed with 

ROBOTRAN. It includes the main elbow flexors and extensors: BIC, BRA, BRD, TRI. Moreover, 

it is based on the most precise osteoarticular model in the literature for elbow modeling [27], which 

ensures the accuracy of the model for biomechanics simulation. Simulation software are scarce in 

biomechanics. Therefore, it is challenging to validate a software in multiple ways [200] since the 

options are limited. 

The validation of the musculoskeletal model was based on a comparison with OpenSim [201], an 

open-source and well established biomechanics software in the scientific community. Another 

option would have been to use the software Anybody [202]. However, Anybody is a closed and 

proprietary software. Therefore, it is impossible to directly compare both software if they produce 

different results. This happened in two recent papers [203], [204] that compared the outputs of 

Anybody and OpenSim. The authors were able to provide possible explanations for these 

differences. However, these explanations cannot be verified due to the closed-source nature of 

Anybody. The proposed musculoskeletal model in this thesis was developed with ROBOTRAN, 

which is free-to-use for teaching and academic research. Moreover, the MBS equations generated 
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by ROBOTRAN are available as a clear box, which means that they are accessible for inspection. 

Therefore, the proposed musculoskeletal could eventually provide a new tool for the validation of 

biomechanics software. 

6.2 Quantification of muscle forces 

The musculoskeletal model solves the muscle redundancy problem at the elbow through an OCP 

approach. The model focuses on non-EMG-based method to quantify the muscle forces, since they 

are easier to implement and do not require expensive equipment for data acquisition. The muscle 

forces can be quantified with one of the three following cost function: Crowninshield, Forster, 

Wen. 

The three chosen cost functions were selected for the following reasons. First, Cr cost function, 

based on the muscle force-endurance relationship, is the most widely used and accepted in the 

literature [18]. It is notably available in OpenSim [106] and Anybody [202]. However, Cr cost 

function is limited because it underestimates antagonist muscle activity. To overcome this 

limitation, Fo cost function introduced a co-contraction factor. The results from Forster et al. [108] 

showed an increase in antagonist muscle force, to maintain or improve joint stability. Nonetheless, 

the co-contraction factor is defined as a constant and no guidelines are given on how to adjust the 

factor. Finally, the recently published Wen cost function tackles the definition of the co-contraction 

factor by calibrating it with EMG data [18]. The calibration process uncovered a general 

relationship between the elbow joint torque 𝒬𝐻,𝐸.𝐹𝐸 and the co-contraction factor. Therefore, the 

cost function from Wen allows for a quantification of muscle forces that is physiologically coherent 

with EMG data, while keeping the same advantages of non-EMG-based cost function. 

The objective function of the OCP to solve the muscle redundancy problem was formulated as a 

weighted sum. One of the challenges of using a weighted sum method is to identify optimal weights 

to obtain satisfying results. Although some literature indicates that the sum of the individual 

weights should equal zero, it is not always necessary. As stated by Marler and Arora [177], the 

critical idea when selecting weights is that “the value of a weight is significant not only relative to 

other weights but also relative to its corresponding objective function”. Since the individual terms 

of the global objective have different magnitudes, no constraints were imposed on the weight 

values. 
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Two different approaches were implemented to identify the optimal weights, namely RSM and 

GA. The idea behind the implementation of these methods is to bring rigor for the selection of 

optimal weights instead of relying on a trial-and-error approach. While the two approaches resulted 

in similar performance in terms of accuracy, RSM allowed to find the optimal weights faster. The 

application of RSM to identify the optimal weights of an OCP’s objective function is a novel 

advancement in biomechanics simulation and will improve the performance of the developed 

models. 

Regarding the quantification of muscle forces, the proposed model allows to easily switch between 

the three cost functions implemented. The use of an OCP to solve the muscle redundancy problem 

at the elbow was successful for different movements. The estimated individual muscle forces are 

realistic and vary with respect to the cost function used. In general, Cr cost function results in the 

lowest muscle forces since there is no co-contraction. Between Fo and Wen cost function, the 

muscles forces are generally higher for Fo since the co-contraction factor is a constant that is 

situated on the higher end of the range identified by Wen co-contraction formulae. 

6.3 Validation of the exoskeleton performance 

The validation of the exoskeleton performance was realized by (1) computing the user torque ratio 

between the muscle torque with and without the exoskeleton support and (2) observing the 

quantified muscle forces. The exoskeleton that is integrated into this thesis was designed to fully 

compensate for the user’s efforts and was sized with respect to the user’s joint torque [196]. Hence, 

the expected user torque ratio is 0 %. The validation presented in this thesis shows that the 

exoskeleton is not able to fully compensate the user’s effort when the user torque ratio is computed 

with the user’s muscle torque. 

The validation also showed that the exoskeleton was not able to decrease the individual muscle 

forces. This observation highlights that using the user’s joint torque for the dynamic sizing might 

not be sufficient to guarantee the exoskeleton performance. Indeed, the procedure does not consider 

the spurious torques at the elbow due to the exoskeleton’s misalignment, which are most likely 

compensated by the muscle forces. 
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6.4 Research contributions 

This research project resulted in different research contributions. They are summarized in and 

associated with their respective SO. 

Table 6.1 Research contributions and their associated specific objective (SO). 

Research contribution SO 

New method: Musculoskeletal multibody model of the elbow: 

• Four main elbow actuators: 𝐵𝐼𝐶, 𝐵𝑅𝐴, 𝐵𝑅𝐷, 𝑇𝑅𝐼 

• Musculotendinous length and moment arms are coherent with the literature 

SO1 

New method: Use of RSM to optimize weights of a weighted-sum objective 

function in an OCP 
- 

New knowledge: RSM provides similar performance to GA for optimal weight 

selection while requiring less time 
- 

New method: Quantification of muscle forces with a non-EMG-based method 

• Muscle redundancy is solved with an OCP 

• Muscle forces can be quantified with three different cost functions: Cr, Fo, 

and Wen 

SO2 

New knowledge: Utilizing user’s joint torques for dynamic sizing is not sufficient 

to guarantee the exoskeleton’s performance 
SO3 

New observation: Spurious torques from exoskeleton misalignment are 

compensated by muscle forces 
- 

6.5 Limits of the project and future work 

Even though the general objective of this thesis was achieved, there exist limitations that need to 

be addressed before the musculoskeletal model can be used in a commercial or medical context. 

These limitations open the way to new research studies to improve and validate the model 

thoroughly. The following paragraphs present the limits with their respective future work. 

First, this research project was realized only on one subject. This limitation is important as it raises 

doubts on the generalization of the musculoskeletal models to other subjects. Since the proposed 

musculoskeletal mode is personalized to the user’s anthropometry, it is reasonable to assume that 

it would be accurate for subject of different sizes. Nonetheless, it would be important to test the 

accuracy of the proposed model for different populations with different characteristics. 
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Secondly, the developed musculoskeletal model only included muscles for E.FE. This limits its use 

to the analysis of a single upper limb movement, which is restricting considering the multiple DoF 

that the upper limb possess. Future work should focus on modeling additional muscles to allow the 

quantification of muscle forces responsible for shoulder movement and F.PS. 

Thirdly, an important limitation of this thesis is that the quantified muscle forces were not 

validated. While the obtained muscle forces were realistic, the proposed model is not able to 

confirm without a doubt that the muscle forces are precise. To obtain such validation, a first step 

would be to implement the non-EMG-based method from this thesis in OpenSim and compare the 

quantified muscle forces with both software. Another approach is to quantify the muscle forces 

with an EMG-based method and use these results as a golden standard. 

Finally, this research project did not acquire data with the exoskeleton. The exoskeleton is still in 

the design phase and was not available for actual testing. Future work will need to record 

kinematics data with the exoskeleton since it will probably have an impact on the user’s movement. 

The impact of the exoskeleton on the user’s trajectory and speed was not considered in the design 

and validation process. 
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 CONCLUSION 

The goal of this research project was to develop a musculoskeletal multibody model of the elbow 

for non-EMG-based muscle forces quantification, to validate, through simulation, the performance 

of an assistive exoskeleton. The proposed model includes the four principal E.FE muscles, namely 

𝐵𝐼𝐶, 𝐵𝑅𝐴, 𝐵𝑅𝐷, and 𝑇𝑅𝐼, and is used for three functional tasks. 

The first step was to model E.FE muscles to an existing multibody model of the upper limb. The 

muscles were modeled with a via-points method, which facilitates the design and usability of the 

model. The modeled muscles showed good consistency in terms of musculotendinous length and 

muscle moment arms with reference values from the literature. 

The second step involved the quantification of muscle forces. This is an ongoing challenge in the 

literature and requires solving the muscle redundancy problem. The redundancy problem can be 

tackled with different methods. In this thesis, an OCP approach was chosen for this optimization 

problem. The objective function of the OCP required the adjustment of weights for a weighted-

sum optimization. This thesis proposes to use RSM for optimal identification of weights instead of 

proceeding with a trial-and-error method. Following the adjustment of the weights, muscle forces 

were quantified with three different muscle cost functions, namely Cr, Fo, and Wen. More 

importantly, the joint torque produced by the muscle forces was coherent with the joint torque 

obtained from inverse dynamics. 

The last step focused on the validation of a previously developed exoskeleton. This exoskeleton 

was designed to fully compensate the user’s joint torque from inverse dynamics. The validation 

step examined if the exoskeleton was also able to compensate the joint torque produced by muscle 

forces. While the joint torque produced by the muscles showed a significant decrease when using 

the exoskeleton, the compensation by the exoskeleton did not reach its expected level. Even more 

concerning is that the muscle forces did not decrease with the exoskeleton support. This additional 

validation raises doubts on the exoskeleton design. Indeed, the misalignment between the 

exoskeleton joint and the human elbow is a possible reason behind these high muscle forces. 

The proposed musculoskeletal multibody model from this thesis requires additional work to be 

used more broadly. This involves the integration of more muscles to the model so it can be used to 

analyze a wider range of upper limb movements. 
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To conclude, the developed model consists of a first step in the development of new a biomechanics 

software for upper limb simulations. The musculoskeletal model can be used alone for the 

quantification of muscle forces during upper limb movements, which is desirable in many 

applications. Indeed, rehabilitation, ergonomics, and sport industry could improve their services 

by gaining the precious information provided by muscle forces. The musculoskeletal model can 

also be used in combination with rehabilitation devices, such as exoskeletons, to provide a tool for 

validation. This could lead to improved design, which will result in a better quality of life for the 

users. Moreover, the validation step through simulation will help identify weaknesses in the 

beginning of the design process, which will decrease the development costs and limit the 

production of badly designed prototypes. 
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APPENDIX A   ELECTROMYOGRAPHY FUNDAMENTALS 

This section, based on the book of [205], presents the basic notions in electromyography. 

A person's movement intentions are generated in the brain and transferred to the muscles via the 

nervous system. When a muscle contracts, ions are exchanged between the membranes of the 

muscle fibres. These are innervated by a motor unit. Each motor unit innervates several muscle 

fibers. When nerve impulses from the brain reach the motor units, they produce an action potential 

which propagates in the muscle fibers which causes ion exchanges. The EMG signal measures the 

action potential of the motor units recruited to produce the contraction. There are two main methods 

for measuring EMG: intramuscular and surface. 

Intramuscular EMG uses needle-shaped electrodes that penetrate the skin to record the electrical 

signal directly into the muscle tissue. The main advantage of this method is that it makes it possible 

to record the action potential produced by a single motor unit. Intramuscular EMG is particularly 

useful for measuring the activity of deep muscles. This method being invasive, it presents a risk of 

infection and a possibility of loss of mobility due to the electrodes. 

Surface EMG is a non-invasive method that uses electrodes placed on the surface of the skin. This 

method is not able to record an individual action potential, but rather the sum of the action 

potentials produced by the motor units. Surface EMG is mainly used to measure superficial muscle 

activity because the signal from deep muscles reaches the surface with a very low amplitude since 

the muscle tissue attenuates the high frequencies of the signal. In addition, there is a high risk of 

cross-talk (or cross-talk): the activity of a distant but powerful muscle can propagate through the 

tissues and add to that of the muscle above which the electrodes. However, it is not possible to 

isolate the signal specific to each muscle following the recording. To promote comparisons 

between studies on EMG, the SENIAM project (Surface Electromyography for the Non-Invasive 

Assessment of Muscles) set up by the European Union has produced an EMG user guide containing 

recommendations on the skin preparation, electrode placement and signal processing [22]. 
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APPENDIX B   HILL-TYPE MODEL FORCE COMPONENTS 

Section 2.3.2.2 Muscle contraction dynamics presented the contraction dynamics equation:  

 

𝐹(𝑡) = (𝑎(𝑡)𝐹̃𝑙
𝐶𝐸(𝑙𝑚)𝐹̃𝑣

𝐶𝐸(𝑣̃𝑚)⏟              
𝑎𝑐𝑡𝑖𝑣𝑒

+ 𝐹̃𝑙
𝑃𝐸(𝑙𝑚)⏟    
𝑝𝑎𝑠𝑠𝑖𝑣𝑒

+ 𝑏𝑚𝑣̃𝑚⏟  
𝑑𝑎𝑚𝑝𝑖𝑛𝑔

) (B.1) 

where: 

• 𝑎(𝑡) is the muscle activation signal obtained from muscle activation dynamics, a number 

between 0 and 1. 

• 𝐹̃𝑙
𝐶𝐸(𝑙𝑚), 𝐹̃𝑣

𝐶𝐸(𝑣̃𝑚), and 𝐹̃𝑙
𝑃𝐸(𝑙𝑚) respectively are the force-length, active force-velocity, 

and passive force-length relations [95]–[97]. The sign ~ above the variables mean that they 

are normalized, i.e., 𝐹̃𝑙
𝐶𝐸, 𝐹̃𝑣

𝐶𝐸(𝑣̃𝑚), and 𝐹̃𝑙
𝑃𝐸(𝑙𝑚) are normalized with respect to 𝐹𝑚𝑎𝑥, the 

muscle length 𝑙𝑚 is normalized with respect to the optimal muscle fiber length 𝐿𝑚
𝑜𝑝𝑡

 (from 

[99], and the muscle velocity 𝑣̃𝑚 is normalized with respect to the muscle maximal 

contraction velocity 𝑣𝑚𝑎𝑥 (from [99]). 

The force-length, active force-velocity, and passive force-length relations are defined below. 

The force-length relationship 𝐹̃𝑙
𝐶𝐸 of the muscle is represented by a Gaussian function [96], [97]: 

 

𝐹̃𝑙
𝐶𝐸(𝑙𝑚) = 𝑒

−
(𝑙𝑚−1)

2

𝛾  (B.2) 

where 𝑙𝑚 is the normalized muscle fiber length and 𝛾 is a shape factor whose role is to approximate 

the force-length relationship of individual sarcomeres. It is set to 0.45 [97]. 

The active force-velocity relationship 𝐹̃𝑣
𝐶𝐸 of the muscle is represented by the following function 

[96], [97]: 

 

𝐹̃𝑣
𝐶𝐸(𝑣̃𝑚) = −𝐴𝑓 (1 +

0.25+0.75𝑎

𝑣̃𝑚
) 𝑖𝑓 𝐹̃𝑣

𝐶𝐸 ≤ 𝑎𝐹̃𝑙
𝐶𝐸   (B.3) 

   

 

𝐹̃𝑣
𝐶𝐸(𝑣̃𝑚) =

𝑣̃𝑚(2 + 2/𝐴𝑓)𝐹̃𝑚
𝑙𝑒𝑛

(0.25 + 0.75𝑎)(𝐹̃𝑚
𝑙𝑒𝑛 − 1)

+ 1

𝑣̃𝑚 (2 +
2
𝐴𝑓
)

(0.25 + 0.75𝑎)(𝐹̃𝑚
𝑙𝑒𝑛 − 1)

+ 1

𝑖𝑓 𝐹̃𝑣
𝐶𝐸 > 𝑎𝐹̃𝑙

𝐶𝐸
 (B.4) 
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where 𝑎 is the previously computed muscle activation, 𝑣̃𝑚 is the normalized muscle contraction 

velocity, 𝐹̃𝑚
𝑙𝑒𝑛 is the maximum normalized muscle force achievable when the fiber is lengthening 

(set to 1.4 for young adults [97]), and 𝐴𝑓 is a force-velocity shape factor (set to 0.25 [93]). 

Both formulations of 𝐹̃𝑣
𝐶𝐸 must be evaluated in a first time. The choice between B.3 and B.4 is 

made a posteriori by evaluating the inequalities between 𝐹̃𝑣
𝐶𝐸 and 𝑎𝐹̃𝑙

𝐶𝐸. 

The passive force-length relationship 𝐹̃𝑙
𝑃𝐸 of the muscle is represented by an exponential function 

[96], [97]: 

 

𝐹̃𝑙
𝑃𝐸(𝑙𝑚) =

𝑒
𝑘𝑃𝐸(𝑙𝑚−1)

𝜀𝑚
0

− 1

𝑒𝑘
𝑃𝐸
− 1

 (B.5) 

where 𝑘𝑃𝐸 is a shape factor (set to 5 [97]), and 𝜀𝑚
0  is the passive muscle strain due to maximum 

isometric force (set to 0.6 for young adults [97]).
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APPENDIX C   SPATIAL PARAMETERS OF THE UPPER LIMB 

MUSCLES 

Table C.1 Spatial position of each via-points with respect to its reference bone [99] 

Muscle name Coordinates (m)  Reference bone 

Biceps – Long head 

(-0.03123, -0.02353, -0.01305) Scapula 

(-0.02094, -0.01309, -0.00461) Scapula 

(0.02131, 0.01793, 0.01028) Humerus 

(0.02378, -0.00511, 0.01201) Humerus 

(0.01345, -0.02827, 0.00136) Humerus 

(0.01068, -0.07736, -0.00165) Humerus 

Biceps – Short head 

(0.01268, -0.03931, -0.02625) Scapula 

(0.00093, -0.06704, -0.01593) Scapula 

(0.01117, -0.07576, -0.01101) Humerus 

Biceps – Distal portion 

(0.01703, -0.12125, 0.00024) Humerus 

(0.0228, -0.1754, -0.0063) Humerus 

(-0.002, -0.0375, -0.002) Radius 

Brachialis 

(0.0068, -0.1739, -0.0036) Humerus 

(0.01894, -0.20559, -0.01105) Humerus 

(0.00498, -0.01463, 0.00128) Ulna 

(-0.0032, -0.0239, 0.0009) Ulna 

Brachioradialis 

(-0.0098, -0.19963, 0.00223) Humerus 

(0.03577, -0.12742, 0.02315) Radius 

(0.0419, -0.221, 0.0224) Radius 
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Table C.1 (continued) Spatial position of each via-points with respect to its reference bone [99] 

Muscle name Coordinates (m)  Reference bone 

Triceps – Long head 

(-0.04565, -0.04073, -0.01377) Scapula 

(-0.02714, -0.11441, -0.00664) Humerus 

Triceps – Lateral head 

(-0.00599, -0.12646, -0.00428) Humerus 

(-0.02344, -0.14528, -0.00928) Humerus 

Triceps – Medial head 

(-0.00838, -0.13695, -0.00906) Humerus 

(-0.02601, -0.15139, -0.0108) Humerus 

Triceps – Distal portion 

(-0.03184, -0.22637, -0.01217) Humerus 

(-0.01743, -0.26757, -0.01208) Humerus 

(-0.0219, 0.01046, -0.00078) Ulna 
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APPENDIX D   MUSCULOSKELETAL-EXOSKELETON MULTIBODY 

MODEL IN ROBOTRAN 

 

Figure D.1 Complete representation of the musculoskeletal-exoskeleton multibody model in 

ROBOTRAN graphic pad. The red square denotes the osteoarticular model (AOM) from 

Laitenberger et al. [27]. The combination of red and blue squares denotes the developed 

musculoskeletal model in this thesis (AMM). The combination of red, blue, and green squares 

denotes the complete musculoskeletal-exoskeleton model. 
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