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RÉSUMÉ

L’introduction des technologies Fly-By-Wire dans l’aviation commerciale a permis aux avion-
neurs d’améliorer le comportement de leurs aéronefs par l’ajout de lois de pilotage. Néan-
moins, le réglage de telles lois est difficile étant donné la grande variation du comportement
d’un avion au sein de son enveloppe de vol. La solution industrielle à ce problème a été de
séquencer les gains des correcteurs en fonction de paramètres facilement mesurables, telle la
pression dynamique. Bien que ce processus soit simple et éprouvé, son application demande
un temps important et occasionne donc des coûts significatifs.

Dans ce mémoire, deux approches sont considérées pour pallier aux problèmes associés au
séquencement de gains. Premièrement, la synthèse H∞ structurée est utilisée pour réduire
le temps nécessaire à l’obtention d’un correcteur séquencé. Cette méthode d’optimisation
robuste synthétise un correcteur rencontrant les contraintes prescrites avec une architecture
prédéfinie. La méthodologie conçue permet de traduire des spécifications de performance
ou de stabilité en contraintes compatibles avec la synthèse H∞ en présence d’incertitudes
importantes, par exemple, l’absence de mesure de masse et de centrage.

La deuxième approche vise à définir des lois de pilotage par équations (ou G*), permet-
tant d’éviter le séquencement ainsi que de limiter les effets d’une modification du système
sur le réglage des gains. Les dynamiques principales de l’avion sont placées grâce à des
approximations d’ordre réduit et d’un modèle de l’avion simplifié, de sorte à obtenir un
comportement satisfaisant. Cette modélisation simplifiée de l’avion, approximant l’aéronef
adéquatement dans la majorité de son enveloppe, est obtenue depuis des hypothèses sim-
plificatrices (ex. comportement linéaire). Puisque les avions modernes comportent plus de
non linéarités qu’auparavant, étant donné leurs profils aérodynamiques hautement optimisés
pour la croisière, ces hypothèses ne sont pas valides dans l’intégralité de l’enveloppe de vol.
L’ajout de lois non linéaires permettra de s’assurer que l’avion se conforme au modèle sim-
plifié, garantissant une bonne performance non linéaire.

Finalement, les deux approches sont appliquées et comparées sur un modèle avion fourni par
Airbus Canada. Cette validation permet de s’assurer de la conformité des lois conçues aux
requis de designs utilisés, principalement issus de la littérature.
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ABSTRACT

The introduction of Fly-By-Wire technologies in commercial aviation has allowed manufac-
turers to augment modern aircraft with flight control laws, improving aircraft handling and
pilot satisfaction. Designing such control laws is challenging due to the large changes aircraft
dynamics undergo throughout the flight envelope. Manufacturers have dealt with this prob-
lem through the definition of controller gains in function of easily measurable parameters
(e.g. dynamic pressure), a process called gain scheduling. Although conceptually simple and
extensively proven, this process is time-consuming and costly.

This thesis explores two approaches to avoid common gain scheduling problems. First, long
design times are addressed by numerical optimization through structured H∞ synthesis. This
robust optimization method tunes a controller to meet design constraints for a pre-defined
controller architecture. The conceived methodology enables the designer to translate design
objectives into constraints compatible with the H∞ framework, even in the presence of large
uncertainties such as the absence of information on the aircraft’s mass and centre of gravity.

The second approach addresses multiple weaknesses of gain scheduling approaches, such as
the design time and the need to update gains after aircraft model changes (e.g. in reaction
to flight tests). The control law is defined from a simplified model, which is a good approxi-
mation of the aircraft in a large portion of its envelope. Doing so results in a control law "by
equations" (G*), where primary aircraft dynamics are placed according to simple low-order
approximations, avoiding scheduling whilst keeping the possibility to fine-tune the aircraft
as desired. Practical longitudinal low-order approximations of the aircraft are developed for
this methodology. As modern wing profiles are highly optimized, they are generally prone to
strong nonlinearities, limiting the validity of the simplified model used. This is why a non-
linear control law is added to classical linear gains to ensure the aircraft behaves according
to the simplified model, ensuring satisfactory dynamics.

Finally, both approaches are tested and compared on an aircraft model provided by Airbus
Canada. The conformity of both approaches to design requirements from literature will be
demonstrated on this model.
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CHAPTER 1 INTRODUCTION

1.1 Context

The introduction of Fly-By-Wire (FBW) technologies has been a significant improvement for
aviation in the last 50 years. The replacement of mechanical links between pilot input and
control surfaces by a digital interface has allowed for large weight reductions, which first ma-
terialized in military aviation [3]. Some noteworthy early FBW implementations include the
CF-105 in 1958, with the first fly-by-wire controls, and the Concorde in 1969 with the first
analog FBW system. The (then) General Dynamics F-16 in 1976 and Airbus A320 in 1987
were the first digital installments of FBW in military and commercial aviation, respectively,
to enter production.

The importance of flight control has grown significantly in commercial aviation since its in-
troduction, roughly 35 years ago. Modern control laws now provide a multitude of benefits
from ease of control for the pilot to envelope protection, ensuring aircraft cannot exit their
operational envelope. Although this results in competitive safety benefits, flight controls
also provide ease of trimming and other functions that can increase the efficiency of aircraft,
reducing fuel consumption. Furthermore, the reduction of pilot workload and the possibility
of designing an aircraft family with similar characteristics open the door to shorter pilot
training programs, resulting in operational cost reduction. All in all, flight control systems
and FBW are now well integrated in commercial aviation.

Design of flight control laws has historically been done through LTI (Linear Time-Invariant)
methods, because of the simplicity and flexibility that they allow for both tuning and val-
idation. Furthermore, design is usually done through a process called gain scheduling, in
which local controllers are conceived for a large number of flight points that span the opera-
tional envelope of the aircraft [4]. Once this is done, the local controllers are combined into
discrete tables of gain values in function of quantities of interest called scheduling variables.
This process has the advantage of splitting the complex flight control problem into a large
number of relatively simple LTI problems. Although some conservatism is to be expected in
commercial aviation practices due to extensive certification processes, fighter aircraft were
also limited to such classical techniques until quite recently, including the F-22 in the United
States [5].
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Although classical design methods have been extensively proven to work throughout the years,
they also incur significant costs for the designer due to their iterative and time-consuming
nature [6]. For aircraft manufacturers, this is one of the most significant problems of these
methods. Nonetheless, gain scheduling also suffers from other drawbacks, such as the need
to re-define gain tables upon changes to identified aircraft dynamics or feedback loop delays,
often being seen as a roadblock for future aircraft improvements. Finally, it is important to
mention that classical gain-scheduling has long been described as ad-hoc in academic research
due to the lack of theoretical stability guarantee [7].

1.2 Industrial context and Airbus Canada

The research activities descried in this thesis were done in collaboration with Airbus Canada,
allowing the author to perform validation of control laws designed with state-of-the-art in-
dustrial data and models. Beyond further refining of the developed methodologies, this also
increases the trust in their performance and validity. Nonetheless, industrial models are
valuable because of the significant resources their development requires and because they
describe aircraft in great detail. This is why details that can be given on such models are
limited. Therefore, aircraft data on which research activities were performed will be referred
to as "target aircraft". This is also why some information, e.g. some dynamics in the feedback
loop, cannot be given in full detail.

1.3 Research objectives

The principal research objective is the conception of longitudinal C* flight control laws subject
to handling quality requirements, in the context of commercial aviation. This objective
comprises two sub-objectives:

• The conception of a methodology based on numerical optimization for gain scheduled
designs that need robustness in mass and centre of gravity (cg) position. The intent is
to improve and streamline gain tuning processes while remaining compatible with cur-
rently certified architectures. With classical methods, meeting this kind of robustness
results in very iterative procedures and long development periods. This is why the use
of a robust method like structured H∞ synthesis will be key to the fulfillment of this
objective.
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• The conception of a methodology to express longitudinal gains explicitly in function
of aircraft aerodynamics, along with the compensation of aircraft nonlinearities. The
definition of a control law directly in function of aircraft aerodynamics is appealing, as
this has the potential to avoid multiple drawbacks of gain scheduling approaches. The
G* concept (control law by equations) will be at the heart of this methodology.

1.4 Thesis outline

This thesis begins with a literature review in chapter 2, allowing to discuss the current state of
longitudinal design methods and recent developments. Main handling qualities, which will be
essential to evaluate the results from the methodologies conceived, will also be introduced. In
chapter 3, aircraft dynamics and control loop architectures are then defined and analyzed to
develop an understanding of the aircraft. Then, in chapter 4, a first methodology aligned with
the first research sub-objective is detailed, based on structured H∞ synthesis. The second
sub-objective is addressed in chapter 5 through the introduction of the G* concept, and its
application to longitudinal design. In chapter 6, results obtained with both methodologies
are shown and compared. The thesis ends with chapter 7, which summarizes the work done
and the main achievements.



4

CHAPTER 2 LITERATURE REVIEW

In this chapter, flight controls literature is summarized. Following research objectives, em-
phasis is put on longitudinal control. The longitudinal axis, shown in figure 2.1a, is the axis
created by the aircraft’s axis of symmetry. Longitudinal control of the aircraft is possible
through the elevators and the horizontal stabilizer, which are illustrated in figure 2.1b. In
practice, the stabilizer is used by pilots for aircraft trimming while the elevators are used for
aircraft manœuvring. This convention remains unchanged with modern control laws, which
is why longitudinal control laws will act on the elevators.

(a) Longitudinal axis (b) Typical aircraft control surfaces

Figure 2.1 Aircraft description

2.1 C* control law

To introduce the C* control law, a short summary of flight control is required. Early stability
augmentation systems (SAS) were primarily concerned with providing improved short period
damping through simple feedbacks. Nonetheless, it was realized in the 1960s that the pitch
rate transfer presents a zero which can vary significantly and cause large overshoots, result-
ing in vastly different aircraft responses even for the same poles [8]. As the understanding
of desirable aircraft response improved, more complex design requirements were developed,
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beyond simple modal criteria. These new requirements resulted in the creation of more com-
plex control augmentation systems (CAS), which enabled aircraft to track a reference signal
(figure 2.2).

Figure 2.2 Illustration of CAS and SAS systems

As the intent of these systems is to ensure the aircraft behaves adequately in response to
pilot inputs, they command aircraft elevators in the longitudinal case. Control augmentation
systems created the need to translate pilot inputs into control objectives. Conceptually, a
large number of outputs can be considered for longitudinal piloting, such as the pitch rate
q, angle of attack α, load factor nz, flight path γ, etc. It was theorized that at high speeds,
the principal piloting cue was nz, while control of q was more practical at low speeds. This
hypothesis resulted in the development of the C* handling quality criteria, along with bounds
on the C* values that "yielded adequate handling". Although the C* criteria has long been
rejected, piloting of the C* value has remained popular, with a large number of applications
in aviation [9].

Nowadays, the C* control law is now one of the main feedback quantities used in aircraft
control. It is defined as :

C∗ = βq + nz (2.1)

where β is set to Vco
g

, the ratio of the crossover speed Vco and gravitational constant g.
Typically, Vco is set around 240 Kts, giving β ≈ 12.6 (although an additional factor of π

180 is
needed if q is in ◦/s). At this airspeed, the weight of the pitch rate and vertical acceleration
is equal. The C* architecture therefore provides a natural blend between both q and nz

control laws, while keeping the tendency to stabilize the aircraft at 1 g without pilot input.
It can be noted that this law has been further developed to include speed stability (C*U
law), although this variant will not be used in this thesis [10].
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2.2 Pilot-induced oscillations

Pilot-Induced Oscillations (PIO) have been one of the primary problems that control en-
gineers had to address when developing FBW and flight control systems. Although some
authors date the first PIO instances as early as the Wright brothers flights, the phenomenon
did not receive proper attention until early fly-by-wire experiments, such as the NASA F-8
Crusader prototypes [11]. The difficulty of modifying aircraft dynamics before the use of
fly-by-wire has in most cases led to the reduction of the operational envelope instead of truly
addressing the source of PIO problems. Furthermore, the introduction of computational de-
lays in fly-by-wire aircraft also has contributed to an increase in PIO occurrences. Despite
having multiple possible causes, they take root in the sudden degradation of aircraft flight
characteristics, ultimately leading to difficulty (or incapacity) of the pilot to accommodate
to the new dynamics. The authors of [12] distinguishes between linear (type 1), quasi-linear
(due to saturation, type 2) and fundamentally nonlinear PIOs (type 3). PIOs result in di-
verging oscillations, which in most cases may be stopped by the pilot letting go of the controls
for a short time, hence the human nature of the phenomenon. Nonetheless, literature is very
critical that PIOs are the result of a conception problem, with failed attempts to rename the
phenomenon to a less accusatory designation. As most PIOs have been recorded in flight
phases where precise attitude or flight path tracking is necessary (e.g., landing), diverging
oscillations or letting go of the controls both put the mission at risk and need to be avoided.

2.3 Handling qualities

In response to these difficulties, a large number of handling quality (HQ) metrics were de-
veloped. Handling qualities are defined as "those qualities or characteristics of an aircraft
that govern the ease and precision with which a pilot is able to perform the tasks required
in support of an aircraft role." [13]. In essence, they characterize the "predictability" of an
aircraft and the effort required to perform piloting tasks. Handling qualities are therefore
at the heart of the definition of design requirements for control laws. The vast majority of
handling qualities were developed for military aircraft (especially fighters) during the cold
war, meaning that a preliminary study must be performed for commercial aircraft applica-
tion. As there exists a multitude of HQ metrics, aircraft manufacturers generally have a
subset of metrics they use, selected through such studies and past experiences. Conformity
to handling qualities is generally described by multiple levels, as shown in table 2.1. It is
important to note that despite the numerous criteria used to predict PIO-prone designs or
pilot discomfort, pilot validation remains essential.
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Table 2.1 HQ levels description (Level 1-3 descriptions are from on [1])

Level Qualitative Summary Description
1* Excellent Beyond design objectives.

1 Satisfactory
Flying qualities clearly adequate for the mission.
Desired performance is achievable with no more
than minimal pilot compensation.

2 Acceptable
Flying qualities adequate to accomplish the mission,
but some increase in pilot workload or degradation
in mission effectiveness, or both, exists.

3 Controllable

Flying qualities such that the aircraft can be con-
trolled in the context of the mission, even though
pilot workload is excessive or mission effectiveness
is inadequate, or both.

As studying the multitude of metrics available in literature and gaining experience with them
takes resources, aircraft manufacturers are not keen on divulging their design requirements.
Another explanation is that design targets contain information about aircraft performance.
This is problematic, as HQs are also what allows to compare a control law to another. In the
context of this thesis, HQ limits (separation between the levels) will be based on commonly
available data from literature. Nonetheless, as doing a comprehensive review of HQs is out
of the scope of the research objectives, these requirements will be simplified. The intent is
to give the inexperienced reader a sufficient understanding of common handling qualities,
allowing him to evaluate and compare the control laws that will be obtained. Doing so will
also permit to introduce key design HQs that will shape the methodologies developed later.
Design requirements are given in table 2.2 and are introduced in the following subsections,
along with their source. For reference, the aircraft is considered class III ("Large, heavy,
low-to-medium maneuverability aircraft") and category B or C ("non-aggressive tasks") [14].
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Table 2.2 HQ requirements

Level Minimum Maximum Reference Model
Gain margin (dB) - 6dB - [15] Full
Phase margin (°) - 45° - [15] Full

ζSP
1 0.35 1.3 [14]

Full
2 0.25 2 [14]

τp (s)
1* - 0.12 [11]

Full1 - 0.15 [14]
2 - 0.18 [14]

BW θ (rad/s)
1* 2 - [11]

Full1 1.30 - [14]
2 0.75 - [14]

BW γ (rad/s)
1 0.55 f(BW θ) [14]

Full
2 0.35 f(BW θ) [14]

APR (°/Hz)
1 - 85 [16]

Full2 - 145 [16]
3 - 195 [16]

f180 (Hz)
1 0.5 - [16]

Full
2 0.38 - [16]

PRS (dB) 1 -6 +1 [16] Full
Drb 1* 0 0.25 [17] SP
PRO (Ratio) 1 1 f(Drb) [14] SP
nz OS (%) - - To minimize - SP

Some of these requirements are to be validated on the complete (full) closed-loop aircraft
model, while most time domain requirements are validated on the short period approximation
of the aircraft rigid modes (to be defined in chapter 3).

Stability margins

The stability margins given must be met within the operational envelope, between 0.06 Hz
and the frequency of the first aeroelastic modes. They are measured from a perturbation of
the elevator command to the corresponding elevator command. Below 0.06 Hz, margins can
be relaxed to 30◦ and 4.5 dB.
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Modal requirements

The damping ratio requirement is valid for the short period mode. Although this reference
also contains a requirement for the phugoid mode, it will not be considered in this thesis.

Attitude bandwidth (BW θ)

Along with the phase delay (described below), the attitude bandwidth is a strong criterion
for the prevention of PIOs. The attitude bandwidth corresponds to the minimum frequency
in the attitude (θ) response at which either the phase is equal to −135◦ or the gain is 6 dB
higher than the gain at −180◦ of phase (see figure 2.3). The level 1* is interesting, as it
ensures that no PIO should occur even in the presence of large dropbacks, another HQ to be
defined below.
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Figure 2.3 Illustrations of the attitude bandwidth BW θ and phase delay τp



10

Phase Delay (τp)

The phase delay corresponds to the phase degradation rate in the pitch response (θ) between
the frequency where pitch phase reaches −180◦ (ω180) and twice this frequency :

τp = π

180 × −ϕ(2ω180) − 180◦

2ω180
(2.2)

This is illustrated in figure 2.3, where ∆ϕ = −ϕ(2ω180) − 180◦.

Flight path bandwidth (BW γ)

The flight path bandwidth corresponds to the frequency at which the phase of the flight path
(γ) response reaches −135◦. Although the given reference value has a maximum limit in
function of the BW θ, this limit becomes quite high when BW θ is level 1*. Nonetheless, the
maximum is given by 1.2BW θ − 1 for the level 1 limit or 1.2BW θ − 0.5 for level 2.

Pitch Rate Sensitivity (PRS)

The Pitch Rate Sensitivity (PRS) corresponds to the gain of the pitch rate response, measured
at the phase bandwidth (ω135 in θ). Limits in table 2.2 are intended for military aircraft,
limiting their appeal here. Nonetheless, this metric remains interesting so long as these limits
are re-evaluated.

Gibson PIO criteria

Gibson [16] introduces the Average Phase Rate (APR) and the frequency at −180◦ of phase
f180. The APR is equal to the phase delay presented previously (but expressed in ◦/Hz),
while the f180 is a requirement similar to the phase portion of the BW θ, but expressed in
Hz and measured at −180◦ of phase. Once converted in the same units, the 1* level of APR
is stricter than τp. This is because Gibson developed his criteria for fighter aircraft. As 1*
f180 (1 Hz) is much higher than the BW θ 1* requirements, the level 1* will be dropped for
Gibson criteria. In this reference, the stick is described as a static gain. As such, Gibson
criteria will be measured on the closed-loop, excluding the physical dynamics of the stick.
Although Gibson also gives a maximum gain value at −180◦ of phase in the pitch response,
this criterion is too relaxed to be of use. Indeed, for all gains designed (including some that
largely failed other requirements), this requirement was always met unless one of the other
Gibson criteria was extremely degraded, hence why it is omitted.
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Dropback (Drb)

The dropback is one of the primary handling qualities and describes the behaviour of the
aircraft’s nose upon letting go of the stick. Figure 2.4 shows the dropback criterion for a 10 s
step. Note that although the dropback refers to the amount by which the pitch angle drops
when the stick is released, this quantity is normalized by the steady-state pitch rate (Drb

qss
).

In this document, the normalization by the qss is implied when using the term dropback, or
the abbreviation Drb, as it is always referring to the dropback design requirement. Positive
dropbacks are appreciated since pilots can release the stick after reaching the desired pitch.
Aircraft with negative dropbacks are usually described as unpredictable since pilots must
let go of the stick before reaching the desired pitch. Although only a level 1* is given, the
level 1 limit must be evaluated in conjunction with the pitch rate overshoot (PRO) (defined
below). If the dropback and PRO are within the region delimited by PRO = 3 − 0.6Drb,
the dropback is satisfactory. High dropback may cause "bobbing" tendencies, but are not at
risk of causing PIOs as long as BW θ is high enough and τp is low enough. No strict negative
limit was found in literature, although strong negative values should be avoided as much as
possible.
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Figure 2.4 Dropback example

The Drb (w.r.t. steady-state pitch rate) may be evaluated analytically from a transfer func-
tion in two distinct ways [18]. Let a transfer function be described by:
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q

δref

= K

∏k
i=1(1 + Tis)

∏l
i=1(s2 + 2ξiϕis+ ϕi

2)∏m
i=1(1 + τis)

∏n
i=1(s2 + 2ζiωis+ ωi

2) ;ϕi ̸= 0, k + 2l < m+ 2n (2.3a)

= ak+2ls
k+2l + ...+ a1s+ a0

bm+2nsm+2n + ...+ b1s+ b0
(2.3b)

The corresponding dropback is :

Drb =
 k∑

j=1
Tj +

l∑
j=1

2 ξj

ϕj

−

 m∑
j=1

τj +
n∑

j=1
2 ζj

ωj

 (2.4a)

= a1

a0
− b1

b0
(2.4b)

From this, it is clear that the dropback of distinct components in series is simply the sum of
their respective dropback and that K has no effect on this HQ.

Overshoot (PRO and nz OS)

The PRO (Pitch Rate Overshoot) has a similar role to the dropback; pilots prefer significant
overshoots in q for the same reasons. The upper limit is directly linked to the maximum
dropback value. Control of the load factor (nz) is essential, as exceeding the maximum
design limit will result in significant damage to the aircraft. Therefore, nonlinear nz overshoot
must be limited according to design limits. Although this does not directly translate into a
linear model requirement, it is likely that large linear overshoots will result in large nonlinear
overshoots. This is why this metric must be limited as much as possible, although the limit
is ultimately dependent on the target aircraft’s design. It is interesting to note that the large
difference in overshoot expectations between the q and nz responses corresponds to natural
aircraft dynamics. Indeed, there is usually a slow zero ( −1

Tθ2
) in q which significantly increases

overshoots, while the zeros in nz are negligible w.r.t. their effect on overshoots. This will be
described in more detail in chapter 3.

OLOP

While the majority of the previous PIO criteria intend to verify the absence of linear (Type
1) PIOs, the OLOP criterion is intended to validate the absence of PIO due to command
saturation (Type 2). Instead of predicting whether rate saturation occurs, the OLOP crite-
rion predicts whether the aircraft in presence of rate saturation is PIO-prone. Rate limiting
elements in the pilot-augmented aircraft closed-loop have been shown to cause sudden phase
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increases ("phase jumps"), leading to reduced phase and amplitude margins, prone to cause
instability [19]. The OLOP criterion is based on the computation of the open-loop (pilot-
aircraft loop opened at the saturating element) response corresponding to the onset frequency,
defined as the frequency where the first closed-loop saturation occurs. This frequency (called
Onset Point) corresponds to the intersection of an integrator (-20 dB/dec.), whose cross-over
frequency is set to the rate saturation value, with the (linear) closed-loop response from stick
input (for maximum input amplitude) to the input of the saturation element. Figure 2.6a
shows how to compute the Onset Point. This linear closed-loop is obtained by replacing
the saturation component by a gain. Figure 2.5 illustrates the pilot-in-the-loop for OLOP
computation. Once the OLOP phase and magnitude are obtained, they are displayed in a
Nichols chart and validated against an upper boundary as in figure 2.6b. This summarizes
the OLOP as described in [19], while the limits used are from [20].

Figure 2.5 Pilot-in-the-loop diagram for the OLOP computation

All that is left is to define a pilot model. It has been shown that pilot behaviour can be
assimilated to a gain in presence of fully developed PIOs [21]. Reference [19] suggests pilot
gains that bring the phase at the crossover of the closed-loop system from −110 to −160
degrees. This requirement will be validated against a "low-gain" and a "high-gain" pilot.
Failure of the high gain pilot suggests the design may be PIO-prone for aggressive piloting,
but not critical, while failure for the low gain pilot is critical. These gains may be obtained
from the closed-loop frequency response from the stick force to pitch angle transfer. By
finding the gain corresponding to the desired phase for the crossover (A(ϕc)), the pilot gain
may be set to 1/A(ϕc).

2.4 Linear control methods

Historically, linear control methods have been adopted by aircraft manufacturers out of a need
for simplicity. The ability to use linear design tools at a time when computational power
was limited (real-time or not) was a necessity. Nonetheless, linear design remains a crucial
element of aircraft control to this day [22]. This is because most handling qualities were
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Figure 2.6 Illustration of the OLOP validation process

developed in the LTI framework, making linear tools essential for design. Furthermore, gain
scheduling comes as a logical consequence of aerodynamic models, which generally consist of
multiple tables that are recombined and interpolated in simulators. Finally, the "intuitive"
nature of classical architectures is extremely important to certification authorities, leading to
designers having reservations about using unproven and less intuitive architectures, partially
due to their inherent validation challenges (e.g. difficulty of identifying a worst case).

As mentioned, classical architectures are generally gain-scheduled. This process allows de-
signers to study linear approximations of the aircraft for multiple points, spanning the en-
velope, and choose gains locally through a linear design process. These gains are then com-
bined into tables, which are interpolated in real-time in function of relevant variables, named
scheduling variables. Reference [4] gives an extensive review of gain-scheduling practices in
multiple fields. The use of exogenous signals in the controller leads to additional feedbacks
when linearizing the whole closed-loop plant, called hidden coupling terms, which can affect
the system’s stability. A key assumption in the application of gain scheduling is that the
scheduling variables are slowly varying [22], which is the case in aviation. Indeed, common
scheduling variables such as M or q̄ will have much slower dynamics than short period state
variables. It is interesting to note that even if longitudinal dynamics are very much de-
pendent on α near stall, this state varies quickly, bringing into question whether it can be
used as a scheduling variable. Although "clean sheet" designs can require extensive designer
efforts [6], gain scheduling allows simple, yet time-demanding, fine-tuning of gains (e.g. in
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reaction to flight tests), another reason explaining the method’s popularity. Because design
and validation are done on a grid of scheduling parameters, there is no guarantee that worst
cases are captured in the validation process [7]. These elements constitute some of the main
critiques of gain scheduling, along with its ad-hoc nature.

Although many of these critiques are related to the nature of gain scheduling, the main prob-
lem for industrial application remains the time required to obtain a tuned schedule. This
justifies the need of accelerating the design process through numerical optimization. Multiple
in-house tools have been developed, including at Airbus Canada for the initial design of gains
for the target aircraft. In literature, CONDUIT is a notable example of such a tool, developed
by NASA [23], with some detailed application examples [24].

Beyond proprietary optimization tools, H∞ synthesis solvers have gained in practicality in
the last decade. Before this, classical H∞ synthesized a "black box" controller of a very
high order, generally requiring order reduction for implementation. Despite this, numerous
applications of classical H∞ synthesis to aircraft control may be found in literature [25], [26].
The introduction of structured H∞ synthesis in the last decade has allowed the use of the
H∞ framework for design objectives, along with the optimization of a predefined control
architecture. This process removes the need to perform controller order reduction entirely
while simplifying problems related to scheduling as it is possible to define polynomial gain
surfaces to optimize. Structured H∞ has seen an increased number of directly relevant
applications in literature [27], [28], making this approach very promising.

A different approach, which is not based on numerical optimization, is to define aircraft
gains directly from parameters that define the aircraft’s dynamics, approach named control
law by equations. Nonetheless, it is more natural to introduce this methodology through a
discussion on nonlinear control. Refer to section 2.5.1 for this introduction.

2.4.1 H∞ theory and background

To introduce H∞ synthesis, it is interesting to introduce the standard form of a system as
in figure 2.7, where u represents systems inputs, y measured outputs, w exogenous inputs,
while z are regulated outputs. A partitioning of P(s) is introduced to express each output
in function of the corresponding input: z

y

 =
 P11(s) P12(s)

P21(s) P22(s)

 w
u

 (2.5)
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P(s)

K(s)

yu

zw

Figure 2.7 Standard form with controller

This allows to write the transfer from w to z as an LFT (Linear Fractional Transformation):

Tzw(s) = Fl(P(s),K(s)) = P11(s) + P12(s)K(s) (I − P22(s)K(s))−1 P21(s) (2.6)

H∞ synthesis attempts to minimize the H∞ norm of Tzw(s) through the stabilizing controller
K(s), where the H∞ norm is given by:

||Tzw(s)||∞ = max
ω∈R

σ̄ (Tzw(jω)) (2.7)

with σ̄(T) corresponding to the maximum singular value of the complex matrix T. This
is used to formulate design objectives on T(s), a sub-transfer matrix of Tzw(s), through
weighting functions W(s) such that:

||WL(s)T(s)WR(s)||∞ < 1 (2.8)

These weighting functions can be used for multiple purposes, such as disturbance rejection,
reference tracking or stability margins. Ultimately, all weighting functions used are combined
as H(s) = diag (WL,1(s)T1(s)WR,1(s), ...,WL,i(s)Ti(s)WR,i(s), ...,WL,n(s)Tn(s)WR,n(s))
and are applied by enforcing ||H(s)||∞ < 1.

As mentioned, the main drawback of classical H∞ synthesis is that the controller synthesized
will be of an order equal to that of the augmented P(s) system, resulting in complex con-
trollers in general. Structured H∞ synthesis uses the same framework and general goal as
the classical H∞ synthesis, with the major difference that K(s) now has an imposed struc-
ture. Therefore, K(λ, s) is written as a diagonal matrix of Ki(λ, s), where Ki corresponds
to transfer functions and λ is the set of gains or parameters to optimize. While classical
synthesis leads to a global optimum, structured H∞ synthesis results in non-convex problems
which can have multiple optimums, leading to a dependency on initial conditions [2].
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2.5 Nonlinear control

Relevant nonlinear control approaches found can be separated into three broad categories,
with common methods in parenthesis. Note that the separation into categories is used to
introduce the following discussions, as some methods can be argued to belong to multiple
categories at once. These categories will be introduced briefly here to give a general under-
standing and then discussed in greater details in the following pages.

• Adaptive methods

– Direct methods (Model Reference Adaptive Control (MRAC) (and variants), Sim-
ple Adaptive Control (SAC), L1-AC, etc.)

– Indirect methods

• Nonlinear dynamics inversion (NDI)

– Direct term cancellation

– NDI-based control laws

– Incremental NDI (INDI)

• Robust control methods

Adaptive control concerns control architectures that adapt as the controlled system is
changing [29]. In that sense, a gain-scheduled design could be argued to be a basic application
of adaptive control. To fully differentiate between feedback control and adaptive control,
the latter may be seen as two interconnected control loops. The first one is in charge of
computing the command, similar to a normal feedback controller, while the second "higher-
level" loop updates the control parameters used in the first loop. There are two broad
categories of adaptive control architecture. In direct adaptive control, the controller will
attempt to match a set of controlled quantities in the system with a reference model. In
doing so, control parameters are updated "directly", without intermediary results. Although
direct methods have strict requirements on the controlled system, they generally guarantee
asymptotic tracking when these requirements are met. In contrast, indirect adaptive methods
will first estimate a set of quantities of interest from the plant. Control parameters are then
updated in function of estimated quantities, e.g. by solving a feedback problem. Unlike their
counterpart, indirect methods usually have no strong theoretical requirements, but they offer
no performance guarantee either.
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Nonlinear Dynamic Inversion (NDI) is, according to [30], a type of feedback linearization
where the controller is intended to cancel known (modelled) nonlinearities. One application
type of NDI is explicit nonlinearity cancellation of known dynamics. Another approach,
in the context of aeronautical applications, is to conceive architectures such as to match
angular body rates predicted by a reference model, using known aircraft dynamics to limit
tracking errors. It is interesting to note that the F-35 primarily uses this kind of control
scheme for its control laws [31]. The technique has also been generalized to incremental
nonlinear dynamic inversion, allowing to tolerate larger errors in modelization, although
precise command effectiveness knowledge is generally still required. In this NDI variant,
derivatives of the commanded signals (or their estimates) are compared to those predicted
by a reference model. Given the error on the commanded signal derivatives, a command
is computed such as to cancel these errors. One flight test of a law using this approach
was found in [32] with moderate implementation success. The principal weakness of NDI is
the dependency on modelled dynamics, while INDI design require the estimation of angular
accelerations.

Robust Control is defined as a control approach in which the controller guarantees some
level of performance when the plant varies within bounded uncertainties [33]. As such, robust
control should be expected to yield lower performance than other approaches mentioned. Ro-
bust control has been added to allow to fit classical design methods like the one used on the
target aircraft, which are neither adaptive nor inversion-based and have to be robust w.r.t.
centre of gravity position.

2.5.1 Adaptive Control

Adaptive control methods (and specifically direct methods) have received a lot of attention
since the early stages of aircraft control, as they seem to directly address problems that lead
to gain scheduling, namely, the significant variation of the system throughout the opera-
tional envelope. Literature is very extensive on these methods, with an early implementation
and flight test on the X-15 program [34] and multiple implementations relevant to commer-
cial aviation found (the American AirSTAR [35], [36] and Calspan [37] demonstrators being
highly promising). Nonetheless, some methods (L1-AC and some MRAC modifications like
C-MRAC) are usually implemented such as to have high gain update frequencies [38], which
seem unrealistic for commercial aviation. On the other hand, SAC and MRAC seem promis-
ing and literature contains implementations and flight tests on computationally-challenged
architectures, suggesting realistic requirements [39], [40]. Nonetheless, direct adaptive meth-
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ods have strict theoretical requirements to ensure asymptotic convergence to the reference
model (MRAC [41], SAC [42]). In general, one of the requirements can be simplified to
minimum-phase behaviour in SISO cases. This is problematic, as some aircraft outputs of
interest, such as the load factor (and C*), have unstable zeros. Furthermore, asymptotic
convergence on an Linear Time-Variant (LTV) reference model is more difficult to show,
limiting the appeal for aircraft that requires a variant reference model for the SP depending
on flight conditions.

SAC has been tested briefly in this project for the pitch rate control on a simplified (constant
adimensional stability derivatives1) nonlinear aircraft model, with moderate success. This
experiment will not be detailed as it was conducted very briefly, but the tracking achieved
was very sensible to the command amplitude. Furthermore, the control law attempted to
cancel out the phugoid mode because it was not included in the reference model. This is
problematic, as precise models of the phugoid are difficult to obtain, as later mentioned in
3.3.1, hence the difficulty of establishing a relevant reference model. In any case, PH control
should not be achieved through the C* law as mentioned in section 3.3.2. Finally, validation of
direct method architectures also remains challenging, as the dependency on initial conditions
and transient measurements make the search for worst cases quite complex. These problems
were deemed sufficient enough to reject direct methods, despite the short time spent on them.

The strong requirements associated with direct methods are no longer a problem with indirect
methods, although this is at the cost of performance guarantee. The search for worst cases
is therefore simplified because of the possibility to have a more "physical" or "intuitive"
architecture, but more critical. Articles on real-time stability derivatives estimation with
real-time control schemes using these quantities were published recently [43] (which was flight-
tested in [40]). Nonetheless, the inherent validation problems of online parameter estimation
seem difficult to overcome in the context of this project. Still, real-time estimation of aircraft
dynamics seems interesting for failure cases and was extensively developed in [44].

Towards the G* methodology

The control law by equations concept, which will be formally defined in chapter 5, is a
direct consequence of research on indirect adaptive control developments mentioned above.
Reference [45] suggests a real-time estimation of aircraft stability derivatives, such as to feed
a pole placement control law and ensure good handling qualities in the presence of a failure.

1Defined in section 3.2.
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In the absence of such failures, it is straightforward to use known aerodynamics (which
can be simplified and tabulated) and perform the same pole placement (online) [46]. This
should yield better performance due to the reduced uncertainties, while also avoiding gain
scheduling. This constitutes the heart of the linear G* control law, which has been formalized
in [47]. Furthermore, given expected aircraft dynamics and the assumption that linear gain
design for these dynamics is adequate, it is possible to augment the aircraft through NDI
or INDI, such as to cancel nonlinearities that do not correspond to the expected dynamics.
Such a law is detailed in [44], with emphasis on the pitch-up phenomenon.

2.5.2 Nonlinear Dynamic Inversion

NDI methods are also quite common in flight control literature. While adaptive control is
a promising approach to reach good performance without the need for extensive identifica-
tion, NDI promises increasing nonlinear performance as aircraft models are refined. Unlike
adaptive control (especially direct methods), NDI control laws often retain an "intuitive"
architecture, which is quite important for the comprehension and "trust" in the control law.
This is further reinforced by the fact that at least one production (military) aircraft already
uses this approach [31], in addition to flight-tested prototype applications (e.g. a test program
on NASA F/A-18 [48]). It is interesting to note that in the case of the prototype mentioned,
the controller’s update rate is only 80Hz, which seems on the upper hand of the reasonable
range for commercial aviation. These factors explain the large appeal of these methods, and
why the G* control law will include some NDI control loops based on work from [44]. On the
other hand, explicit term cancellation can only be as precise as the model used, which may
become problematic for a commercial aircraft. Although large identification campaigns are
a part of commercial aircraft development, they incur significant costs. This makes excessive
model identification (compared to current accuracy) counter-productive, potentially render-
ing the conception of an exclusively NDI-based control law for commercial aviation difficult.
Indeed, it is mentioned in the article detailing the F-35 application that the program has
benefited from one of the largest wind-tunnel testing campaigns ever conducted, even for
fighter aircraft.

On the other hand, INDI schemes present in literature are limited by loop delays and gain
update frequencies. Indeed, to compare estimated angular accelerations to the target values,
it is necessary to compensate the required signals by the relevant delays, such as to ensure that
they are synchronized [49]. Failing to do so will result in systematic errors being measured,
degrading stability. Furthermore, in the case of an angular rate law, the aircraft’s angular
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acceleration must be estimated as angular acceleration sensors are generally not present on
aircraft. This is done through filtering, meaning that the time constant used for the derivation
will be limited by the "speed" of the feedback loop. This has been confirmed through G*
development, hence the limited appeal of a control law that would be only based on INDI for
commercial aviation, with hardware currently available. Finally, [32] proposes an interesting
solution to the use of INDI laws in the presence of actuator saturation. As actuator efficiency
is necessary for INDI schemes, saturation of these components may put the aircraft at risk.
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CHAPTER 3 SYSTEM DESCRIPTION AND ANALYSIS

In this chapter, aircraft dynamics will be described and studied. First, the classical nonlinear
aircraft model will be defined. The analytical linearized longitudinal model will be estab-
lished, based on literature, in function of aerodynamic coefficients. This will allow to explore
the structure of relevant aerodynamic quantities, which will be approximated and compared
to data from numerical linearization of the longitudinal dynamics. Then, useful short period
approximations will be defined, along with the highlighting of quantities of interest. Flight
and loading envelopes will be specified, allowing to study the evolution of highlighted ele-
ments throughout these envelopes. After studying open-loop dynamics, the control loop will
be introduced. Low-order approximations of the closed-loop aircraft will be developed, along
with analytical expressions for the dropback and load factor overshoot. These approximations
constitute key results for the G* methodology. Finally, the closed-loop pole configuration of
the complete aircraft dynamics will be studied for a single flight condition.

3.1 Nonlinear model

Nonlinear models are essential for aircraft manufacturers. They allow to perform a wide range
of tasks including failure cases studies, control law design and validation. The development
and upkeep of such a simulation model is therefore a vital task and it is logical to expect
any aircraft manufacturer to have a large set of simulation tools. As the base equations that
govern rigid six degrees of freedom dynamics are the same from an aircraft to another, the
details leading to these equations are not presented here for brevity’s sake. Instead, emphasis
will be put on the aerodynamic modeling relevant to longitudinal dynamics. The classical
6 degrees of freedom flat earth aircraft model is fully developed in [30]. The resulting nine
equations of motion are separated into three groups:

Equations of forces:

u̇ = rv − qw − g sin θ + XA +XT

m
(3.1a)

v̇ = −ru+ pw + g sinϕ cos θ + YA + YT

m
(3.1b)

ẇ = qu− pv + g cosϕ cos θ + ZA + ZT

m
(3.1c)
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Equations of moments:

Γṗ = Jxz (Jx − Jy + Jz) pq −
(
J2

z − JzJy + J2
xz

)
qr + Jz (LA + LT ) + Jxz (NA +NT ) (3.2a)

Jy q̇ = (Jz − Jx) pr − Jxz

(
p2 − r2

)
+ (MA +MT ) (3.2b)

Γṙ =
(
J2

x − JyJx + J2
xz

)
pq − Jxz (Jx − Jy + Jz) qr + Jxz (LA + LT ) + Jx (NA +NT ) (3.2c)

with Γ = (JxJz − J2
xz).

Rotational kinematics:

ϕ̇ = p+ tan θ (q sinϕ+ r cosϕ) (3.3a)

θ̇ = q cosϕ− r sinϕ (3.3b)

ψ̇ = q sinϕ+ r cosϕ
cos θ (3.3c)

where:

• ϕ, θ, ψ are the roll, pitch and yaw Euler angles

• u, v, w are the components of the true airspeed of the aircraft, in the body axis

• p, q, r are the body angular rates

• X, Y , Z are the forces in the body axis

• L, M , N are the moments in the body axis

• The A subscript refers to aerodynamic efforts, while the T subscript refers to propulsive
efforts

• m is the mass and Jij are the moments and products of inertia.

Figure 3.1 illustrates quantities of interest. In this figure, p corresponds to an angular velocity
around the xb axis, q is around yb and r around zb. If expressed in body coordinates,
VA = [u, v, w]⊤. It is assumed that the aircraft has a traditional configuration with the
corresponding symmetry axis, leading to Jxy = Jyz = 0.

As aerodynamic efforts are generally defined in the wind axis rather than body axis, the
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Figure 3.1 Aircraft axis

following quantities and transformation are defined:

VT =
√
u2 + v2 + w2 (3.4a)

α = atan2w
u

(3.4b)

β = asin v

VT

(3.4c)


X

Y

Z

 =


cosα 0 − sinα

0 1 0
sinα 0 cosα




cos β − sin β 0
sin β cos β 0

0 0 1




−D
−C
−L

 (3.5)

where D is the drag, C is the lateral force, L is the lift force, α the angle of attack, β the angle
of sideslip and VT the true airspeed. In general, industrial models reconstruct the total drag
and lift forces. Depending on the model, the lateral force can be given as C or Y directly.
The structure of the moment and lift force will be explored in greater detail in the following
sections. Nonetheless, it is important to remark that to perform dynamical simulations, the
aerodynamic forces are needed in the body frame (X, Y, Z), as they are applied at geometrical
reference points (aerodynamic centre, refer to [50]) which usually do not correspond to the
cg position. Therefore, the computation of the moments at the cg requires a translation of
forces by some distance, which is much easier to express in body coordinates.

3.2 Analytical linearization

Reference [30] develops the longitudinal linearization of aircraft dynamics for pseudo-equilibrium
(ṗ = q̇ = ṙ = V̇t = β̇ = α̇ = 0) in an implicit state-space form:

E∆ẋ = A∆x + b∆δe (3.6)
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For the longitudinal model, it is also assumed that β = ϕ = p = q = r = 0 at equilibrium.
Linearization results will only be detailed for the elevator input, as there is no intent to use
the engine in control loops. In the equations below, ∆x is a state deviation from equilibrium
while ∆δe is a deviation of the elevator w.r.t. the equilibrium value. The subscript e denotes
equilibrium quantities, while the subscript T refers to quantities related to the propulsion
system (excepted for VTe , which is the equilibrium value of VT ). In the following matrices,
Xi, Zi,Mi refer to dimensional stability derivatives and indicate the force component involved.
Assuming that the engine only creates a moment around yb (no power effects or torque effect),
the longitudinal linearized dynamics are given by:

∆x =


∆α
∆q

∆VT

∆θ

 (3.7a)

E =


VTe − Zα̇ 0 0 0

−Mα̇ 1 0 0
0 0 1 0
0 0 0 1

 (3.7b)

A =


Zα VTe + Zq ZV −XTv sin (αe + iT ) −g sin (γe)

Mα +MTα Mq MV +MTV
0

Xα 0 XV +XTV
cos (αe + iT ) −g cos (γe)

0 1 0 0

 (3.7c)

b =


Zδe

Mδe

Xδe

0

 (3.7d)

where γ is the flight path angle given by γ = θ − α and iT is the engine angle w.r.t. the xb

axis. It is also possible to add the altitude state if desired, as the vertical speed is given by
ḣ = VT sin γ:

∆ḣ = sin γ∆VT + VTe cos γ∆θ − VTe cos γ∆α (3.8)
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3.2.1 Longitudinal modes

Longitudinal open-loop rigid aircraft dynamics generally comprise three modes:

• The Short Period (SP) mode

• The Phugoid (PH) mode

• Altitude mode

Short Period: The SP mode is a rapid complex mode that is dominant in the short-term
q, nz and α responses. It is generally well damped and in the order of 1 rad/s. Good short
period characteristics are critical, as the SP overlaps with the piloting frequency range. This
is why this single mode is the focus of this thesis. Although this mode can degenerate in two
real poles, one of which may be unstable, this configuration is generally limited to fighter
aircraft which are designed to be statically unstable. Centre of gravity envelopes of com-
mercial aircraft avoid this degeneration and, in practice, are defined from stricter criteria.
As the short period is of primary interest, it is common to simplify longitudinal dynamics
by truncating all non-SP modes, resulting in the short period approximation. This can be
done by simply removing lines and columns in state-space matrices that belong to non-SP
states, although more complex approaches may be of interest in specific cases. SP variables
correspond to those that have fast dynamics (∆α and ∆q with the variables used).

Phugoid: The PH mode is a slow complex mode that is dominant in the long-term speed
and altitude responses, generally having a negligible effect on primary SP states. It is poorly
damped or unstable, generally around 0.01 rad/s. The phugoid can also degenerate into two
real poles. While controlling an unstable short period is a difficult and exhausting task (if
possible) for a pilot, controlling an unstable phugoid mode poses no threat to the piloting
task, beyond an increased workload. This is because the piloting frequency range is much
faster than the one where this mode acts. As the period of the phugoid oscillation is generally
in the hundreds of seconds, this leaves a lot of time for pilots to react and dampen this mode.

Remark about the altitude mode: In English literature, the altitude state is generally
dropped for simplicity, neglecting this mode. Nonetheless, the real pole that is obtained by
explicitly keeping this state during the linearization is almost always stable and describes
the slow return of the flight path to its equilibrium value. It is generally around the same
frequency range as the phugoid, leading to similar conclusions about its importance for
piloting tasks. In French literature, this mode is called "Rappel de Propulsion". Although
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the ISA atmosphere model was not detailed, increases of altitude will result in small dynamics
changes. This means that a negligible coupling exists between this state and the others in
numerical models.

3.2.2 SP mode approximation

It is clear from the E matrix that there only exists a coupling from the lift equation (α
line) to the moment equation (q line). Aiming to control only the SP mode, the explicit SP
linearized equation is given by ẋSP = E−1

SPASPxSP + E−1
SPbSP∆δe (the E matrix is always full

rank in non-hovering flight).

xSP =
 ∆α

∆q

 (3.9a)

bSP =
 Zδe

VTe −Zα̇

Zδe Mα̇

VTe −Zα̇
+Mδe

 (3.9b)

ASP =
 Zα

VTe −Zα̇

VTe +Zq

VTe −Zα̇

ZαMα̇

VTe −Zα̇
+Mα +MTα

(VTe +Zq)Mα̇

VTe −Zα̇
+Mq

 (3.9c)

E−1
SP =

 1
VTe −Zα̇

0
Mα̇

VTe −Zα̇
1

 (3.9d)

In most references, these equations are simplified with Zα̇ ≪ VTe , Mα̇ ≈ 0. The first approx-
imation is used because most stability derivatives are in the order of 100, while VTe should
be in the order of 102 for commercial aviation. The second approximation seems less real-
istic, as Mα̇ is in the order of 100, leading to significant contributions in q and α columns.
Nonetheless, these simplifications give:

ASP =
 Zα

VTe

VTe +Zq

VTe

Mα +MTα Mq

 ,bSP =
 Zδe

VTe

Mδe

 (3.10)

As it is sometimes practical to refer to linear dynamics obtained numerically, a simplified
notation that makes abstraction of stability derivatives expressions will be used in some
portions of this document. This notation simply refers to the content of the A and b matrices,
leaving the choice of the relevant approximations to the designer.

ASP =
 a11 1
a21 a22

 ,bSP =
 0
b2

 (3.11)
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This model is obtained from the Zq

VTe
≪ 1 and Zδe ≈ 0 approximations, which will be shown to

be valid in section 3.2.6. From a qualitative point of view, this is based on the approximations
of weak CLq and negligible CLδe

. Outputs of interest with these approximations are given by:

y =
 ∆q

∆nz

 =
 0 1

−a11
VTe

g
0

xSP +
 0

0

∆δe (3.12)

This results in the open loop aircraft transfer functions:

∆q
∆δe

= b2(s− a11)
s2 − (a11 + a22)s+ a11a22 − a21

≡ K
Tθ2s+ 1

s2 + 2ζωs+ ω2 (3.13a)

∆nz

∆δe

=
−b2a11

VTe

g

s2 − (a11 + a22)s+ a11a22 − a21
(3.13b)

If stability derivatives are computed in degrees, an additional factor of π
180 is needed in the

nz transfer.

3.2.3 Comparison with numerical models of the target aircraft

Numerical models of the target aircraft provided by Airbus contain the state variables x1 =
[∆θ,∆u,∆w, q,∆h, α̇T ]⊤ where α̇T is a state related to the tail angle of attack due to a travel
delay (defined in equation 3.21). This can be changed to x2 = [∆α,∆q,∆VT ,∆θ,∆h, α̇T ]⊤

through a coordinate change.

A transformation matrix (T) can be built to have the desired states as outputs, such that
x2 = y = Tx1. Most of the desired states are already available as outputs in the linearized
models, except for α̇T . Although this state can be obtained by a row in T [0, 0, 0, 0, 0, 1],
this could give Kα̇T or any linear combination of this state with others depending on the
linearization performed and the units used. The matrix T is a transformation matrix and
is non-singular so long as the outputs chosen are all independent, which is the case here,
therefore:

A2 = TA1T−1 (3.14a)

B2 = TB1 (3.14b)

C2 = C1T−1 (3.14c)

D2 = D1 (3.14d)

In section 3.3.2, the α̇T pole is always near −600 rad/s, suggesting that this state is negligible.
Furthermore, in ESP given above, the α̇T dynamic is not even considered and therefore
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neglected aside from the coupling from α to q. Nonetheless, direct truncation of this state
results in large errors. An approach to obtain a two-pole SP model is presented below based
on balanced realization. The coupling expressed through the E matrix could potentially lead
to a "more intuitive" process of reduction if α̇T was readily available as an output.

3.2.4 SP model reduction through balanced realization

The effect of the α̇T state can be minimized by performing a balanced realization of the 3-
state SP with xSP,3 = [∆α,∆q, α̇T ]⊤. The balanced realization operates a coordinate change
on the system where some of the new states will have a more dominant effect on the system’s
dynamic than others. This allows to truncate the least dominant state obtained. Since the
balanced realization process gives xbal = TbalxSP,3, the coordinate change used, the whole
longitudinal system can be put into the balanced SP states by a coordinate change if desired.
This coordinate change corresponds to an identity matrix where the lines and columns related
to the SP are replaced by Tbal . After the truncation of the least important state, the system
can be returned to x = [∆α,∆q,∆vT ,∆θ,∆h]⊤ with eq. 3.14a, allowing to have a classical
2-state SP model with minimal effect on its damping and frequency.

3.2.5 Analytical stability derivatives equations

Reference [30] expresses the stability derivatives in function of dimensionless stability deriva-
tives, which are aerodynamic coefficients. Note that all moments are computed at the centre
of mass, not the aerodynamic centre. By North American convention, dynamic coefficients
(in q and α̇) are multiplied by a factor of 2. Numerically, (3.15a) gives more accurate results
without CDe .
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Zα = −q̄S
m

(CDe + CLα) CLα =∂CL

∂α
(3.15a)

Zα̇ = −q̄Sc̄
2mVTe

CLα̇ CLα̇ =2VTe

c̄

∂CL

∂α̇
(3.15b)

Zq = −q̄Sc̄
2mVTe

CLq CLq =2VTe

c̄

∂CL

∂q
(3.15c)

Zδe = −q̄S
m

(
CLδe

)
CLδe

=∂CL

∂δe

(3.15d)

Mα = q̄Sc̄

JY

Cmα Cmα =∂Cm

∂α
(3.15e)

Mα̇ = q̄Sc̄

JY

c̄

2VTe

Cmα̇ Cmα̇ =2VTe

c̄

∂Cm

∂α̇
(3.15f)

Mq = q̄Sc̄

JY

c̄

2VTe

Cmq Cmq =2VTe

c̄

∂Cm

∂q
(3.15g)

Mδe = q̄Sc̄

JY

Cmδe
Cmδe

=∂Cm

∂δe

(3.15h)

Although it is not defined in the reference given, MTα appears in the matrices of section 3.2.
It may be calculated by:

MTα = 1
JY

∂MT

∂α
(3.16)

where MT is a moment resulting from the engine. For completeness, non-SP stability deriva-
tives are also given:

Xδe = −q̄S
m

CDδe
CDδe

= ∂CD

∂δe

(3.17a)

Xα = q̄S

m
(CLe − CDα) CDα = ∂CD

∂α
(3.17b)

XV = −q̄S
mVTe

(2CDe + CDV
) CDV

= VTe

∂CD

∂VT

(3.17c)

XTV
= q̄S

mVTe

(2CTe + CTV
) CTV

= VTe

∂CT

∂VT

(3.17d)

ZV = −q̄S
mVTe

(2CLe + CLV
) CLV

= VTe

∂CL

∂VT

(3.17e)

MV = q̄Sc̄

JY VTe

(2Cme + CmV
) CmV

= VTe

∂Cm

∂VT

(3.17f)

MTV
= q̄Sc̄

JY VTe

(
2CmT

+ CmTV

)
CmTV

= VTe

∂CmT

∂VT

(3.17g)
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3.2.6 Numerical evaluation of adimensional stability derivatives

Equations (3.15) show that dimensionless stability derivatives may be obtained from partial
differentiation of the lift or moment with regards to the quantity of interest. Except for the
wing-body Cmq , the aerodynamic model of the target aircraft allows to reconstruct the total
CL or Cm instead of the needed partial derivatives. Two approaches were considered and
tested to some extent to compute stability derivatives:

1. Given a function [CL, Cm] = f(M,α, δe, ...) that computes the total Cm and CL, this
function may be analytically differentiated until the coefficient of interest is expressed
in function of the partial derivative of a set of tables of aerodynamic coefficients. The
partial derivative of needed tables can be computed in advance, allowing simple look-up.

2. Given the same function, partial differentiation is easily obtained by computing f(..., x+
ϵ, ...) and f(..., x− ϵ, ...) and performing a centre finite difference.

The first approach is expected to be more efficient when the function f(...) does not depend
on the differentiating variable x on many levels. If this is not the case (e.g. in α), the second
approach may be of comparable efficiency, on top of allowing much easier troubleshooting.
This second approach was used for all computations.

Total lift and drag coefficient of a reconstructed model were validated against numerical data
(obtained through SIMULINK) for some linearized conditions with nearly exact matches.
Although not available in linearized data, the total moment coefficient (including the engine)
was computed and is generally in the order of 10−7, suggesting a valid equilibrium. Note that
failure to consider power effects from the engine on the lift and downwash leads to roughly
a 1% error on the CL and Cm.

The error between the linearized data and analytical computation of dimensionless stability
derivatives was evaluated for both balanced and direct SP truncation methods. In general,
errors on Cmδe

and Cmq are within a few percents, while errors on Cmα and CLα can be more
significant around stall and at high Mach. This is partially explained by the fact that near
stall, both of these coefficients reach small absolute magnitudes and will undergo abrupt evo-
lution. This results in a high sensitivity w.r.t. the step used for the differentiation process.
The error on Cmα is given in absolute magnitude for this reason, as this term can be quite
close to 0 for high α values, leading to large relative errors. Errors are shown in figure 3.2 for
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the direct truncation of the SP model from numerical data1. As Cmα̇ is not directly available
from linearized data, this allows for a better comparison. As it is not possible to distinguish
between Mα and MTα in numerical data, coefficients are referred as caij or cbi following the
aij notation defined earlier. To obtain these values, dimensional stability derivatives are
normalized by the factor that would be used to dimensionalize the main corresponding aero-
dynamic coefficient.

As some error patterns can be seen in ca12, ca22 and cb1, this suggests that some terms are
neglected in the reconstructed aerodynamic model, although it is not clear where these errors
are. Errors on ca11 and ca21 are much more difficult to analyze beyond what was mentioned
earlier, as no clear pattern can be seen, even when plotting the errors in 3D with variables
that define the equilibrium (e.g. q̄, δstab, N1, etc.). Note that viewing errors w.r.t. α suggests
the sensibility near stalls already mentioned. To give context to the absolute results, ca21

varies between -4 and small positive values in linearized data.
1Note that a random bias in Mach was added in these figures following Airbus IP requirements. Nonethe-

less, this does not affect the analysis performed here.



33

Figure 3.2 Error on dimensionless stability derivatives
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3.2.7 Tabulation of adimensional stability derivatives

Using the second approach mentioned above, aerodynamic coefficients (the engine will be
discussed later) may be obtained from a function in the form :

Ci = f(x̄cg, z̄cg, q̄, VT , α,M, δflap, δslat , δstab, δe, CT ) (3.18)

where the projection of the moment from the aerodynamic centre to the centre of mass is
given by:

Ccg
m = CAC

m + CX∆̄z − CZ∆̄x (3.19)

∆̄x = x̄cg − 25
100 , ∆̄z = z̄cg − z̄AC

100 (3.20)

It is interesting to note that:

• Only moment coefficients are dependent in x̄cg. Furthermore, this dependency is linear
and given by eq. 3.19. The only exceptions are for derivatives w.r.t. α̇ and q, where
this value is also used for a dynamic correction of the tail angle of attack due to travel
delay (see eq. 3.21).

• Dependency in z̄cg is small. As |CX | ≪ |CZ |, precise estimation of z̄cg is less critical
and taking an average value gives good results.

• Dynamic pressure is only used for aeroelastic corrections. Such corrections were found
to be mostly negligible at low Mach, allowing to compute stability derivatives for a
"high" value (e.g. 300 psf) and avoid tabulation in function of this variable if needed.
Another solution could be to take an average for the Mach number range.

• True airspeed is only used for derivatives w.r.t. α̇ and q. In both cases, it is required
for the dynamic correction of the tail angle of attack due to travel delay. Taking a
constant value for table computation yielded interesting results, although this dynamic
effect is expected to be inaccurately represented to some extent.

• Elevator input may be set to 0 at equilibrium (trimming is performed by the stabilizer)
and is mostly negligible compared to other dependencies, allowing its omission from
tables. This will result in errors for off-design points where the elevator deflection is
very large.
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• Tabulation in (α,M ,q̄) is interesting, as the couple (M ,q̄) fully defines the flight point
(the corresponding h, VT are easily found for ISA conditions). Furthermore, inter-
polation of the remaining parameters in function of these variables and the cg (e.g.
δstab(α, x̄cg), N1(α,M)) over some envelope points allows to approximate equilibrium
values for all required parameters. The dependency in δstab is weak, while power effects
related to N1 account for approximately 1% of the CL, meaning limited precision for
these approximations gives good results. Another solution is to solve the required N1

and δstab for an "average" loading. This can be done numerically, as the gradient w.r.t.
these parameters is easily computed from the function that computes the coefficients.

Due to the significant distance between the tail and the cg, a pitch rate will induce a local
increase in the tail angle of attack following [51]:

∆αT = qLT

VT

(3.21)

where LT is the tail aerodynamic centre to cg distance. As α̇ creates a similar effect, this
explains the appearance of this state in previous equations. Using equation 3.19 to correct
moment coefficients in x̄cg, coefficients are expected to be dependent in (α,M, δflap, δslat , δstab).
For a given (δflap, δslat) condition, numerical inspection of the coefficients allows to identify
further simplifications, leading to :

CLα = f(α,M, q̄) (3.22a)

Ccg
mα

= f(α,M, q̄, x̄cg) (3.22b)

Ccg
mq

= f(M, x̄cg) (3.22c)

Ccg
mδe

= f(M, x̄cg) (3.22d)

Ccg
mα̇

= f(M, x̄cg) (3.22e)

To simplify the moment tables to three variables or less, the "base" moment given by CAC
mα

+
CXα∆̄z is tabulated in a first table for the mean ∆̄z value, while CZα is also tabulated. This
allows reconstruction of M cg

α online from both sets of tables. This results in interpolation
from six tables instead of the whole aerodynamic model, significantly reducing the computing
power required while maintaining good accuracy. The use of Ccg

mα̇
allows to get results

comparable to the balanced realization. For computation of the tables, equilibrium thrust
was computed for a grid in (α,M, q̄) for an average weight, increasing their accuracy.
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Engine ramdrag effect
Although the modelization of engine thrust is independent from α, the engine ramdrag is
modeled as :

RD = f(N1,M, h) (3.23a)

My = RD (∆x sinα− ∆z cosα) (3.23b)

The norm of the ramdrag is therefore independent from α, leading to :

∂My

∂α
= RD (∆x cosα + ∆z sinα) (3.24)

which is sufficient for MTα computation. Note that although the engine thrust is constant
with regards to α, it is defined in the body reference frame (CX and CZ). This means that
it has a small effect (≈1%) on the CLα .

Adimensional stability derivatives tabulation errors
Figure 3.3 shows errors between the numerical data directly truncated and the computed
adimensional stability derivatives from tables2. Note that rather than having a table for ca12

and cb1, it is assumed that a12 = 1 and b1 = 0. Errors on cb1 are not shown, as they are
always 100%.

Coefficients that were well behaved with the complete model are now mostly within ±2% of
error, which seems satisfactory. Error on ca11 and ca21 have increased. Since the main cause
for error is believed to be the sensitivity of these coefficients near stall (this can be viewed
more easily in 3D), it stands to reason that tabulation would result in larger errors. In the
case of ca21, some points have reached significant errors due to the high sensitivity of this
coefficient to other parameters near stall. Many coefficients are poorly estimated at high
Mach. Visual inspection of the tables for these conditions suggests that transonic effects
cause additional sensitivity of the coefficients to parameters that are otherwise negligible.
Although this is true for Cmα , this is more apparent for 2D tables (Cmα̇ , Cmq and Cmδe

),
which can undergo large changes depending on the conditions used (e.g. δstab) to compute
the tables.

2A random bias in Mach was added in these figures following Airbus IP requirements. Nonetheless, this
does not affect the analysis performed here.
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Figure 3.3 Error on tabulated adimensional stability derivatives
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3.3 Open-loop analysis

3.3.1 Useful open-loop aircraft expressions

Open-loop transfer functions of the SP developed previously are a good basis for understand-
ing the aircraft. From eq. 3.13, it is possible to express quantities of interest that will be
relevant in the following sections.

The time constant of the zero present in the pitch rate response can be evaluated with:

Tθ2 = − 1
a11

(3.25)

This quantity will be a primary driver for the dropback. An increase in dynamic pressure
or CLα will decrease the time constant, while mass increments will increase it. As CLα is
independent from the cg position, this remains true for Tθ2 .

The gain of the load factor from the ∆α state will be abbreviated by:

Nnz = −a11VT

g
(and a factor of π

180 if working in degrees) (3.26)

Note that with these approximations, there are no zeros in the load factor response.

The natural frequency of the SP is given by:

ωSP =
√
a11a22 − a21 (3.27)

In practice, a21 is the primary driver for this term, and references often ignore other depen-
dencies [52], [30] for analytical analysis. As such, the open-loop natural frequency is expected
to be increased by |Cmα| and dynamic pressure, while it is decreased by the inertia. Note
that |Cmα| decreases as the cg moves aft (assuming Cmα < 0).

The damping of the SP is given by:

ζSP = −a11 + a22

2ωSP
(3.28)

The analysis of this quantity is more delicate, but it can be expected to increase with dynamic
pressure, CLα and |Cmq |.

A concise notation of the SP denominator coefficients is obtained with transfer function ∆α
∆δe

:
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∆α
∆δe

= b2

s2 − (a11 + a22) s+ a11a22 − a21
≡ 1
K2s2 +K1s+K0

(3.29a)

K0 = a11a22 − a21

b2
(3.29b)

K1 = − (a11 + a22)
b2

(3.29c)

K2 = 1
b2

(3.29d)

Writing it in this form is practical for the equivalent output (E) that is used by the G*
methodology. Other outputs may be obtained from it by a simple product:

∆q
∆α = s− a11 (3.30)

∆nz

∆α = Nnz (3.31)

A simple way to obtain ∆γ, given by [52] is then:

∆γ
∆α = Kγ

s
(3.32)

because ∆γ = ∆θ − ∆α:

∆γ
∆α = s− a11

s
− 1 = −a11

s
(3.33)

Nonetheless, this approximation has severe limitations, as the SP approximation fails to
capture large zeros and slower dynamics which have significant contributions to the flight
path response.

Finally, we introduce the term a0 that appears often with the C* architecture:

a0 =
(
VTπ

g180 + β

)
(3.34)

where β is the C* ratio.

Phugoid reduced order models

Although phugoid control is not a primary objective, it remains interesting to evaluate the
potential of the methods developed for the control of this mode, hence the need for analytical
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models. Although multiple low order models exist in literature, they are generally of low
accuracy. The most common phugoid model is the Lanchester approximation [52]:

ζPH ≈ 0, ωPH ≈
√

2g
VTe

(3.35)

This approximation can be further improved with [52]:

ζPH ≈ CD√
2CL

(3.36)

Nonetheless, this approximation is clearly limited, as this suggests that this mode is never
unstable (in the operational envelope). Better approximations exist, including ones based on
setting α̇ = q̇ = 0 and isolating the corresponding dynamics in VT and θ. Still, [30] mentions
limitations for the damping prediction.

3.3.2 Open-loop pole evolution

Operational envelope

The flight envelope defined in figure 3.4a defines the points that will be used while studying
the aircraft for flap 0. Points used for future synthesis will be a critical subset of these points
and synthesis results will be validated on the whole envelope presented here. It should be
noted that classical design of the target aircraft was done using a set of points defined in
Vsr (stall reference) speeds that are not in this figure. Although they were initially used
for the synthesis instead of fixed low-speed points, very low-speed points (especially at high
altitudes) sometimes fail the linearisation (due to local instability of the Cmα). As Vsr speeds
vary with aircraft loading, heavy aircraft will have a higher Vsr speed than lighter ones. This
makes analysis of the results more complicated, especially as Vsr speeds cannot be given. As
using both types of low-speed points was found to be redundant, only fixed speeds were kept.
Between 10,000 and 20,000’, VMo is increased to 330 Kts. Although points could have been
added at 300 Kts, this did not seem necessary in early validation, allowing to keep the same
number of points as was used for lower altitudes.
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Figure 3.4 Operational envelope

In the context of the first sub-objective, it will be assumed that the control law designed
does not have access to mass or cg estimates. This is why good robustness w.r.t. the loading
of the aircraft will be necessary. The loading envelope considered is defined in figure 3.4b.
The points presented here are the points that define the outer envelope, which corresponds
to worst cases.

Short period evolution

According to the equations developed in the last section, it is expected that SP poles will
move towards the left side of the complex plane as the weight of the aircraft decreases and
as the dynamic pressure increases. SP poles for the defined envelope are displayed in figure
3.5a, where the colour corresponds to the dynamic pressure (in psf). The analytical equations
presented seem to describe well the behaviour of SP poles and Tθ2 (see figure 3.5b).
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Figure 3.5 Evolution of primary short period dynamics

The simplicity of the approximations in γ and nz will make them useful design tools later
on, but they do not correspond to the results of the numerical evaluation of these transfer
functions. Indeed, for γ, figure 3.6 shows a very fast zero. Given the speed of this zero, the
approximation that ignores it seems plausible. On the other hand, the nz transfer function
has two moderately slow zeros with roughly the same real part, but opposite signs. To ensure
that neglecting these zeros is reasonable, the step error between a transfer function without
and with two real zeros of opposite real signs has been developed for an under-damped
second-order system (see annex B) and may be bound by:

e(t) =
∣∣∣∣∣L−1

{
ωn

2

s

(
(τs+ 1)(τs− 1)
s2 + 2ζωn + ωn

2 + 1
s2 + 2ζωn + ωn

2

)}∣∣∣∣∣ (3.37a)

≤
√

1.5ωn
2τ 2e−ζωnt if 0 < ζ < 1 (3.37b)

Given the range of values that ωSP and τ may take, the time response error quickly becomes
negligible. Indeed, the main use of the nz approximation will be to estimate the overshoot
and settling time of the nz transfer. By evaluating the error at the peak time (π/ωd), the
exponential term is below 0.1 for damping ratios greater than 0.6. For an absolute worst case
of Tnz = 0.3 and ωn = 3 (which are obtained at low and high speeds, respectively), the error
is inferior to 10%.
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Figure 3.6 Evolution of other zeros time constants in the envelope

Comments on other aircraft poles

Phugoid poles are much harder to characterize. Aside from being qualitatively slower with
weight increases, increasing the speed tends to increase the real parts of the pole for a fixed
altitude. Nevertheless, it is difficult to make observations that are not vaguely qualitative.
Simple approximations present in literature do not seem to hold. The same applies to the
altitude pole. As the C* feedback is not intended to improve the behaviour of these modes
(and designer experience suggests that it has little effect on them), characterization to only
a qualitative level is deemed enough. Finally, it should be noted that some of these slower
modes are unstable in figure 3.5a. The target aircraft has a separate control law to stabilize
these modes (not presented), which is designed on a nonlinear model, hence why this part is
not incorporated in the controller design.
The pole related to the α̇ state does not move significantly ([-606,-600] rad/s) throughout
all of the envelope. Since there is also a zero near this pole, it seems possible to remove it if
needed.

3.4 Control law architecture and description

The aircraft system considered has 7 main components, shown in figure 3.7. Pilot inputs
are done on a side stick that has a given dynamic. The side stick position is sampled and
sent to the control laws, which generate an elevator command. The elevator has its dynamic
and its movement affects the aircraft. Measurements from sensors are used to estimate the
quantities needed for feedback, which are filtered, closing the control loop.
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Figure 3.7 Main components of the closed loop system

Figure 3.8 shows the control law that is considered in the present study (longitudinal C* law).
First, the stick command is filtered by two first-order lead-lag filters. Envelope protection
functions generate a corresponding nz command. Since these limiting functions vary over
the envelope, they are approximated as a constant gain for small amplitude deflections for
each design point. The remaining components of the control loop correspond to a more
classical C* architecture: a pitch rate feedback to improve the SP damping and a PID with
feed-forward for the C* control. It should be noted that there is another lead-lag filter in the
pitch rate path on top of a washout filter. When tuning the control law through "classical
means", this filter was added to improve the stability margins, especially with flaps. Finally,
the pseudo-derivator’s time constant (τd) is set to 0.1 s.

3.4.1 Fixed components

Components presented in this section are fixed, meaning that their dynamic does not change
with the flight condition, loading, etc. Space-state representations or transfer functions
presented in this section were obtained from a linearization tool based on the linmod MATLAB
function. Information on these components is summarized in table 3.1, where U.A. refers to
an information that cannot be disclosed (unavailable).

Table 3.1 Fixed dynamics summary

Component Delay (ms) Dynamic
Flight Control System U.A. -
Stick ≈1 Eq. 3.38
Elevator U.A. Eq. 3.39
Sensors ≈20 Eq. 3.40
ASE filters U.A. U.A.
Additional filtering - Eq. 3.41a and 3.41a
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Figure 3.8 Control architecture in C∗

Stick transfer function:

δstk(◦)
Force(LBS) = 7.0884 · 109(s2 − 640s+ 1.28 · 105)

(s+ 291)(s+ 367.4)(s+ 101.8)(s2 + 53.05s+ 868.5)(s2 + 429s+ 1.056 · 105)
(3.38)

Elevator transfer function:
δe

δec

= 5220
s2 + 103.2s+ 5220 (3.39)

Sensor dynamics:

nz,m

nz

= qm

q
= 7.9423 · 105(s2 − 343.3s+ 3.684 · 104)

(s+ 156.1)(s2 + 111.1s+ 6169)(s2 + 230.1s+ 3.038 · 104) (3.40)
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Additional acceleration filtering:

nz,f2
nz,f

= 10
(s+ 10) (3.41a)

nz,f2
qf

= −3.489s
(s+ 10)(s+ 20) (3.41b)

where the m suffix is used for measured quantities, and the f suffix is used for filtered
quantities. Numeric suffixes on f , e.g. nzf2

are used for additional filtering steps after ASE
filters.

Aeroservoelastic (ASE) filters ensure that flexible modes do not affect signals used by the
controller, avoiding excitation of these modes. No information can be given on this component
or on the aircraft’s flexible modes. For reference, a NASA flutter analysis of the DC-10 places
the slowest mode at 3 Hz (≈ 19 rad/s) [53]. As aircraft structural optimization has improved
since and that many manufacturers turn towards composite materials, modern flexible modes
can be expected to be slower than in this study. A modern numerical analysis of a generic
model made to represent aircraft similar to Boeing 737-200/300 or Embraer ERJ 190/195
obtained flexible modes ranging between 4 and 40 rad/s, depending on the flexibility level
used [54]. Although the article does not deal with an industrial aircraft model, it still allows
to evaluate the order of magnitude in which flexible modes can be expected.

Finally, it is interesting to note that the elevator has a maximum deflection rate, which can
be used for OLOP computation. Nonetheless, this value cannot be disclosed.

3.5 Closed-loop analysis

3.5.1 Useful closed-loop aircraft description

From the longitudinal control architecture shown in section 3.4, the control loop can be
separated into two distinct sections. The stick, the envelope protection functions and the
two lead-lag filters can be seen as command shaping components, as they act on the C*
command. The remaining components (feedback and feedforward gains) will be referred
to as the C* tracking loop, as they should ensure that the aircraft follows the desired C*
command. These two sections are in series, simplifying their analysis. Before studying how
the poles evolve in closed-loop, it is interesting to study the proprieties of the closed-loop
aircraft from the point of view of some handling qualities through analytical tools. As will
be explained in section 5.3, the dropback and load factor overshoot will be at the centre
of the design with the G* methodology. To study them, the command shaping portion
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will be ignored to focus on the C* tracking loop, reducing the order of transfer functions.
All feedback dynamics and delays will also be ignored for the same reason, along with the
derivative gain. Although the role of Kd will only be explained in detail in section 5.2.4, for
now, it is sufficient to say that this gain’s main use is to limit the degradation of high-order
modes, making it irrelevant for the low-order approximation desired here. Furthermore, if
a pure derivator is considered, this gain adds no degree of freedom for SP pole placement,
justifying the previous comment. All of these simplifications lead to:

∆α
C∗

c

= − ((Kff +Kp) s+Ki)
(K2s2 +K1s+K0) s− (Kq (s− a11) s+ (Kps+Ki) (βs+Nnz − βa11))

(3.42)

By analogy, an alternative representation for this transfer function is:

∆α
C∗

c

= K
ω3

CLγζCL
(
TKff s+ 1

)
(s2 + 2ζCLωCL + ω2

CL) (s+ γζCLωCL) (3.43)

where TKff is the feedforward zero and γ represents the ratio of the integrator pole over the
real part of the closed-loop short period.

Closed-loop dropback

From (2.4a) and by multiplying (3.43) by (Tθ2s+1), computation of the dropback is straight-
forward:

Drb = TKff + Tθ2 −
2ζCL + 1

γζCL

ωCL
(3.44)

Closed-loop dropback from stability derivatives

Although the previous equation is practical, it does not show how the stability derivatives
affect the dropback. Developing the denominator of eq. 3.42 in powers of s leads to:

q

C∗
c

= (3.45)

− s2(Kff +Kp) + s(Ki − a11{Kff +Kp}) −Kia11

s3K2 + s2(K1 −Kq +Kpβ) + s(K0 +Kqa11 −Kp[Nnz − βa11] −Kiβ) −Ki(Nnz − βa11)
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From (2.4a), the dropback may be expressed as:

Drb = N1

N0
− D1

D0
= Ki + a11(Kp +Kff )

Kia11
+ K0 +Kqa11 −Kp(Nnz − βa11) −Kiβ

Ki(Nnz − βa11)
(3.46a)

= −1
a11

+ Kff +Kp

Ki

+ K0 +Kqa11

Ki(Nnz − βa11)
− Kp

Ki

− β

Nnz − βa11
(3.46b)

Substituting the expressions of Nnz and K0 :

Drb = −1
a11

+ Kff +Kp

Ki

−
a11a22−a21

b2
+Kqa11

Kia11( VT π
g180 + β)

+ β

a11( VT π
g180 + β)

− Kp

Ki

= −a22

b2( VT π
g180 + β)Ki

+ 1
a11

 β

( VT π
g180 + β)

− 1 + a21

b2( VT π
g180 + β)Ki

+ (3.47a)

Kff +Kp

Ki

− Kq

Ki( VT π
g180 + β)

− Kp

Ki

Substituting a0 (see eq. 3.34), which is constant for a given flight point :

Drb = −a22

b2a0Ki

+ 1
a11

(
β

a0
− 1 + a21

b2a0Ki

)
+ Kff +Kp

Ki

− Kq

Kia0
− Kp

Ki

(3.48)

It is clear that the loading conditions that result in the worst cases of Drb will be the same
for all gains if Ki is constant. Substituting only the part defined from aerodynamic quantities
by the adimensional stability derivatives :

Drb =
− q̄Sc̄2

2JyVT
Cmq

q̄Sc̄
Jy
Cmδe

a0Ki

+ mVT

−q̄SCLα

 β

a0
− 1 +

q̄Sc̄
Jy
Cmα

q̄Sc̄
Jy
Cmδe

a0Ki

+ ...

= −
c̄Cmq

2VTCmδe
a0Ki

− mVT

q̄SCLα

(
β

a0
− 1 + Cmα

Cmδe
a0Ki

)
+ ... (3.49)

This expression can be maximised or minimised for each flight condition to get worst cases
for constant gains w.r.t. loading. Considering the partial derivatives w.r.t. the four stability
derivatives, one obtains :
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∂Drb
∂Cmα

= − mVT

q̄SCLαa0KiCmδe

> 0 (3.50a)

∂Drb
∂Cmq

= − c̄

2VTa0Cmδe
Ki

> 0 (3.50b)

∂Drb
∂Cmδe

= c̄Cmq

2VTa0KiC2
mδe

+ mVTCmα

q̄SCLαa0KiC2
mδe

< 0 (3.50c)

∂Drb
∂CLα

= mVT

q̄Sa0C2
Lα

(
β − a0 + Cmα

KiCmδe

)
(3.50d)

Within the operational envelope, CLα > 0, Cmα < 0, Cmq < 0, Cmδe
< 0 and Ki > 0,

hence the sign of the first three equations. The sign of the last equation is easily found with
sign{β − a0 + Cmα

KiCmδe

}. As these signs are constant, maximum Drb always occurs at :


Max.CLα if sign{β − a0 + Cmα

KiCmδe

} > 0

Min.CLα if sign{β − a0 + Cmα

KiCmδe

} < 0
(3.51a)

Max. Cmα (3.51b)

Max. Cmq (3.51c)

Min. Cmδe
(3.51d)

This has been tested through the envelope and the approximation of the reference model is
valid. Although the four coefficients are treated as variables, in practice Cmq and Cmδe

are
nearly independent from the cg position. It has been mentioned that the largest component
of Cmq comes from the elevator, meaning that in both cases the cg position is essentially
negligible compared to the elevator to aerodynamic centre distance. Furthermore, CLα is
independent from the cg position. This all means that Cmα is the main contributor to the
dropback and that maximum values are reached for aft cg.

Closed-loop load factor overshoot equation

The nz transfer function from eq. 3.43 may be decomposed into partial fractions for a step
input :

γζω3(TKff s+ 1)
s(s+ γζω)(s2 + 2ζωs+ ω2) = A

s
+ Bs+D

s2 + 2ζωs+ ω2 + E

s+ γζω
(3.52)
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The steady-state gain of the transfer is normalized to 1, as it will not affect the overshoot.
Solving the resulting system of equations (development is in annex A) yields:

E =
TKff γζω − 1

γ2ζ2 − 2γζ2 + 1 (3.53a)

B = −E − 1 A = 1 (3.53b)

D = − (2ζω + ζω(2 − γ)E) (3.53c)

This gives the time response (assuming 0 < ζ < 1):

y(t) = 1 +
(
B cosωdt+ D −Bζω

ωd

sinωdt

)
e−ζωt + Ee−γζωt (3.54)

Overshoots are usually computed by maximizing y(t), which requires to solve ẏ(t) = 0. In
this case, ẏ(t) = 0 seems difficult to solve analytically :

ẏ(t) = e−ζωt

(
cosωdt [D − 2Bζω] + sinωdt

[
−Bωd − ζω

D −Bζω

ωd

])
− γζωEe−γζωt (3.55)

Figure 3.9 3-pole SP nz response types
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The fast exponential term is generally dominant for responses that have a "desirable" second-
order behavior for nz (see figure 3.9). This means that an approximate peak time may be
computed by solving :

0 = cosωdt [D − 2Bζω] + sinωdt

[
−Bωd − ζω

D −Bζω

ωd

]
(3.56)

this leads to :

tpeak =
arctan

(
− D−2Bζω

−Bωd−ζω D−Bζω
ωd

)
+ π

ωd

(3.57)

where the second positive solution is selected (periodic in π). In most cases, | arctan (...)| ≪ π,
leading to the classical second order peak time (π/ωd). This result is not surprising given
the assumption that the system’s response is "close" to a second-order system. This remains
a very good approximation for systems with the desired qualitative behavior (see figure 3.10,
which was generated for ω = 1, ζ = 0.6, γ = 0.6, TKff = 2.52). Furthermore, this removes
dependency in ω, except for B,D,E. Evaluating y(tpeak) gives :

y(tpeak) = 1 + e
−ζπ√
1−ζ2 (1 + E) + Ee

−γζπ√
1−ζ2 (3.58)

Assuming γ = 0.6 and ζ = 0.6, the overshoot is given by :

OS = e
−ζπ√
1−ζ2 (1 + E) + Ee

−γζπ√
1−ζ2 ≈ 0.0948 + 0.3380E (3.59)

For 5% overshoot (for example) :

0.05 = 0.0948 + 0.3380
TKff γζω − 1

γ2ζ2 − 2γζ2 + 1 (3.60)

TKffω = ψ = 2.521 (3.61)

Although the full equation is quite complex, the dependency w.r.t. ωCL and TKff can be
mitigated through the parameter ψ. This will be an essential design tool in the design with
the G* methodology in chapter 5. As a final remark, numerical evaluation of overshoots for
multiple ω values suggests that this is a very good approximation in general, as the overshoot
with ψ is always constant for a given ζ and γ. It is suspected that the general solution to
the peak time is divided by ω, meaning it will always be dependent on 1/ω. This doubt is
reinforced by the results of the next section.
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Figure 3.10 Precision of the ẏ = 0 approximation

To evaluate the precision of this approximation, figure 3.11 allows to compare the overshoot
error (real-approximation) in function of ζ and γ, for values of ψ that were useful during
design. This evaluation is done for ω = 1 and ω = 500, to show that this parameter has no
effect, despite the incapacity to find the analytical solution. Note that there are large errors
when the system does not overshoot because the approximation predicts negative overshoots,
due to the ignored slower dynamics.

An effective way to study these figures is to look at the 10% system overshoot line and at
the range of validity (ζ, γ) w.r.t. the 2% overshoot error, which is considered a "tolerable"
precision. The approximation keeps a good precision for ζ < 0.75. This can also be repeated
for a higher system overshoot and the 5% error line. Note that significant errors are reached
near ζ ≈ 0.95, where the assumption of an oscillatory response becomes less valid.

Closed-loop load factor overshoot worst cases without loading scheduling

Along with the dropback, the nz overshoot is of critical importance for design. On the other
hand, there is no practical equation that allows to do a similar development to study the
effect of stability derivatives. Indeed, using the equation developed above would require



53

(a) ψ = 2, ω = 1 (b) ψ = 3, ω = 1

(c) ψ = 2.5, ω = 1 (d) ψ = 2.5, ω = 500

Figure 3.11 Precision of the overshoot approximation

the resolution of the zeros of a third-order polynomial. Although this was attempted, the
resulting equations are extremely impractical, leading to no useful results.

Nonetheless, looking at HQs in function of the loading envelope with the target aircraft,
worst case load factor overshoots are obtained for aft cg positions throughout the envelope
(both on the linear and nonlinear model). This tendency is also used for aircraft validation
on the nonlinear model. This is "intuitive" as aircraft are generally more responsive at aft
cg. Nonetheless, this tendency will be used extensively for the robust G* design, hence the
need for a more concrete proof.
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Starting from eq. 3.42, the nz response may be expressed as:

nz

C∗
c

= (3.62)

− Nnz ((Kff +Kp) s+Ki)
s3K2 + s2(K1 −Kq +Kpβ) + s(K0 +Kqa11 −Kp (Nnz − βa11) −Kiβ) −Ki(Nnz − βa11)

which may be generalized to:
Knz

(
TKff s+ 1

)
s3 + c2s2 + c1s1 + c0

(3.63)

It is important to note that for a given flight condition, gain values are fixed, meaning TKff

and c0 are constant. The value of Mα will be a large contributor to K0 (multiple references
consider ωSP to be primarily driven by Cmα as mentioned). The dependency of CLα w.r.t.
the cg is null, while Cmq and Cmδe

are weakly dependent on the cg. Aiming to study the
effect of the cg position for a constant mass (by necessity) and assuming the cg position’s
contribution to the inertia is weak, it is possible to simplify the effect of a change of cg to a
reduction of c1. As c1 = (K0+Kqa11−Kp[Nnz −βa11]−Kiβ)

K2
, one can deduce:

K0

K2
= a11a22 −Mα(cg) ≈ d1 − q̄Sc̄

Jy

(
CAC

mα
− ∆̄xCZα

)
≈ d2 + q̄Sc̄

Jy

∆̄xCZα (3.64)

where di is a constant. Therefore, aft cg imply a smaller value of c1 (larger ∆̄x and CZα < 0).

Studying the values of nz overshoot in function of c2 and c1 for a given c0 results in figure
3.12 (the color legend of the OS is limited to 50% for visibility). Although changing the value
of c0 will also change the values of c1 and c2 needed to get a given overshoot, the qualitative
behavior of the figure does not change. Increasing TKff for a given c0 will increase the
overshoot. To show this, figures were generated for both of these modifications. Displaying
values of c1 normalized by factors of 1/c0

2/3, c2 by factors of 1/c0
1/3 and TKff by factors of

1/c0
1/3 removes the dependency in ω (developing the denominator of eq. 3.43 and dividing

the terms by the lower order one shows this for c2 and c1, while for TKff , this is based on a
constant ψ value). From these figures, it seems that the behavior is not dependent on the c0

value.

In these figures, the reduction of c1 is the main contributor to large overshoots (especially
when there is adequate damping), meaning that reducing this value always leads to larger
overshoots. Therefore, maximum overshoots are achieved at aft cg positions. Furthermore,
in some regions, c2 reductions also lead to larger overshoots. This suggests that overshoots
are likely to be worst for lower inertia or mass values.
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(a) Reference (b) Large c0

(c) Large TKff

Figure 3.12 Overshoot distribution (in %)

3.5.2 Closed-loop pole evolution

To identify how each component evolves in closed-loop, pole identification was done on a sin-
gle flight condition. The intent is to gain a qualitative understanding of the system. Loading
3 was chosen to do this analysis, although a short verification was done on other points to
ensure no significant changes to the root locus occurred. To identify which pole belonged to
which component, a gain was added to the elevator command. Varying this gain from 0 to 1
allowed to plot a root locus, describing the open to closed-loop pole evolution. It should be
noted that the gains used are those obtained through classical means for the target aircraft.
Figure 3.13 shows different zooms of the complex plane.
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Figure 3.13 Pole evolution from closed to open loop

Most poles faster than 60 rad/s stay fast compared to the closed-loop SP and have a general
tendency to lose damping. While this cannot be seen in these figures, these poles did not
change much from one condition to another, which is not surprising, as these poles belong
to fixed components. This statement also stays true for sensor poles and PCU poles. The
fast aircraft pole belongs to the α̇ state. This pole does not move noticeably from open loop
to closed loop. Poles below 60 rad/s, but faster than 5 rad/s, tend to have a decreased real
part in closed-loop. This is especially true for ASE poles. Two complex modes are created
from the combination of acceleration filtering poles with other poles. As could be expected,
the SP mode gains in speed and damping. Finally, the PH mode degenerates into two real
poles, one of which is quite slow, while the altitude pole comes closer to the complex axis. It
should be noted that the aircraft has another control loop (not considered) to improve the
phugoid damping and ensure it does not degenerate into unstable poles with an unacceptable
real part.
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3.6 Conclusion

In this chapter, the linearized aircraft model has been expressed in function of known aerody-
namic quantities. The structure of these quantities has been explored throughout the flight
envelope, allowing to identify key simplifications for their tabulation. Afterwards, the evo-
lution of aircraft poles and zeros has been studied throughout the envelope, giving bounds
on principal system characteristics that define the short period response. The structure of
the control loop has also been defined, along with its components, allowing to study how
closed-loop poles evolve for existing gains on a single flight condition. Finally, equations
were developed to study the dropback and load factor overshoot, which will be key to the
development of the G* methodology in chapter 5. Now that aircraft dynamics are well
understood, it is time develop methods to control the longitudinal behavior of the aircraft.
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CHAPTER 4 STRUCTURED H∞ SYNTHESIS

In this chapter, the methodology based upon the structured H∞ synthesis will be presented.
As mentioned in the introduction, the highly iterative and time consuming process that
comes with classical gain scheduling approaches is a large drawback for designers. The in-
tent is therefore to reduce the design time of gain schedules for existing architectures through
structured H∞ synthesis. First, a short introduction to the H∞ synthesis framework in MAT-
LAB is given. Then, a simplified methodology will be defined to meet handling qualities on
one flight condition and loading at a time (process abbreviated by "local" synthesis), remov-
ing scheduling and robustness problems. As stability margin and pole damping requirements
exist in the MATLAB framework, the main challenge will be to meet the desired handling
qualities, which will be resolved through reference model matching. Once good local HQs
can be achieved, the full methodology will be introduced. Although heavily based on the
local methodology, the main methodology will have additional degrees of freedom in the
reference model to address the robustness problem. Finally, badly behaving gain surfaces
are discussed, along with additional practical considerations such as initial conditions and
convergence problems. Application of the methodology to the flap 0 configuration of the
target aircraft is detailed in the chapter 6. The resulting gains and handling qualities will
also be shown in this chapter along with the results of the G* methodology from chapter 5.

4.1 Introduction to structured H∞ synthesis in MATLAB

When performing structured H∞ synthesis in MATLAB, the synthesis follows these steps:

1. Define the model on which the synthesis will be performed. The realp function allows
to define real tuneable variables which can be used along with traditional LTI functions
(ss, tf, connect, etc.) to define the full closed-loop system. Alternatively, SIMULINK
can also be used for this step.

2. Define synthesis objectives through the TuningGoal functions. The relevant constraints
are described briefly in table 4.1. Existing functions allow to define H∞ or even H2

constraints on the desired transfers of the model.

3. Call the systune function with the closed-loop system and the constraints in arguments.

It is the systune function that performs the non-smooth optimization process required to
reach local optimums of structured H∞ problems [55]. This function can take two types of
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optimization objectives: hard constraints and soft constraints (hard and soft requirements
will be noted by g(x) and f(x) as in MATLAB documentation). For now, it is sufficient to
say that the synthesis will attempt to strictly respect hard constraints before trying to get
the best results w.r.t. soft constraints. Greater details on constraints types will be given in
section 4.5.6.

Table 4.1 Useful MATLAB H∞ constraints

Function name Description
TuningGoal.Poles Constraints on the closed-loop poles (ζmin,ωmin,ωmax).

TuningGoal.Margins
Minimum stability margins at the specified location, en-
forced as an ellipse margin delimited by a minimum gain
and phase margin.

TuningGoal.WeightedGain
Ensures ||WL(s)H(s)WR(s)||∞<1, where H(s) is a
transfer specified.

4.2 Local synthesis

4.2.1 Definition of a reference model

Classical H∞ problems [56], [57] are often formulated with some of the following constraints,
to which secondary requirements may be added :

• Stability requirements

• Performance requirements

• High frequency penalization of the command

• Disturbance rejection

From the design requirements, it is clear that stability margins and that some form of com-
mand penalization (which should help meeting the OLOP criterion) are needed. The main
question is therefore how to meet the remaining handling qualities. Some HQs could be
enforced directly through H∞ constraints with TuningGoal functions. Nonetheless, band-
widths and other criteria defined from the phase response seem difficult to express directly
with H∞ constraints, hence the need to use a reference model and penalize low frequency
tracking errors. Type 1 PIO criteria are intended to limit high-order dynamics degradations,
meaning that enforcing low-order responses should yield good results. Indeed, literature also
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contains optimization routines which penalize "poor" fits to low-order models [24]. Note that
there are other alternatives to meet performance specifications without using a reference
model. A common approach is the shaping of the sensitivity and complementary sensitivity
functions [27], [58]. The main problem with such methodologies is that few articles consider
all relevant types of the design requirements, especially those that are defined by phase be-
haviors. From those that do, [25] explores a different approach named "matrix experiments"
to define synthesis weights through an iterative process. The reference model approach was
found to be more intuitive, hence why it was chosen.

The reference model should be as simple as possible, making it easy to select its parameters.
On the other hand, it must be a realistic target for the system, which may impose additional
complexity. This section describes the process that led to the reference model, justifying its
relative complexity.

Closed-loop transfer function

Developing the full closed-loop transfer function of the aircraft will help identifying the
structure of the reference model. Equations 4.1 to 4.3 show the transfer function for the
architecture presented in figure 3.8:

C∗
c

δstk
= Fstk(s)Kprot

(THF ,cmds+ 1)
(τHF ,cmds+ 1)

(Tcmds+ 1)
(τcmds+ 1) (4.1)

δe,c

C∗
c

=

(Ki + (Kp+Kff )(0.1s2 + s) +Kds
2)DqDm

(0.1s2 + s) (DqDm +Kqτws(Tqs+ 1)) + (Ki +Kp(0.1s2 + s) +Kds2)NC∗Dq

(4.2)

where :

• Fstk(s) is the stick transfer function

• Kprot is the gain resulting from the protection functions linearization

• The c subscript denotes the command

• τw is the washout filter time constant

• Tq and τq are the q lead-lag numerator and denominator time constants.
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• Dq = (τws+ 1)(τqs+ 1), the q feedback denominator

• yf

δe,c
= Ny

Dm
, the command to measured and filtered output transfer

• NC∗ = (βNq +Nnz), the C* zeros

Therefore :
q

δstk
= q

δe,c

δe,c

C∗
c

C∗
c

δstk
(4.3)

where q
δe,c

is the transfer from the elevator command up to the aircraft (real) pitch rate. This
result will still apply to other outputs. From these equations, two important conclusions may
be inferred :

• Closed-loop zeros consist of open-loop aircraft zeros and those added by the command
lead-lag filters, PID and feedforward.

• Closed-loop poles are made of the command filter poles, stick poles and the poles
resulting from the C* feedback.

These results are in agreement with the previous separation of the closed loop into command
filtering ( C∗

c

δstk
) and C* tracking ( q

C∗
c
) sections.

Remarks on the C* reference model choice

A first guess for the C* tracking reference model could be to keep a pair of complex poles
(closed-loop short period) and a single zero, effectively mimicking the open-loop transfer
function of the aircraft:

q

C∗
c

= Kωn
2(Ts+ 1)

(s2 + 2ζωns+ ωn
2) (4.4)

While this configuration is simple, it is not optimal for the system. Compared to eq. 3.43, it
is clear that the integrator pole is neglected, meaning that the synthesis is likely to converge
to a very high Ki gain, making this pole negligible and degrading stability margins. Another
possibility is that the integrator pole could be cancelled by the feed-forward zero, keeping
Tθ2 and resulting in an under-constrained problem. Note that the cancellation of Tθ2 creates
an exceedingly slow response in nz when the zero is slow. Therefore, the reference model
in q should keep Tθ2 , include a new zero (to use Kff ) and a new real pole (the integrator
pole). For H∞ synthesis, this pole is placed to the same real part as the closed-loop SP
poles as this gives good results and remains simple. As a command filter is required to meet
HQs, varying γ (integrator to SP real part ratio) would have added another parameter and
additional complexity to the methodology.
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The last consideration of interest is the gain of the C* tracking reference model, which is
critical for reference matching. Looking at equation 3.42, the steady state gain is:

∆α
C∗

c

(0) = Ki

Ki (Nnz − βa11)
= −1
a11a0

(4.5)

q

C∗
c

(0) = −a11

−a11a0
= 1
a0

(4.6)

This is representative of the full system, as neglected components (sensor, filters and elevator
dynamics) should have unit gains. For ease of computation, one could instead use ∆α

C∗
c

(0) =
1

β q
δe,c

(0)+ nz
δe,c

(0) . This gain implies that the closed-loop will have a 1 C* steady-state gain, due
to the integrator. As a final note, the reference for H∞ synthesis was developed in q, as most
HQs are computed from this output. Nonetheless, other outputs could be chosen.

Reference model used

Following the previous remarks, the final q reference model is :

qref

δstk
=
e−Teqs(Tθ2s+ 1)(TKff s+ 1)ωn

2(Tcmds+ 1)
a0(s2 + 2ζωns+ ωn

2)( s
ζωn

+ 1)(τcmds+ 1)Fstk(s)Kprot (4.7)

where Teq is greater than the sum of the delays in the control loop, allowing to less penalize
the rise time of the system. Taking the delay into account is essential since the synthesis
would otherwise be limited by high-frequency errors. The stick transfer function has been
kept according to the closed-loop transfer function. Only one command filter has been
kept, since having two lead-lags in series is detrimental to the convergence of the synthesis
(additional detail will be given in section 4.2.3). Having one lead-lag filter is necessary since
this allows to increase the "dropback margin", which will be defined in section 4.2.1, giving
better bandwidths. Furthermore, fast-forwarding to G* conclusions, phase-lag is essential to
avoid HQ degradations at very low or high speeds.

Alternative reference model when PRS limited

It is important to keep in mind that the reference model introduced in section 4.2.1 is one
option within many possibilities. This reference model was used successfully for clean con-
figurations, although the BW γ was often low. A synthesis in a landing configuration was
done to ensure this did not prove problematic in cases where this metric was crucial. The
problematic HQs with this synthesis were the PRS, Gibson criteria and OLOP. With this
first reference model, it was essentially impossible to respect the PRS for low damping ratios
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of the reference model. While increasing the damping ratio improved the results, it also
increased command use, degrading the OLOP. As the PRS is measured at the phase band-
width, increasing the damping causes a smoother phase transition, increasing the bandwidth
and reducing the corresponding gain. This is because the SP is generally around the same
frequency range as the phase bandwidth. To solve the PRS problem, a 3 state model was
used. The third pole is called τcmd to keep a direct analogy with the methodology that will
be developed, but in practice, it corresponds to the integrator pole. The alternative reference
model for conditions limited by the upper PRS limit is given by:

qref

δstk
=
e−Teqs(Tθ2s+ 1)(TKff s+ 1)ωn

2(Tcmds+ 1)
a0(s2 + 2ζωns+ ωn

2)(τcmds+ 1) Fstk(s)Kprot (4.8)

Manually choosing parameters for this new reference model is more challenging, although
this will not be a problem for the scheduled synthesis. Furthermore, this reference model is
more dependent on the damping ratio, which needs to be changed slightly from one condition
to another. This is problematic for the methodology that will be introduced in section 4.4.1
if this variation is too large. Nonetheless, for slow flight conditions limited by the maximum
PRS limit, this reference model allows to reach better results and was preferable for the
landing configuration studied.

Reference model parameters tuning for local synthesis

While the presented reference models result in realistic behaviors for the aircraft, they are
fairly complex. The methodology defined below allows to select good values for TKff , Tcmd,

ωn, ζ, τcmd and obtain desirable handling qualities with relative ease. Although the selection
of reference model parameters will no longer require manual tuning when the controller is
scheduled, it remains necessary to discuss the local methodology and the process that led to
the final approach. Because of the transfer function’s complexity, this process is iterative. It
is described in algorithm 1.

Algorithm 1 Selection of the reference model’s parameters for local synthesis
1: Impose ζ (this parameter has a minor role in q, the overshoot being largely defined by

the zeros).
2: Choose ωn and τcmd such that transfer function 4.9 meets the desired settling time (Ts,des).
3: Choose Tcmd and TKff simultaneously such that they meet the desired Drb while maxi-

mizing the bandwidths.
4: If results are not as intended, return to step 1.
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Y (s)
U(s) = (Tθ2s+ 1)

(s2 + 2ζωns+ ωn
2)( s

ζωn
+ 1)

ω2
n

(τcmds+ 1) (4.9)

Analytical solutions for step 2 would be difficult to obtain. Indeed, the time response for this
transfer function was developed but attempts to isolate the settling time did not result in any
useful results. Instead, it is possible to evaluate the output y(t) of the transfer function for
the desired settling time for a grid of parameters. This can be done from a numerical partial
fraction decomposition and remains reasonably fast. It is then possible to choose τcmd such
that |1 − y(Ts,des)| < ϵ for a unit step, while minimizing the value of ωn (hopefully minimiz-
ing commands). In this equation, the quantity ϵ is the convergence criterion of the settling
time. Although there is no settling time requirement, this metric remains very intuitive for
designers and can easily be used to meet other HQs. For reference, [59] gives guidelines for
satisfactory settling times (maximum of 4.4 s within 10%).

Finally, for step 3, it is possible to find the phase variation due to the two zeros. For a given
dropback target :

Drbtgt − Tθ2 +
2ζ + 1

ζ

ωn

+ Drbstk + τcmd = MDrb = TKff + Tcmd (4.10)

where MDrb is the aforementioned dropback margin, since it limits how large the zero time
constants may be chosen. If this quantity is negative, the time constants will be negative as
Drbtgt is too aggressive. The phase variation due to the zeros is :

∆ϕ(ω) = arctan(TKffω) + arctan((MDrb − TKff )ω) (4.11)

To maximize the phase increase (and the resulting bandwidths) in function of TKff :

∂∆ϕ(ω)
∂TKff

= ω

1 + (TKffω)2 − ω

1 + ((MDrb − TKff )ω)2 = 0 (4.12)

A solution of this equation is TKff = Tcmd = MDrb
2 . The second derivative is given by:

∂2∆ϕ(ω)
∂T 2

Kff

=
2ω2TKff

(1 + (TKffω)2)2 +
2ω2TKff

(1 + ((MDrb − TKff )ω)2)2 > 0 (4.13)

meaning that the solution found is a maximum (TKff > 0). From 4.10, it can be seen that the
pole of the lead-lag command filter adds to the Drb margin. Indeed, for very slow speed con-
ditions, it would be difficult to satisfy the bandwidths requirements without large dropbacks
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when the command filter is not used. This equation also shows that Tθ2 limits the available
performance (bandwidths) for a given Drb.

This process allows to meet requirements relatively easily, except for BW γ, which will be
discussed in the next section. Although the reference model only considers the q output,
other outputs are only different due to open-loop zeros or steady-state gains. Therefore, as
long as the synthesis is successful and the q reference is adequate, handling qualities for other
outputs will also be satisfactory. As the reference model has been defined for the short period
model, the last question is whether this model is representative of the full order model in the
frequency range of interest. Ideally, imposing good bandwidths on the reduced model should
result in good bandwidths on the full model. This question is assessed in the next section
and is related to difficulties with the BW γ.

Remarks for BW γ and validity of the SP model for bandwidths

Figure 4.1 shows an overlay of the full and short period models of the aircraft, in open-loop,
for γ and θ (only transfers on which full model requirements apply).
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Figure 4.1 Precision of the SP approximation in pitch and flight path

In both cases, the SP approximations are of the third order, as the relevant SP model has
been integrated (divided by s). This figure was generated for a single flight condition and
loading, but the behaviour is similar for most design points. For θ, the short period ap-
proximation is very representative of the full model between [0.1, 100] rad/s, which is not
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surprising, since this model has been conceived to study most of the faster aircraft responses.
On the other hand, the phase γ response is badly captured by the SP model as this ap-
proximation neglects slow zeros. Although there is a phase offset at high frequencies, this
offset is not constant as the frequency is reduced. The phase response (and gain response to
a lesser extent) are therefore quite approximative within the frequency range related to BW γ.

It should be noted that, while a synthesis only on the full model would be possible, this
results in degraded SP handling qualities to an unacceptable extent. Furthermore, it is not
possible to match both the SP approximation and the full system to their respective reference
model at once. Indeed, while the SP model is not representative of the full order flight path
response, enforcing a response in q will still enforce behaviour in γ. To achieve good BW γ,
one must choose a relatively low ζ for the reference model. This can be justified by the fact
that since the BW γ is usually slower than 1 rad/s, the abrupt phase transition for the SP
poles (around 2-3 rad/s) due to low damping ratios is beneficial for this bandwidth.

4.2.2 H∞ constraints for the local synthesis

As explained in section 4.2.1, three main types of constraints are needed :

Constraint 1: A stability requirement to enforce good stability margins. For most
conditions, these are gain margins of 6 dB and phase margins of 45◦.

Constraint 2: A reference tracking requirement. Good tracking is required at low
frequencies. As the fastest design criterion is the phase delay, which is affected by the phase
at 2ω180, an upper bound of 20 rad/s gives good results, leading to the weighting function
W1 (4.14a). RelGap is a factor that allows to tighten the tracking required. The name of
this parameter is kept following the MATLAB TuningGoal.StepTracking propriety [60].
The normalization by the reference’s steady-state gain is needed to obtain a similar tracking
precision at low and high speeds with the same RelGap value. This is due to the C*
architecture, as the steady-state gain in q is higher at low speeds.

Constraint 3: A requirement to limit high-frequency command use. Since low-frequency
command use will be largely determined by the tracking requirement, the command will be
penalized slightly before the cut-off frequency of W1, leading to the equation 4.14b for W2.
Ponderation allows to define how much the command should be penalized (a value of 1 was
found to be extremely strict, while 2 or 3 is more reasonable and usually respects the OLOP
criteria).
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W1 = 202

(s+ 20)2
1

Ref (0)RelGap
(4.14a)

W2 = 5s
(s+ 10)Ponderation

(4.14b)

By putting both tracking and stability margins as hard requirements, very small values of
RelGap may result in margins not being respected when the synthesis is unable to satisfy
g(x) < 1, which is not intended. On the other hand, putting the tracking requirement as a
soft constraint is not possible either as systune always aims for g(x) = 1, resulting in always
being on the margins limits. This problem is avoided by a hard tracking requirement where
RelGap is a tunable parameter that must be minimized through a soft constraint, as in figure
4.2 and table 4.2 . This results in an "artificial" transfer for the synthesis. Components of
functional diagrams will be colored as follows:

• Tunable components

• Non-tunable components

• Non-tunable components that are approximated

• Known/approximated aerodynamics

• Actual/numerically linearized aerodynamics

• Transfers containing tuneable values (H∞)

• H∞ constraints and I/O

4.2.3 Architecture modifications to improve synthesis convergence

H∞ synthesis, like most numerical optimization methods, is sensible with regard to problems
that are under-constrained. In the case of structured synthesis, under-constrained paths are

Table 4.2 Local synthesis constraints

Objective Constraint Type Model Weight
Stability Margins Hard Full TuningGoal.Margins

Tracking Hard SP W1
RelGap Minimization Soft N/A 1

RelGaptgt

Command Use Soft SP W2
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Figure 4.2 H∞ synthesis constraints

likely to converge to values that perform well from an I/O perspective, but that behave in
peculiar ways when looking at the gain values. To illustrate this, let C(s) be a controller,
defined as:

C(s) = N1s+ 1
D1s+D0

K

In this example, C(s) will necessarily be under-constrained, as C(0) can be set by both D0

and K. Although designers could make use of this additional degree of freedom to normalize
the gains in some way to make them more intuitive, performing an H∞ synthesis on this
controller would likely yield gains that would end up in an impractical form or simply have
difficulty converging. Unconstrained dynamical degrees of freedom will suffer from similar
problems, although examples quickly become less intuitive.

By looking at the architecture of figure 3.8, two transfers can be identified where such prob-
lems are likely. First, having two lead-lag filters in series may be problematic. After a few
tests with local synthesis, it was found that cancelling one of the filters resulted in no sig-
nificant performance degradation but removed the tendency to have a very fast pole that
would have led to discrete implementation issues. The second problematic transfer is the
pitch rate feedback. On top of having a similar problem as there are two first-order filters
at the denominator, the time constant of the washout can be used in a similar way to Kq

as it is also on the numerator. After a few tests, the lead-lag filter was completely removed
and the washout was re-written as s/(τs+ 1) to avoid conflict with Kq. Designer experience
suggests that the lead-lag filter was to be used if better margins were needed, although it
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was canceled for flap 0. Finally, the washout time constant will be set as a scalar gain (not
scheduled) as no significant performance improvements were obtained by changing this value
between design points. These tests have been performed again on the full envelope with the
gain scheduling and have confirmed that these modifications improved the convergence while
causing little to no performance loss.

4.3 Towards the synthesis of a scheduled controler

Gain scheduling through classical techniques has already been performed on the target air-
craft by the industrial partner, schedules being tabulated in function of the dynamic pressure
and altitude. These tables provide a reliable reference, both in terms of performance target
and in terms of desired gain behaviour. Indeed, a rough estimate of the gain behaviour is
required before performing a priori scheduling. As gain schedules tuned through structured
H∞ synthesis will be defined as polynomials, it is necessary to choose their order. The use
of polynomial surfaces is interesting, as this imposes a degree of smoothness and continuity
gains must follow. Smooth gain evolution is essential to gain scheduling, as discontinuous
gain surfaces could result in discontinuous command signals.

Primary gains of the target aircraft, such as Kp, Ki and Kff , behave as the inverse of the
dynamic pressure (q̄), while the dependency on altitude is relatively weak and much less
pronounced. The gains Kd and Kq behave in a roughly linear way and decrease in function
of q̄. The evolution of command filters is less straightforward, although one is a lead filter
with constant parameters, while the second is a lag filter that provides increasing lag at higher
dynamic pressure. This lag is also provided at higher frequencies as altitude and dynamic
pressure increase.

4.3.1 Scheduling variable choice and needed polynomial order

Three types of polynomials have been considered:

K(x̄, ȳ) = K00 +K10x̄+K01ȳ (4.15a)

K(x̄, ȳ) = K00 +K10x̄+K01ȳ +K11x̄ȳ +K20x̄
2 +K02ȳ

2 (4.15b)

K(x̄, ȳ) = K00 +K10x̄+K01ȳ +K11x̄ȳ +K20x̄
2 +K02ȳ

2 +K21x̄
2ȳ +K12x̄ȳ

2+

K30x̄
3 +K03ȳ

3 (4.15c)
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where x̄ and ȳ are scheduling variables normalized such that they range between [−1, 1].
The goal of this normalization is to reduce matrix conditioning. Such polynomials have been
successfully used as aircraft gain schedules [28]. Alternative scheduling variables have been
tested by fitting gains in function of different variables (e.g. Mach number). This was done
through classical least of squares to evaluate all coeficient values, giving an R2 value that
characterizes the quality of the fit. Alternative scheduling variable choices achieved very
similar fitting "goodness", w.r.t. visual inspection and R2 values, which is logical as two
scheduling variables fully define a flight point for ISA conditions (e.g. the Mach number can
easily be obtained from (q̄, h)). Best results were achieved with second-order polynomials,
which successfully approximate the 1/q̄ behaviour for primary gains. Although third-order
polynomials achieve better fits for secondary gains, the additional complexity was deemed
too large for the little benefits they brought. Furthermore, some synthesis attempts with
third-order polynomials resulted in gain surfaces having "kinks", justifying not to use them.
Fitting of first-order polynomials in 1/q̄ gave good results, but created significant errors for
secondary gains.

4.3.2 Reference model parameter interpolation

While choosing the reference model parameters with the iterative process described is con-
venient for a few flight conditions, doing so throughout the whole envelope would be time-
consuming. Interpolating a set of parameters that were defined by hand in function of the
only parameter that is imposed (Tθ2) can simplify this process. Figure 4.3 shows this inter-
polation for a single loading, but for a set of flight conditions. Most of the parameters have
a linear relationship with the zero, aside from ωn which may be fitted in function of 1/Tθ2 .
As ζ is imposed, this parameter has a very small correlation with Tθ2 , which is why the R2

of the fit was not computed.

4.3.3 Robustness problems and limitations of reference model parameter inter-
polation

A few syntheses were performed for a single loading and multiple flight conditions, with the
same constraints as the local synthesis, to test the interpolated reference model. To do so, the
tracking requirement was modified to have a unique reference model for each flight condition,
along with the corresponding weight. Doing so yielded good handling qualities. However,
when introducing a range of masses and/or cgs, the tracking achieved was extremely lim-
ited, resulting in poor handling qualities. To eliminate potential scheduling problems, the
same process was repeated for a single flight condition, but multiple loadings, with the same
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Figure 4.3 Reference model parameter interpolation

results. As Tθ2 is independent of the cg position, the same reference model ends up being
used for multiple cg values. As gains are not scheduled w.r.t. the weight nor the cg, the
synthesis is unable to match the (unique) reference model to the vastly different aircraft
dynamics. Although Tθ2 is dependent on the weight, the small reference model variations are
not sufficient to give adequate closed-loop targets. Given the absence of relevant scheduling
variables, imposing a behaviour for a given loading implicitly imposes other behaviours for
the rest of the loading envelope. Although defining a reference model per loading would have
been a solution, this would have led to long design times without any guarantee of being
optimal.

In reaction to this problem, it was decided to let the synthesis tune the optimal reference
model for each synthesis point, allowing the tracking requirement to adapt to aircraft dy-
namics. Handling qualities will instead be met through control of the range each parameter
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of the reference model can take. Assuming a good enough matching, if it is known that
all reference models within a given subspace of parameters are satisfactory references, the
synthesis results should also be satisfactory.

4.4 A priori scheduled controller

In this section, the synthesis methodology for the whole envelope is detailed. Following
the previous discussion, the process that allows to limit the variable reference model to
acceptable parameters is described. To do so, handling qualities are first evaluated on a 4D
parameter grid in (Tcmd , ωn, τcmd , Tθ2). The combinations resulting in unsatisfactory HQs are
then filtered out, giving an "acceptable space" of parameters. To limit parameters within this
space in the synthesis, this discretized 4D space is approximated by polynomials obtained
through a special fitting process. Reference model parameters can then be defined in the
synthesis through changes of variables that allow to limit them within these polynomial
surfaces. Once the variable reference model process has been discussed, updated synthesis
constraints are given. Finally, a process to define the Kff surface prior to the synthesis to
avoid nonlinear problems is established. This process is based on a criterion that ensures the
absence of windup upon command reversal.

4.4.1 Variable reference model

The reference model as defined in section 4.2.1 has six parameters which may change from
one synthesis points to another (TKff , Tcmd , ωn, ζ, τcmd , Tθ2), although Tθ2 is imposed by the
synthesis point. Furthermore, TKff and Tcmd should be set to the same value to maximize the
bandwidths. From the experience gained performing local synthesis, the damping ratio has a
very small effect on handling qualities (so long as it is taken low enough to meet good BW γ

requirements). Good results may be achieved with a fixed ζ, potentially leaving some small
variations accessible to the synthesis for very high speeds (≥ VMo) if needed. Therefore, to
define a space of acceptable parameters that will meet the requirements, the handling quali-
ties of a 3D grid of combinations of (Tcmd , ωn, τcmd) can be evaluated numerically for a given
Tθ2 . The assumption that ζ is relatively constant allows displaying of this space in 3D, which
is useful (arguably essential) for design purposes.
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Evaluating handling qualities from reference models

Since the reference model has been defined for the pitch rate transfer, the evaluation of
handling qualities related to this output can be done directly (Drb, PRO, BW θ, τp, Gibson
criteria). Indeed, even for HQs that should be measured on the complete model, it has been
shown in section 4.2.1 that the SP approximation is adequate for BW θ measurement. It
might be possible to save time by evaluating only the BW θ and not the f180 (as the require-
ments are similar) or not evaluating either the APR or τp (as the low order of the reference
model yields good characteristics). The PRS will be addressed in the following pages, as this
HQ is dependent on the reference model gain, which is affected by parameters other than Tθ2 .

For HQs that apply to other transfers, approximations from section 3.3.1 may be used to
evaluate the corresponding HQs (in nz, γ or α). Note that the BW γ cannot be explicitly
enforced with this methodology, since the SP reference model is not representative of the full
model for the flight path response. Nonetheless, from the results shown in section 4.4.1, this
HQ seems controllable indirectly through the reference model when performing a synthesis
on the whole envelope, despite the poor correlation that was observed for local synthesis.

Special modifications for the pitch rate sensitivity In the previous section on local
synthesis, no guidelines for reference model parameters were given for the PRS. This is
because this HQ was only verified after each local synthesis. For the few problematic cases,
changing the damping ratio generally solved the problem. The majority of these syntheses
were performed on a loading located around the centre of the envelope, which might have
increased the chances of this happening. Furthermore, attempts to significantly change the
PRS by changing the reference model parameters usually required the degradation of some
other HQ outside of the desired bounds. This became problematic for the synthesis on the
whole envelope, as the PRS of some flight conditions degraded to an unacceptable extent when
left unchecked. The main difficulty of limiting the PRS with the variable reference model
is that this HQ is dependent on the system’s steady-state gain, which varies in function of
the scheduled and unscheduled variables. While open-loop aircraft gains can be accounted
for with dynamic pressure and altitude, the gain used to approximate the envelope limiting
functions for small amplitudes is not negligible. This gain is dependent on the loading of
the aircraft, as heavier aircraft will fly at higher α, usually resulting in more interactions
with envelope limiting functions. It is important to note that no tunable gain can affect the
reference model steady-state gain (as can be inferred from eq. 4.1). For each new variable,
the design of the reference model is significantly more complex as the number of design points
increases exponentially, even if local limit design may be done in a 3D space.
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The first solution tested was to simply fit the upper and lower system gain boundaries
throughout the whole envelope in function of Tθ2 . The reference model parameters could
then be limited by ensuring the PRS was adequate for both boundaries. While extremely
conservative, this approach has the benefit of keeping the same number of design variables.
To do so, the steady-state reference model gain was computed for all available design points,
shown in figure 4.4. Note that the peak variation obtained this way is larger than the
difference between the maximum and minimum PRS requirements. This means that it is
impossible to meet the requirement through this approach.

A similar solution that yielded satisfactory results was to define similar boundaries in function
of Tθ2 for each design altitude. Although this adds a design variable, the number of design
altitude is relatively small and design in function of the altitude is already necessary. Indeed,
the current control law achieves very small linear overshoots at low altitudes, while at medium
and high altitudes they are much larger. This behaviour change is due to strong nonlinearities
in the aircraft Cm (pitch-up effect) in transonic regime. This degradation is addressed by
control laws that are intended to deal with nonlinearities, which are omitted in linear HQ
evaluation. Looking at each altitude slice separately, the worst-case variations are smaller
than the design requirements, which allows to achieve satisfactory performance. A 3D view
of the reference gain in function of altitude is given in figure 4.5.
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Figure 4.4 First attempt to limit the PRS
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Figure 4.5 Reference model gain in function of altitude

Correlation between the reference model and system flight path bandwidth Fig-
ure 4.6 shows the error between the reference model BW γ and the corresponding value on the
closed-loop system for a synthesis (a negative error means the aircraft has better bandwidths
than the reference model). Note that this synthesis was performed with a different flight and
loading envelope. The standard deviation of this error is approximately 0.06. Although this
is not expected to allow precise control of this HQ, it is still small enough to limit significant
degradations and was sufficient to achieve good results.
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Defining reference model parameters limits for the synthesis

Figure 4.7a shows the boundaries of the upper and lower ωn limits of the acceptable param-
eter space for Tθ2 = 1.93, ζ = 0.6 and level 1 HQ limits. To obtain these parameter limits,
handling qualities were computed over a grid and parameter combinations that resulted in
HQs outside the desired ones (e.g. Drb < 0) were filtered out. The range of parameters in
the grid was heavily based on the range of values used by the interpolated reference model.
After a first HQ evaluation, it was adjusted when the portion giving acceptable HQs was
significantly truncated. While this whole acceptable space would ideally be accessible to
the synthesis, implementing this in the MATLAB H∞ framework is problematic. Indeed,
tunable parameters declared with the function realp may have fixed numerical upper and
lower bounds, but not functions dependent on other parameters. Inscribing a rectangular
prism within the allowable limits would be extremely conservative, despite improving results
compared to a fixed reference model.

Before presenting the final approach used for parameter limitation, it is interesting to men-
tion that the constraint presented in (4.16) was first used to limit ωn in function of τcmd and
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Tcmd . This constraint is formulated as a gain limit for an artificial transfer. This gain is
the distance between ωn and a median plane µ(τcmd,i, Tcmd,i), normalized by the maximum
allowable distance σ(τcmd,i, Tcmd,i). Using this constraint and limiting the other two parame-
ters explicitly (resulting in a rectangle) yields significant improvements over a simple cuboid.
Nonetheless, the constraint in ωn degrades the convergence of the synthesis.

G2,i =
∣∣∣∣∣
∣∣∣∣∣µ(τcmd,i, Tcmd,i) − ωn,i

σ(τcmd,i, Tcmd,i)

∣∣∣∣∣
∣∣∣∣∣ ≤ 1 (4.16)

The second tested methodology was to add a similar constraint in Tcmd , allowing to cover
most of the acceptable space. This resulted in unacceptable convergence degradation, which
allowed to identify the weakness of this type of constraint. When this type of formulation
is used, the dependency of the limited quantity w.r.t. other parameters is highly implicit.
For example, the partial derivative for τ or T would not take into account the performance
change from a potential increase of the ωn limit. This is the best explanation found for the
convergence degradation, although it remains very high level and qualitative.

The final approach is based on two changes of variables that make the dependency of param-
eter limits explicit :

Tcmd = µT (τcmd) + σT (τcmd)ρT , ρT ∈ [−1, 1] (4.17a)

ωn = µω(τcmd , Tcmd) + σω(τcmd , Tcmd)ρω, ρω ∈ [−1, 1] (4.17b)

where τcmd , ρT and ρω are tunable variables with explicit bounds, while µi(...) and σi(...)
are polynomial surfaces that correspond to the mean value and maximum deviation from
the mean value. This change of variable allows to limit both values according to a maxi-
mum distance from a nominal value. When implementing these limits in MATLAB, it is
important to minimize the number of times each tunable parameter appears by factorizing
expressions, as these parameters are unique to every synthesis point. Although MATLAB
does not detail how tunable parameters are handled internally, it seems that every instance
is stored independently, including duplicated variables. This is why b = 2*a or b = a*(1 +
a*(1+a)) will take roughly half the memory that unfactorized expressions would have used
(b = a + a or b = a + a∧2 + a∧3). Although this is negligible for small systems, the
variable change creates a significant amount of parameter duplication (due to µ and σ). This
resulted in large tunable arrays (up to ≈ 3 Gb) leading to large RAM use and long .mat file
saving times. Factorizing expressions allowed to reduce the size of synthesis data by a factor
of 2. Finally, ωn limits have a 1/x behaviour making the surface concave. Fitting 1/ωn (see
figure 4.7b) gives limits that are more convex, generally improving the quality of fits.
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(a) Acceptable parameter space for ωn (b) Acceptable parameter space for 1/ωn

Figure 4.7 Acceptable parameter space

Definition of limiting surfaces As the synthesis is expected to be limited by stability
margins and by reference model parameter limits, a larger accessible parameter space should
yield better reference matching. The definition of µ and σ limits should therefore maximize
the region accessible to the synthesis, while staying within the acceptable space. As the
ωn limits are valid for a single value of Tθ2 , interpolation of µ and σ in function of Tθ2 is
needed to map all values of Tθ2 within design limits, allowing to avoid limit computation
for each zero used for design. It is assumed that a fine enough grid will allow to correctly
limit the reference model values. This results in two interdependent interpolation layers.
Due to the discrete nature of the fitted data, performing locally optimal (w.r.t. Tθ2) fits and
interpolating them gives oscillating and/or sub-optimal results. The methodology described
here will be optimal with regard to the cost function:

J = 1
2

N∑
i

f(e1,i)2 + f(e2,i)2 (4.18)

with:

e1,i = Qmax,i − µ(xi, Tθ2,i) − σ(xi, Tθ2,i) (4.19a)

e2,i = µ(xi, Tθ2,i) − σ(xi, Tθ2,i) −Qmin,i (4.19b)

where f(e) characterizes the "goodness" of the fit, Qmax is an upper bound on the limited
value, while Qmin is a lower bound. The vector x corresponds to the polynomial basis of
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independent variables, aside from Tθ2 (e.g. [1; τcmd ;Tcmd , ...]). This formulation gives positive
errors when the accessible space is within [Qmin, Qmax ], allowing the use of an asymmetric
cost function to penalize fits that are not conservative enough. Although a classical least of
squares (e.g. f(e) = e) is a good first choice, f(e) = ln(c + e) allows to specify a degree of
conservatism (through c) which is interesting for design. With this cost function, it is essential
to monitor the iteration gain and initial conditions to ensure the gradient is bounded. As µ(x)
and σ(x) (surfaces evaluated for a given Tθ2) must be implemented in the H∞ framework,
it is difficult to define these surfaces with other functions than low order polynomials. On
the other hand, more freedom exists for the interpolation in Tθ2 . Nonetheless, attempts to
optimize numerically piece-wise functions (linear interpolation or Akima interpolation [61])
were not successful due to excessive dependence on initial conditions. This is why this second
interpolation layer will also be done with polynomials. The main drawback of polynomials is
that the use of a high-order (compared to the number of points) will result in oscillations. As
a relatively high order is needed to obtain good fits, one must ensure to have a fine enough
grid in Tθ2 . Variables to optimize can therefore be written as :

µ(x, Tθ2) or σ(x, Tθ2) ≡
[

p0Tθ2 p1Tθ2 ... pnTθ2

]

x1

x2

...

xn

 (4.20)

where Tθ2 is a set of powers of Tθ2 arranged in a column, pi is a set of coefficients (pij, in
a row), such that piTθ2 gives a coefficient (pi) of µ that is evaluated for a Tθ2 value. These
evaluated coefficients may then be multiplied by their corresponding xi (some power and
combination of the independent(s) variables, i.e., τ and/or T ) to obtain µ. It is possible to
define σ in a similar way. Note that variables may be normalized within [−1, 1] to avoid
numerical problems. Therefore, the derivative of µ(xi, Tθ2,i), where i is the data point, with
regards to each coefficient in µ (pµ)is :

∂µ(xi, Tθ2,i)
∂pµ

= (4.21)[ [
1 Tθ2,i ... Tm

θ2,i

]
x1,i

[
1 Tθ2,i ... Tm

θ2,i

]
x2,i ...

[
1 Tθ2,i ... Tm

θ2,i

]
xn,i

]
where m is the order of the Tθ2 interpolation polynomial. It is clear that the derivative of µ
with regard to σ coefficients (or the opposite) is 0 and that the derivative of σ with regard to
its coefficients results in the same expression. It is interesting to remark that this derivative
is not dependent on the fit coefficients, allowing to compute this only once.
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The gradient to use for the numerical optimization can therefore be written as (making
abstraction of f(e)) :

∂J

∂p
=

N∑
i

f(e1,i)
∂f(e1,i)
∂e1,i

(
−∂µ

∂p
(xi, Tθ2,i) − ∂σ

∂p
(xi, Tθ2,i)

)
+ (4.22)

f(e2,i)
∂f(e2,i)
∂e2,i

(
∂µ

∂p
(xi, Tθ2,i) − ∂σ

∂p
(xi, Tθ2,i)

)

This allows to use a first order solver described in algorithm 2.

Algorithm 2 First order solver for the definition of limiting surfaces
1: Compute locally optimal surfaces for all discrete Tθ2 values.
2: Interpolate these parameters and initialize the coefficients of µ to the interpolated values.
3: Initialize σ as a small positive constant surface (increases odds of initial conditions within

[Qmin,Qmax ]). Compute ∂J
∂p and J(p)

4: Update ptmp = p − kiter
∂J
∂p

⊤

5: Compute ∂J
∂ptmp

and J(ptmp). If they are bounded and real (ln(< 0) returns a complex
number in MATLAB), p = ptmp and loop over step 4, else reduce kiter and discard ptmp.
Continue until ||p − ptmp|| < ϵ

Bounds on the considered values of τcmd in function of Tθ2 may be found using a similar
fit (but here the upper and lower limits may be independent, as these bounds are constant
for a single Tθ2). The limits for Tcmd and 1/ωn may be evaluated sequentially. As surfaces
are expected to cover the majority of the acceptable space, this should not impact their
optimality significantly. The limit in Tcmd is therefore defined in function of (τcmd , Tθ2),
while 1/ωn is defined in function of (Tcmd , τcmd , Tθ2).

Flight conditions with high Tθ2

As explained when the dropback margin was introduced in section 4.10, Tθ2 imposes a per-
formance limit on the system in the bandwidths versus Drb trade-off. This may also be
interpreted as a compromise between keeping an acceptable dropback (by placing a pole near
Tθ2), while also meeting good settling times in nz (affected by the new pole). The acceptable
parameter space is relatively small for values of Tθ2 around ≈ 0.5 for level 1 HQs, then gets
bigger as the zero increases. Above values of ≈ 2.0, the space gets smaller and becomes ex-
tremely small for values near 3.0, after which the space gets too small to be captured without
a very fine discretization. This means that for exceedingly large zero values, it becomes im-
possible to satisfy the requirements. As seen in section 3.5b, this happens for some synthesis
points. Such points with Tθ2 > 3 are ignored in the synthesis.
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4.4.2 H∞ constraints for the scheduled synthesis

Overall, synthesis constraints are very similar to those in section 4.2.2:

Constraint 1: A stability requirement to enforce good stability margins. For most condi-
tions, these are gain margins of 6 dB and phase margins of 45◦.

Constraint 2: A minimum damping requirement for poles in the SP frequency range to
ensure adequate damping. This requirement was added as some iterations for low reference
damping degraded further than intended.

Constraint 3: A modified reference tracking requirement to enforce HQs. As the reference
model is unique for each point, the same is true for the weight (W1). The function W1,1

corresponds to the RMS norm of the reference model band filtered in [0.1,20] rad/s, which
corresponds to the frequency range where HQs are measured. When performing a synthesis
on multiple points at once, points where the reference model gain is large would be dispro-
portionately penalized. As this is a dynamic norm, it is dependent on the reference model
parameters. For scheduled synthesis, it should be updated in-between synthesis iterations
(e.g. RelGap values) when multiple points have HQs beyond those imposed. Although this
results in additional complexity, this performs better than simply using the steady-state gain.
For large synthesis envelopes where only a few points degrade, manually increasing their W1
value (only for the loading and flight condition in question) generally solves the problem.

Constraint 4: The same requirement to limit high-frequency command use as the one used
previously (W2).

Table 4.3 Scheduled synthesis constraints

Objective Constraint Type Model Weight
Stability Margins Hard Full TuningGoal.Margins

Minimum SP damping Hard Full TuningGoal.Poles
Tracking Hard SP W1

RelGap Minimization Soft N/A 1/RelGaptgt

Command Use Soft SP W2
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W1 = 202

(s+ 20)2
1

W1,1RelGap
(4.23a)

W1,1 =
∣∣∣∣∣
∣∣∣∣∣
(

s

s+ 0.1

)2
Ref (s)

( 20
s+ 20

)2∣∣∣∣∣
∣∣∣∣∣
2

(4.23b)

Synthesis constraints are summarized in table 4.3. A systematic method to adjust RelGap
and Ponderation may be used. First, a synthesis is performed with a very high Ponderation
(effectively ignoring the requirement) to see the best achievable RelGap. Then, a second syn-
thesis is run with RelGap slightly below the achieved value and Ponderation ∈ [1.5, 2.5].
While these steps may not be necessary for local synthesis, they streamline the design pro-
cess with the scheduled synthesis. This process also allows to see the best handling qualities
achievable, eliminating the OLOP from the limiting factors.

4.4.3 Pre-fitted Kff surface

During the design process, the Kff gain had a strong tendency to increase with dynamic
pressure, which does not correspond to the use intended for this gain. From a nonlinear
point of view, the "ideal" feed-forward would correspond to the steady-state deflection of the
elevator, although this is dependent on the mass and cg of the aircraft, which are unavailable
for scheduling. Figure 4.8 shows the behaviour of this deflection in function of the dynamic
pressure. There are multiple z points for a given x, y couple due to different loadings being
displayed. Still, this gain should decrease with the dynamic pressure. It is important to
note that although this gain behavior is undesirable according to designer experience, HQs
obtained were excellent. Upon validation of the peculiar Kff on the non-linear model, over-
shoot problems (w.r.t. envelope limiting functions) were present for stick reversals in α and
θ. These problems were attributed to integrator windup. Indeed, if for some mass and cg
conditions the feed-forward is greater than the steady-state elevator deflection, the integrator
must converge to a negative input (overcorrect in the opposite direction), resulting in heavy
commands upon input reversal (high Kff and high initial integrator condition). This problem
was solved by ensuring the steady-state integrator value was positive. Constraints for the
gain surfaces that were developed to solve this problem are developed in annex D, as they
may be useful for different problems related to gain behaviour. Although these constraints
allowed to solve α overshoots, the low speed behaviour of the gains obtained remained un-
satisfactory as the resulting gain surfaces were nearly constant. This problem was solved by
fitting the Kff surface to an upper boundary that ensures no windup. Note that limiting
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the Kff surface resulted in the synthesis being unfeasible, even for hard constraints alone
(stability constraints) when keeping the PH mode for all flight conditions as discussed in
section 4.5.3.

Figure 4.8 Steady state elevator deflection in function of q̄

In an attempt to verify whether the main cause of nonlinear overshoots was truly integrator
windup, a maximum Kff surface has been defined and tested on the nonlinear model. To do
so, the minimum (over the loadings) steady-state gain of the C* command to elevator deflec-
tion transfer was computed for each flight point. Following the reasoning given previously,
ensuring that the Kff surface stays below these points should eliminate windup problems.
Therefore, using a surface that approximates these points should constitute an adequate
feedforward surface. Although such a surface could be obtained with a least of squares, this
approach would not penalize points above the fitted data. The fit should be strictly below
these points, which calls for a peculiar cost function.
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Let ei = yi−f(xi), the fit error at point i in function of scheduling variables x, a cost function
that achieves the desired behavior is :

J =
∑

i

ln2(c+ ei) (4.24)

where c is a constant that allows to adjust the degree of conservatism with regards to being
strictly below the fitted data as seen in figure 4.9.
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Figure 4.9 Cost in function of the fitting error and value of c

The gradient to use (with an algorithm similar to 2) is:

∂J

∂p
=
∑

i

2 ln(c+ ei)
c+ ei

∂ei

∂p
(4.25)

where p are the coefficients of the polynomial being fitted (e.g. f = p0 + p1x̄+ p2ȳ + ...).

Equation 4.25 is not bounded when the surface is above the data by more than c for one
point. Nonetheless, ensuring the initial surface is below the points to fit (e.g. Kff (q̄, h) = 0)
and reducing the iteration gain whenever an iteration overshoots to an unbounded gradient
allows to obtain good fits, as shown in figure 4.10.



85

Figure 4.10 Pre-fitted Kff

Although initially intended for validation of the criteria for windup, synthesis with the pre-
fitted feedforward performed better in nonlinear tests. Furthermore, syntheses with the Kff

fixed to the surface obtained with this methodology do not seem to be significantly penalized
compared to constrained surfaces when it comes to reference model matching. This is why
this methodology was retained, as it was able to achieve better nonlinear behaviour, with
little to no HQ degradation compared to other approaches.

4.5 Other considerations for the synthesis

When introducing the methodology with the variable reference model, high-level details were
given. This is because a designer using it has a large amount of freedom when time comes
for implementation, making it difficult to go into more details (e.g. limits polynomial order)
without giving instructions that would be irrelevant for a different aircraft. This section
intends to identify where such design choices must be taken and give general guidelines for
future application of the methodology. Convergence problem observed and initial conditions
are then discussed
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4.5.1 HQ limits for the reference model

The primary factor that determines whether it is possible to achieve good reference model
matching is the size of the acceptable space. Small spaces are problematic because there may
not be enough room to account for the dynamics of different loadings. Conversely, needlessly
large spaces may result in under-constraining the problem from the point of view of han-
dling qualities. H∞ synthesis relies on the minimization of the worst-case design objectives,
meaning that all "non-limiting" constraints are essentially ignored. If the acceptable space
is exceedingly large, the synthesis will converge towards an optimum that either minimizes
RelGap or the command use. There is no guarantee that such an optimum will be in the
centre of the space, which is often closer to the designer’s intent. The best procedure for
defining HQ limits is to first run a synthesis for "minimalist" design requirements to get an
idea of what is achievable. HQ limits may then be tightened progressively as desired. It
is often difficult to see what has limited a synthesis that is too stringent (as performance
is degraded for multiple design points), while it is easy to identify where improvements are
needed. It is expected that a completely new design (where no prior estimate of what HQ
can be achieved) will require some iterations of the HQ limits.

4.5.2 Use of different ζ values for the reference model

As previously mentioned, a fixed value of ζ is required to allow the design of parameter limits
in 3D space. A value of 0.6 is satisfactory for the considered target aircraft, as values below
≈0.55 were found to lead to long settling times (due to large undershoots that start exiting
the settling criteria). Values above 0.8 result in problems for the bandwidths and OLOP. Still,
it is expected that (if it was possible) letting the damping ratio as a free tunable parameter
should help to achieve better reference matching. By leaving the damping ratio tunable
within a small range where the corresponding HQ degradation is small (e.g. [0.55,0.65]),
it was found that better reference matching could sometimes be achieved. Nonetheless, it
must be noted that this approach has the potential to converge to unacceptable HQs due
to deviations from HQ evaluation, potentially making the additional matching ineffective,
especially if the range given is too large.

4.5.3 Need for applying stability margins on the SP

The TuningGoal.Margin requirement has an implicit pole stability constraint, meaning that
the transfers on which this requirement is applied must be strictly stable. This is problematic
for the synthesis, as the phugoid may be unstable. As the C* architecture does not have a
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great effect on this mode, synthesis with a stability requirement on the full model for such
conditions will either result in the incapacity to meet the stability margins or difficulties sig-
nificant enough to heavily penalize the reference matching. This is why such flight conditions
had stability margins enforced on the SP model.

4.5.4 Notes on the linearization of envelope protection functions

Although envelope protection functions have an effect on the stick position to nz command
slope (hence the gain linearized for small amplitudes), they also have dynamical effects. The
linearization of this component is separated from the longitudinal gain path and consists
of an isolated block that biases the nz,cmd depending on sensor measurements. Figure 4.11
illustrates this. Handling quality assessment should be performed on the full closed-loop
system for maximum accuracy. Nonetheless, synthesis performed with this component often
fail because the reference model is no longer representative of the closed-loop. Indeed, this
component often introduces a bias even at steady-state, effectively deviating from 1 C*, which
causes problems. While the reference model could be modified to take this into account, the
effect of these dynamics on most handling qualities was found to be negligible and remained
qualitatively small when the aircraft was close to an envelope limit (e.g. high weights at low
speeds). The synthesis is therefore done without this component and performance is validated
afterwards. No problematic performance degradation was found with this process. One very
important note is that these functions have a significant effect on stability margins. Gains
that seem to respect stability margins in absence of the protection linearization may fail the
requirements when evaluated on the full linear model. This is why two sets of linear models
should be used for synthesis: a reduced SP linear model without the envelope protection for
reference model matching and a second model (full order or reduced SP) that includes the
command generation for stability requirements. See section 4.5.3 for details on why use the
SP approximation even for the stability margins.
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Figure 4.11 Linearization of the envelope protection functions dynamics

4.5.5 Initial conditions for the synthesis

Throughout literature, the common trend is to initialize structured H∞ synthesis for rela-
tively small problems with random values [2]. This approach is based on the fact that, since
structured H∞ may only reach a local optimum, trying multiple values that hopefully span
multiple regions of convergence should help in finding better optimums. While this approach
is convenient for small problems and allows to get results even without prior estimates of the
gains, it becomes impractical as problem size increases.

On top of significant computational costs related to running multiple times the same (large)
synthesis, one may expect an increase in the number of local optimums. These problems are
especially relevant to the use case described in previous sections, as the reference model itself
is tunable, resulting in a large number of degrees of freedom. To alleviate such problems,
initial conditions for gains were instead set to polynomial interpolations of gains obtained
by "classical" means for different aircraft variants. Similar approaches were effective with
various gain estimates, whether from classical design [27], or from interpolation of local
synthesis (effectively creating a crudely scheduled controller) [57]. In addition to providing
a realistic guess that would be available for new aircraft, these gains also exhibit the desired
behaviours (i.e. higher gains for low dynamic pressure). This increases the odds of keeping
these desirable characteristics, instead of converging to gains that perform well on the LTI
model, but that go against "design experience" and are likely to suffer from difficulties on
non-linear models.
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For the reference model, two initial condition options were tested:
Option 1: Using the interpolated reference model as initial conditions.
Option 2: Using the interpolated reference model as initial conditions for τcmd and initial-
izing ρT and ρω to 0.
In general, the second option seems to result in the best convergence proprieties, although it
is difficult to compare these options without doing a large survey on many problems, which
was not deemed important enough.

4.5.6 Modifications to systune to improve convergence proprieties

Description of the systune algorithm for multi-objective synthesis

From MATLAB documentation [62], the systune algorithm solves:

min
x

max{αf(x), g(x)}, s.t. g(x) ≤ 1 (4.26)

where x are tunable variables, g(x) are hard constraints, f(x) soft constraints and α a variable
(scalar) weight. While the quantity of information on this algorithm is relatively limited, [2]
gives a high level description for solving an equivalent problem:

min
x

max{f(x), µg(x)} (4.27)

This article was written Pierre Apkarian, one of the main contributors to the systune func-
tion. The core of the function is a bisection algorithm on µ to solve g(x) = 1. Each evaluation
of the constraints for a given µ corresponds to a single H∞ problem. To achieve better com-
putational times and better overall results, the result from the last sub-problem is always
used as initial condition for the next sub-problem. The optimization logic is shown in algo-
rithm 3. Note that step 3 comes from the fact that in a "worst case" were both f(xf ) and
µg(xf ) are active constraints, f(xf ) ≈ µg(xf ), hence the upper bound of µ ≈ f(xf )/g(xf ).
For the presented constraints, it is simpler to implement the α variant since there are less
soft constraints. Setting α = 1/µ allows to do so. Indeed, for J = minx max{f(x), µg(x)},
this substitution gives J = minx max{f(x), 1

α
g(x)}. Multiplying both constraints by α does

not change the problem (making abstraction of the solver and its implementation), hence the
equivalence of both methods. This variant also has the advantage of always respecting hard
constraints (when the synthesis is successful).
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Algorithm 3 Multi-objective optimization with soft and hard constraints, from [2]
1: Initialize µ_ = 0
2: Find a strictly feasible point such that g(xf ) < 1
3: Initialize an upper bound on µ : µ− = f(xf )

g(xf ) . Set µ = (µ− + µ_)/2
4: Stop if |µ− − µ_| < ϵ, else solve the problem for µ
5: If g(x) > 1, set µ_ = µ, else set µ− = µ.
6: Update µ and loop over 4

Convergence problems observed

The first convergence problem that was identified with systune is shown in figure 4.12. This
figure corresponds to the output of the systune function with the display option set to sub,
which displays information on each sub-problem solved. At the first sub-problem (initial con-
ditions already satisfied the hard constraints), the algorithm breaches the hard constraints
and is unable to go back to the initial "valid" solution. In this example, the synthesis wasted
a significant amount of time without improving results.

The most likely cause for this problem is that the synthesis overshot to a different point
of convergence, which is not acceptable as g(x) > 1, and that this point is more attractive
than the initial one. If this hypothesis is true, using the last synthesis where g(x) ≤ 1 as
initial conditions will ensure that it is impossible to re-use a synthesis that converged to
an unacceptable point. This has been able to solve this type of convergence difficulty for
all syntheses attempted since this modification. Furthermore, this convergence problem was
related to the first limits used for the reference parameter limiting. Although this was not re-
evaluated, synthesis with (4.17a) are not expected to suffer from this problem, even without
modification.

Figure 4.12 Typical convergence problem with systune
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A second difficulty observed on large problems is the existence of multiple solutions for the
parameter α. As systune uses the α version of the algorithm, a strictly feasible solution is
found using α = 0.1. This parameter is then increased progressively until an upper bound
is found. While this is valid for problems with a unique solution, when multiple optimums
exist this often results in finding a solution with a low α. This is problematic since solutions
with higher values will achieve better f(x). Indeed, since αf(x) ≈ g(x) ≈ 1, 1/α gives a
very good approximation of the soft constraint that will be achieved. In figure 4.13, the
same constraints were used on the same problem, but different initial conditions, termination
criteria and initial values of α for the feasibility synthesis were used. It should be noted that
the synthesis that achieves the best results converged in the most sub-problem calls and run
time (51 hours). If these problems were to be run sequentially, one can easily understand
how this would significantly limit design iterations (e.g. on reference model parameters).
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Figure 4.13 Multiple optimums problem with systune

In this figure, it can be seen that the optimums (g(x) = 1) behave quite erratically from one
synthesis to another, even if the problem is essentially the same and only initial conditions
or solver parameters are changed. Furthermore, the assumption that lower values of α will
yield lower values of g(x) does not hold globally. Given the erratic behaviour observed and
the fact that each sub-problem takes multiple (if not tens of) hours to run, it is more inter-
esting to let the choice of α to the designer (possibly using a similar plot to choose which
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α try). The sequential process of systune is beneficial when g(x) < 1, as running a new
synthesis from the best initial conditions generally results in better values of α being achiev-
able. Indeed, running anew a synthesis for a value of α that was already attempted and failed
can work for initial conditions resulting from a higher α than what was previously attempted.

On the other hand, this sequential process results in significant time losses when g(x) > 1,
as these results may not be used as initial conditions due to the first problem presented. The
best compromise found is to run parallelized batches of sub-problems simultaneously, greatly
reducing the probability that they all yield g(x) > 1, and always using the best initial con-
ditions available at the start of each batch. The values of α to try are ultimately dependent
on designer experience and the knowledge of what values of RelGap gives good HQ. When
such knowledge is not available, using an exponential spread (similar to systune) can be a
last resort. This effectively solves the problem observed in 4.13. Furthermore, as reference
matching can be inferred from 1/α, one can know what to expect from each synthesis assum-
ing it succeeds, allowing to terminate the process early when additional sub-problems would
offer virtually no improvements over already achieved results.

This process is summarized in algorithm 4, where nc is the number of cores available for
the synthesis. Note that running a parallelized bisection method is always possible near the
end of the process, or using a method such as [63] that offers an order of convergence pro-
portional to the number of threads with no derivative and reasonable assumptions for root
finding. Nonetheless, the evolution and unpredictability of the bounds seem too severe to
justify the use of root-finding algorithms.

Algorithm 4 Multi-objective optimization with soft and hard constraints guidelines
1: Choose nc values of "low" α (0.1 is a good reference point) and launch said nc synthesis,

achieving g(x) < 1 for at least one.
2: Choose new values if this is not the case (running a synthesis with α = 0 allows to verify

if the problem is feasible).
3: Choose the synthesis that yielded the lowest f(x), subject to g(x) < 1, and use it as

initial condition.
4: View previous synthesis results in a plot similar to figure 4.13 and choose nc values of α

such that all of the tested values result in significant improvements of f(x) over already
achieved synthesis.

5: Loop over 2 while significant progress is judged achievable. The use of gradient-less
root-finding algorithms may be used for final iterations.
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4.6 Conclusion

In this chapter, a methodology to perform gain scheduling through structured H∞ has been
developed. This methodology is based on the respect of stability margins, limiting the high-
frequency command gain and reference model matching. To allow sufficient flexibility w.r.t.
the wide range of dynamics that result from the lack of loading information, this reference
model is different for each synthesis point and is tuned by the synthesis. The space accessible
to reference model parameters is limited to a sub-space with the desired handling qualities,
ensuring good HQs so long as the reference matching is adequate.

Given the number of parameters required to define the reference model throughout the enve-
lope, it is clear that some fine-tuning is required to obtain optimal results with this method-
ology. As the synthesis process is fairly time-consuming (≈12 hours with the envelope used),
the need for these iterations is the main drawback. Nonetheless, the overall design effort
remains significantly reduced compared to classical methods, as the design can be done by a
single designer who is free to perform other tasks while the synthesis is running.
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CHAPTER 5 CONTROL LAW BY EQUATIONS (G*)

The concept of control law by equations (called G*) was developed in recent years by Airbus
[46], [47] to address some conceptual problems of gain scheduling:

• Flight tests often allow to refine aircraft models, leading to gain re-design.

• Gain scheduling leads to dissimilarities of control laws between aircraft, due to archi-
tecture change risks.

• Changes to hardware components (e.g. control loop delays) may lead to gain re-design.

• When using a large number of scheduling variables, table interpolation may lead to
significant computational loads.

Furthermore, from experience gained through structuredH∞ synthesis, additional weaknesses
may be identified with regard to modern gain optimization process:

• Most gain optimization methods (including many approaches in literature, e.g. [24])
rely on the capacity of designers to give HQ targets to meet during the optimization
process. In many cases, the fine-tuning of handling qualities is complex and iterative,
due to the necessity of exploring what the aircraft can achieve through the optimiza-
tion process. This is justified by the fact that some handling qualities become mutually
exclusive near envelope limits. In other words, the designer must perform a first synthe-
sis with an initial HQ guess to then adjust the target handling qualities from previous
synthesis results. This increases design time, as the optimization process is generally
time-consuming.

• The gain design problem seems qualitatively under-constrained when only considering
linear HQs. This can be seen either by the need to pre-define the feedforward in H∞

design or by the need to remove lead-lag filters in series. Obtaining gains that per-
form well in the linear model does not guarantee good nonlinear results when designer
experience is not respected.

These weaknesses are addressed by the G* methodology that will be developed in this chapter.
While the first set of limitations is handled by the G* philosophy in itself, which will be
described in the following paragraphs, the second set is addressed through the methodology
developed in section 5.3. The nonlinear design will then be discussed to address some of the
strong hypotheses used in linear design.
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5.1 Description of the G* philosophy

Paraphrasing the description given in [47], a G* control law is composed of a cascade of
equations, which computes gains to achieve lower-level objectives up to higher-level ones,
in real-time. This computation starts with a simplified aerodynamic model and feedback
(sensor) dynamics, ensuring good lower-level performance (e.g. C* tracking) through pole
placement. The corresponding closed-loop transfer function is obtained as part of the pole
placement process, allowing to repeat it for higher-level control loops (e.g. autopilot func-
tions), using the same generic functions. The only functions which may not be designed
with this methodology are aircraft structure-specific functions (e.g. ASE filters), although
gain dependency with regards to these elements is limited through the feedback dynamics
approximation used for gain computation. This approximation can easily be changed from
one aircraft to another.

In the case of the longitudinal control law, the architecture includes a linear loop (classical
longitudinal gains and autopilot) on top of a nonlinear control loop. The simplified aerody-
namic model is developed under the assumption of linear aerodynamics; for a given Mach
(and other relevant quantities), aerodynamic coefficients are assumed to be constant, neglect-
ing nonlinearities due to the angle of attack. Recalling the gain-scheduling discussion from
chapter 2, the use of scheduling variables that change "quickly", such as α, is likely to give dis-
continuous gain surfaces and lead to implementation problems. Furthermore, as coefficients
can evolve in discontinuous or abrupt ways near stall, tabulation of these phenomenons is
difficult (as was shown), resulting in gain discontinuities. Instead, such nonlinearities are
addressed by the nonlinear control law. In other words, linear gain design is done for low
angle of attack behaviour, while the nonlinear loop will attempt to match the expected linear
behaviour. As gain computation is done in real-time, it is necessary to use simple equations,
hence the need for a good analytical understanding of the aircraft. The appeal of real-time
computation is double; this avoids tabulation of gains and nonlinear laws will make use of
aircraft aerodynamics in real-time. Nonetheless, the control law remains deterministic, in the
sense that classical gain schedules could be computed if desired, a key feature for validation.

5.2 Pole placement algorithm

Effective and computationally simple pole placement is at the heart of the G* methodology.
Although the example shown in [47] is for nz tracking, it is easily generalized to other ar-
chitectures. The main difference will be how to use the additional degrees of freedom of the
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controller. This section will describe the application of the G* concept to the "main gains"
of the C* architecture presented, while closed-loop objectives will be addressed in the next
section. For implementation, matrix inversion should be done analytically to avoid iterative
inversion, limiting the maximum size of the matrix that can be inverted to 3 × 3 or maybe
4×41. Real-time iterative matrix inversion has been successfully implemented in the military
aviation context [31]. Nonetheless, commercial aircraft validation processes are much more
stringent which is likely to result in conservative hardware specifications. As cost reduction
is a much more important aspect than in military applications, iterative inversion is seen as
problematic.

5.2.1 Equivalent feedback filter

Pole placement is done considering an approximation of the system dynamics that are not
from the rigid modes of the aircraft. The transfer function to approximate should include
all non-aircraft dynamics, that is, actuators, ASE filters, sensors, etc. Doing so has a double
advantage, as this both removes dependency w.r.t. aircraft-specific architecture, while also
reducing the order of the system and allowing the use of analytical tools. These dynamics are
approximated by a second-order filter as suggested by [47]. To do so, the magnitude response
of the feedback transfer is matched at a given frequency and an octave lower. The solution
to this problem is developed in annex C for completeness, although it is taken from [47].
If this failed to meet the desired performance, this task would be straightforward through
structured H∞ synthesis. As the slowest dynamic in the transfer is the acceleration filter
pole at 10 rad/s, this frequency can be chosen as ω1 and will approximate the feedback path
well in the piloting frequency band.

The other portion of the equivalent feedback is the approximation of the loop delay (Teq),
the sum of the delays of all components, as a second-order pade which is given by :

Fpade(s) =
Teq

2

12 s
2 − Teq

2 s+ 1
Teq

2

12 s
2 + Teq

2 s+ 1
(5.1)

5.2.2 Pole placement

Pole placement is done considering a generic architecture that is regulating the output E,
an equivalent feedback quantity, as shown in figure 5.1. Note that KEc is a feed-forward
gain, meaning it will have no effect on pole placement. The appeal of using E is that we

1Although analytical inversion of 4 × 4 matrices is possible, the resulting equations are significantly
complexified.
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can re-use the same generic computation functions for different objectives if desired. As all
outputs have been defined from ∆α in chapter 3, for short period control E = ∆α.

Feq.delay(s) = θ2s
2 − θ1s+ θ0

θ2s2 + θ1s+ θ0
= Nθ

Dθ

(5.2a)

Feq.filter(s) = 1
as2 + bs+ d

= 1
Df

(5.2b)

FA/C(s) = 1
K2s2 +K1s+K0

= 1
DA/C

(5.2c)

The aircraft does not have zeros with this notation, but it will be shown that this is not
problematic. With this architecture, the closed loop transfer function is given by:

E

Ec

= (KĖs
2 + (KEc +KE) s+KEi)Nθ

DθDA/CDfs−Nθ (KĖs
2 +KEs−KEi)

(5.3)

Considering a simplified architecture in C* with a PI, feedforward and q feedback as in figure
5.2, the aircraft closed-loop transfer function is developed in (5.4).

E

C∗
c

= − ((Kff +Kp) s+Ki)Nθ

DθDA/CDfs−Nθ (Kq (s− a11) s+ (Kps+Ki) (Nnz + β (s− a11)))
(5.4)

with Nnz the numerator of the nz transfer given by (3.26). The Kd gain is neglected here
to introduce the methodology. Note that the washout filter in the pitch rate path has also
been neglected. Including this filter increases the order of the system, significantly complex-
ifying equations and putting into question their practicality for real-time pole placement.
Nonetheless, the corresponding equations are developed in annex E.

By identification of the feedback terms coefficients in powers of s:

Ki = −KEi

Nnz − βa11
(5.5a)

Kp = KE +KĖa11 −Kiβ

Nnz

(5.5b)

Kq = KĖ − βKp (5.5c)

which defines the pole placement process in function of the generic gains.
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Figure 5.2 Simplified C* architecture for pole placement
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The computation of the generic gain values is fully described in [47]. Developments are given
here for the completeness of this thesis. Developing the denominator of the generic system
from (5.3), it may be re-written as:

T7s
7 + T6s

5 + T5s
5 + (T4 − θ2KĖ)s4 + (T3 − θ2KE + θ1KĖ)s3

+(T2 + θ2KEi + θ1KE − θ0KĖ)s2 + (T1 − θ1KEi − θ0KE)s+ θ0KEi + T0 (5.6)

where :

T7 = aθ2K2 (5.7a)

T6 = a(θ1K2 + θ2K1) + bθ2K2 (5.7b)

T5 = a(θ0K2 + θ1K1 + θ2K0) + b(θ1K2 + θ2K1) + dθ2K2 (5.7c)

T4 = a(θ0K1 + θ1K0) + b(θ0K2 + θ1K1 + θ2K0) + d(θ1K2 + θ2K1) (5.7d)

T3 = aθ0K0 + b(θ0K1 + θ1K0) + d(θ0K2 + θ1K1 + θ2K0) (5.7e)

T2 = bθ0K0 + d(θ0K1 + θ1K0) (5.7f)

T1 = dθ0K0 (5.7g)

T0 = 0 (5.7h)

Once all Ti have been evaluated numerically for the current flight conditions, it is possible
to match the desired closed-loop equation :

(
x4s

4 + x3s
3 + x2s

2 + x1s
1 + x0

) (
µ3s

3 + µ2s
2 + µ1s

1 + µ0
)

(5.8)

where xi’s are coefficients corresponding to the closed-loop dynamics that are not placed
(equivalent delay or filter) and the µi’s are coefficients of the three closed-loop poles that are
placed. In other words, µ3s

3 + µ2s
2 + µ1s

1 + µ0 are the imposed poles. Developing eq. 5.8
and comparing it to (5.2.2) gives a linear system in function of xi and the generic gains.



T7

T6

T5

T4

T3

T2

T1

T0



=



µ3 0 0 0 0 0 0 0
µ2 µ3 0 0 0 0 0 0
µ1 µ2 µ3 0 0 0 0 0
µ0 µ1 µ2 µ3 0 θ2 0 0
0 µ0 µ1 µ2 µ3 −θ1 θ2 0
0 0 µ0 µ1 µ2 θ0 −θ1 −θ2

0 0 0 µ0 µ1 0 θ0 θ1

0 0 0 0 µ0 0 0 −θ0





x4

x3

x2

x1

x0

KĖ

KE

KEi



(5.9)
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As the matrix is lower block-triangular, it is straightforward to evaluate the values of x2

through x4 with the first three lines:

x4 = T7

µ3
(5.10a)

x3 = T6 − µ2x4

µ3
(5.10b)

x2 = T5 − (µ1x4 + µ2x3)
µ3

(5.10c)

It is therefore possible to reduce the system by sending these values on the left-hand side of
(5.9). This results in a 5 × 5 linear system for x0, x1 and the gains, with the structure shown
in (5.11).



T4 − µ0x4 − µ1x3 − µ2x2

T3 − µ0x3 − µ1x2

T2 − µ0x2

T1

T0


=



µ3 0 θ2 0 0
µ2 µ3 −θ1 θ2 0
µ1 µ2 θ0 −θ1 −θ2

µ0 µ1 0 θ0 θ1

0 µ0 0 0 −θ0





x1

x0

KĖ

KE

KEi


(5.11)

From the two first lines, the variables x1 and x0 can be isolated as:

 x1

x0

 =
 µ3 0
µ2 µ3

−1  T4 − µ0x4 − µ1x3 − µ2x2

T3 − µ0x3 − µ1x2

−

 µ3 0
µ2 µ3

−1  θ2 0 0
−θ1 θ2 0



KĖ

KE

KEi



=
 C1

C2

−

 θ2
µ3

0 0
− θ2µ2+θ1µ3

µ2
3

θ2
µ3

0



KĖ

KE

KEi

 (5.12)

with:

C1 = T4 − µ0x4 − µ1x3 − µ2x2

µ3
(5.13a)

C2 = T3 − µ0x3 − µ1x2

µ3
− µ2C1

µ3
(5.13b)
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By injecting (5.12) in the last three lines of (5.11), the following 3 × 3 system is obtained to
find the gains:

T2 − µ0x2 − µ1C1 − µ2C2

T1 − µ0C1 − µ1C2

T0 − µ0C2

 =


θ0 − µ1

θ2
µ3

+ µ2
θ2µ2+θ1µ3

µ2
3

−θ1 − µ2θ2
µ3

−θ2

−µ0
θ2
µ3

+ µ1
θ2µ2+θ1µ3

µ2
3

θ0 − µ1θ2
µ3

θ1

µ0
θ2µ2+θ1µ3

µ2
3

−µ0θ2
µ3

−θ0



KĖ

KE

KEi


(5.14)

This system can be solved analytically through existing 3 × 3 matrix inverse solutions. Al-
though autopilots are not considered in this document, their gains could be computed with
the same 2 or a similar generic function, starting from the closed-loop system denominator,
which is known from xi and µi.

5.2.3 Inclusion of a pre-defined Kd

It seems difficult to use the Kd gain for pole placement, as it is not clear what should be
done with this additional degree of freedom. Furthermore, it is preferable to avoid 4 × 4
matrix inversion if possible to avoid needless increases in hardware costs. For these reasons,
a constant value of Kd will be considered for pole placement. Adding the pseudo-derivator
and the Kd gain in figure 5.2 leads to the transfer function :

E

C∗
c

= − ((Kff +Kp)Dds+Kds
2 +KiDd)Nθ

DθDA/CDfDds−Nθ (Kq (s− a11)Dds+ (Kds2 + (Kps+Ki)Dd) (Nnz + β (s− a11)))
(5.15)

where Dd = 0.1s+ 1.

From this equation, Kff can be identified in function of TKff , Ki, Kp and Kd, where TKff is
the desired time constant for one of the zeros created. Setting the numerator equal to 0, we
get: (

0.1s2 + s
)

(Kff +Kp) +Kds
2 +Ki (0.1s+ 1) = 0 (5.16)

Defining K̄p = Kff +Kp results in:

(Kd + 0.1K̄p)s2 + (K̄p + 0.1Ki)s+Ki = 0 (5.17a)

zi =
−K̄p − 0.1Ki ±

√(
K̄p + 0.1Ki

)2
− 4Ki

(
Kd + 0.1K̄p

)
2(Kd + 0.1K̄p)

(5.17b)

2If they do not add poles to the system.



102

This yields the zero time constants:

TKff ,i =
2
(
Kd + 0.1K̄p

)
K̄p + 0.1Ki ∓

√(
K̄p − 0.1Ki

)2
− 4KdKi

(5.18)

From this equation, it is clear that two zeros will be created. Furthermore, the second zero
will be implicitly defined from the first one. The intent is therefore to control the slowest
zero, assuming the other one will be negligible. Note that if Kd = 0, one zero can be placed
with Kff while the second one has a time constant of 0.1 s, cancelling the pseudo-derivator
pole. Manipulating the zero time constants to obtain Kff in function of TKff , we get :

±
√(

K̄p − 0.1Ki

)2
− 4KdKi =

2
(
Kd + 0.1K̄p

)
TKff

− (K̄p + 0.1Ki) (5.19a)
(
K̄p − 0.1Ki

)2
− 4KdKi = (5.19b)

4
(
Kd + 0.1K̄p

)2

T 2
Kff

− 4
TKff

(
Kd + 0.1K̄p

) (
K̄p + 0.1Ki

)
+
(
K̄p + 0.1Ki

)2
(5.19c)

0 =

(
Kd + 0.1K̄p

)2

T 2
Kff

−

(
Kd + 0.1K̄p

) (
K̄p + 0.1Ki

)
TKff

+Ki

(
Kd + 0.1K̄p

)
(5.19d)

Assuming Kd + 0.1K̄p ̸= 0, which is always true for positive gains, this equation is simplified
to :

0 =

(
Kd + 0.1K̄p

)
T 2

Kff

−

(
K̄p + 0.1Ki

)
TKff

+Ki (5.20a)

K̄p

(
0.1 − TKff

)
= 0.1KiTKff −KiT

2
Kff

−Kd (5.20b)

If we presume that TKff ̸= 0.1, we finally get:

Kff =
10Kd + 10KiTKff

2 −KiTKff

10TKff − 1 −Kp (5.21)

The assumption that TKff ̸= 0.1 is valid for computation of Kff . Fast forwarding to appli-
cation of the methodology, one has ψ > 1.5 (see eq. 3.61) for all designs iterations made,
leading to TKff > 0.3 assuming that ωCL < 5 rad/s. While equation 5.15 can be used to find
the zeros added to the system precisely, it is not practical for placing the three desired poles.
Indeed, the multiplication by 0.1s + 1 significantly increases the complexity of equations.
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Therefore, a pure derivator is considered for simplicity:

E

C∗
c

= − (Kds
2 + (Kff +Kp) s+Ki)Nθ

DθDA/CDfs−Nθ (Kq (s− a11) s+ (Kds2 +Kps+Ki) (Nnz + β (s− a11)))
(5.22)

As Kd is pre-defined, its contribution can be included in the generic system. After developing
DθDA/CDfs−Nθ (Nnz + β (s− a11))Kds

2 into a polynomial of seventh order:

T7s
7 + T6s

6 + T5s
5 + T4s

4 + T3s
3 + T2s

2 + T1s+ T0 (5.23)

one obtains by identification:

T7 = aθ2K2 (5.24a)

T6 = a(θ1K2 + θ2K1) + bθ2K2 (5.24b)

T5 = a(θ0K2θ1K1 + θ2K0) + b(θ1K2 + θ2K1) + dθ2K2 −Kdβθ2 (5.24c)

T4 = (5.24d)

a(θ0K1 + θ1K0) + b(θ0K2θ1K1 + θ2K0) + d(θ1K2 + θ2K1) −Kd(θ2[Nnz − βa11] − θ1β)

T3 = aθ0K0 + b(θ0K1 + θ1K0) + d(θ0K2θ1K1 + θ2K0) −Kd(θ0β − θ1[Nnz − βa11]) (5.24e)

T2 = bθ0K0 + d(θ0K1 + θ1K0) −Kd(θ0[Nnz − βa11]) (5.24f)

T1 = dθ0K0 (5.24g)

T0 = 0 (5.24h)

This allows to simply replace the equations for Ti in (5.14) without other modifications.
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5.2.4 Tuning of Kd

The derivative gain cannot easily be used to place a pole and it is not strictly needed to
achieve satisfactory performance (with mass and cg estimates, setting Kd = 0 gives good
results). Nonetheless, it seems plausible that this gain could be used to improve aircraft
performance. Furthermore, existing gains of the target aircraft need the Kd gain and some
H∞ synthesis attempts without this gain have failed to meet the required loading robustness.
Expressions developed in the previous section allow to express the needed Kff by taking
Kd (and the pseudo-derivator) into account, meaning this gain will not impact the zeros.
Following previous assumptions, a pure derivator will be considered. As previous equations
place the 3 SP poles by taking Kd into account, these poles will not be affected by Kd. In
other words, only the equivalent filter and delay poles will move in the complex plane. The
corresponding root locus is shown in figure 5.3. From this figure, it can be seen that (with
the pure derivative approximation):

• Kd does not affect the three SP poles

• Two out of the four equivalent poles are negligible (they correspond to the pade).

• Low Kd values result in slow equivalent filter poles, while high values will recombine
the equivalent filter poles, slowing them down and reducing their damping.
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The slow real pole can be non-negligible w.r.t. the SP. This results in very low dropbacks
(potentially < −1) for high speeds (where the SP is fast). This is because this pole is ne-
glected by the third-order approximation that will be used extensively. The idea is therefore
to use Kd to bring the filter poles to an optimal position in terms of speed, considered to be
where a double pole is obtained, ensuring that they are negligible.

Given the closed-loop poles of the equivalent feedback (fourth-order polynomial) as a function
of the derivative gain, the optimal value of Kd could potentially be selected to achieve the de-
sired double pole. Nonetheless, this requires finding the zeros of a fourth-order polynomial in
real-time. Although this could be possible through the Ferrari method, a simpler alternative
is considered. The optimal value of Kd will be computed by neglecting the equivalent delay,
resulting in a second-order polynomial. In the case of aircraft where the equivalent delay
is not negligible, potential solutions could be to find which component is more problematic
(delay or filter) or to compute a second-order equivalent filter that would also approximate
the delay to some extent. Setting θ2 = θ1 = 0 and θ0=1 in (5.24a) and using the same
methodology, we get:

(
x2s

2 + x1s
1 + x0

) (
µ3s

3 + µ2s
2 + µ1s

1 + µ0
)

= (5.25a)

T5s
5 + T4s

4 + T3s
3 + (T2 −KĖ) s2 + (T1 −KE) s+KEi (5.25b)

Developing the terms needed to compute x2s
2 + x1s

1 + x0 yields:

T5 = x2µ3 = K2a (5.26a)

T4 = x2µ2 + x1µ3 = K1a+K2b (5.26b)

T3 = x2µ1 + x1µ2 + x0µ3 = K0a+K1b+K2d−Kdβ (5.26c)

As filter coefficients are decoupled from other gain values, the coefficients xi’s are given by:

x2 = K2a

µ3
(5.27a)

x1 = K1a+K2b− x2µ2

µ3
(5.27b)

x0 = K0a+K1b+K2d− x2µ1 − x1µ2

µ3︸ ︷︷ ︸
x0,0

− β

µ3
Kd (5.27c)
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Solving this equation for a null discriminant (double poles):

0 = x1
2 − 4x2

(
x0,0 − β

µ3
Kd

)
(5.28)

leads to:
Kd = µ3

β

(
x0,0 − x1

2

4x2

)
(5.29)

This approximation is of sufficient precision to improve performance significantly both with
and without mass/cg estimates while remaining reasonably simple. Furthermore, the ob-
tained values also happen to be close to the schedules defined with classical methods at high
speed (where Kd is relevant).

5.3 Meeting linear performance requirements by pole placement

Equations developed in the last section enable designers to control dominant poles and zeros
as desired. This leads to the problem of using this capability to meet good handling qualities.
The linear performance will be tuned using the third-order model and equations introduced
in section 3.5.1, neglecting the effect of lead-lag filters in series with the C* tracking loop.
These filters, if they are needed, will be defined afterwards to address specific problems of
the C* tracking loop. It is easy to justify the use of the third-order reference model, given
that Kd can be used to limit the effect of higher-order dynamics, as shown in the last section.
Therefore, for each flight point, the designer has four parameters at his disposition to meet
linear HQs: TKff , ζCL, ωCL and γ. The effect of these parameters can be studied qualitatively.

5.3.1 Effect of the four parameters

• ωCL can be well understood through the analogy of a second-order system. Higher
values degrade stability margins and OLOP, in exchange for higher bandwidths, lower
settling times and other characteristics of a faster system. This parameter should be
increased until limited by the OLOP or stability margins.

• TKff is extremely important, as its value will affect nearly all HQs, the main exception
being stability margins. Increasing this parameter increases the dropback, overshoots,
bandwidths, PRS and degrades the OLOP. Higher values also result in a higher feed-
forward gain (This is easily understood for Kd = 0).

• γ corresponds to the ratio of the integrator pole to the real part of the SP poles. As
such, higher values increase Ki, leading to faster responses and lower phase margins. In
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general, increasing γ for a constant value of TKff results in qualitatively similar results
to increases of TKff for a constant γ. In general, designs with high γ values (e.g. ≈ 1)
were found to have high PRS gains.

• ζCL has a limited effect on handling qualities so long as its value is "adequate". Too
low values result in large settling times due to large undershoots. Furthermore, taking
ζCL < ζOL can result in negative Kq values. As mentioned in H∞ synthesis, lower values
tend to increase the γ bandwidth and reduce OLOP. Overall, this parameter should be
set as low as settling times and Kq permit while respecting a minimum damping.

From structured H∞ synthesis experience and preliminary attempts made to satisfy HQs by
"trial and error" with the G* methodology, a large portion of HQs are expected to be met as
long as the aircraft meets requirements in Drb, BW θ, nz overshoot and stability margins.

For a large portion of the flight envelope, the pitch rate response benefits from large phase
advances (high TKff ). This stops being the case when Tθ2 is large, as additional phase ad-
vance increases the Drb (and PRO) beyond acceptable limits, while some phase advance is
still required to get good bandwidths. On the other hand, a slow zero leads to higher nz

overshoots while increasing the Drb which can be low at high speeds, hence the clear trade-off
between these objectives.

Finally, the closed-loop frequency should be limited by the OLOP and stability margins.
It was mentioned by experimented designers during the H∞ synthesis development that re-
sponses that pass margins requirements generally pass the OLOP (especially if better margins
than required are kept). This seemed to remain true for most results with flap 0 for H∞ syn-
thesis and preliminary G* trials (especially if Kd is low). As margins are much easier to
compute than OLOP, this quantity will be used, justified by the fact that if the OLOP is not
passed, S.M. could be increased to fix the problem or that a lead-lag filter can be added to
address the OLOP.

This potentially leaves the PRS free, which is more difficult to address due to its depen-
dency on the system’s steady-state gain, although it was never problematic in G* design.
With these four HQ requirements, the problem seems to be fully defined and there are four
parameters to impose on the closed-loop system (TKff , ω, γ, ζ). In section 3.5.1, equations
were developed to evaluate the dropback and nz overshoot. Studying the stability margins
or bandwidths analytically is impractical, as the combination of arctangent functions leaves
little room for analytical results that can be used online. Furthermore, stability margins will
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be highly dependent on the equivalent feedback dynamics, demanding at least a seventh-
order approximation to have meaningful results.

Because of the real-time nature of the G* architecture, the methodology should be sequential,
in the sense that the parameters should be selected one after the other. Although finding
optimal values for each parameter simultaneously through the resolution of some nonlinear
equation system would be optimal, this would result in a high computational load. Therefore,
the proposed design process is to let the designer choose ζCL, due to this parameter’s small
effect on HQs. Then, ωCL must be selected such as to meet the desired stability margins.
This will be done by a numerical optimization offline as shown in section 5.3.2, allowing to
find a simplified approximate solution that can easily be used online. Given the complexity
of the overshoot approximation from (3.59), selecting TKff in function of ωCL for "nominal"
values of γ and ζCL seems like the approach with the least complexity. To do so, the designer
must choose a value of ψ, limiting the maximum overshoot. Figure 5.4 shows that, within
an "acceptable" range of values of γ and ζ, the overshoot may be bounded by considering
the maximum value of γ. This figure was generated for a 5% overshoot, but this behaviour
remains true for the range of interest. Finally, the Drb will be enforced through either ψ or
γ as described in section 5.3.3. This leaves BW θ free, but the minimum bandwidths will be
controlled through the range of values that ψ or γ can take.

Figure 5.4 Evolution of ψ for a 5% overshoot target
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5.3.2 Meeting a stability margin target

As mentioned, finding a solution for the maximum value of ωCL seems unlikely analytically,
given that it is not possible to neglect feedback dynamics. Therefore, the idea is to solve
this problem numerically offline and approximate the solution throughout the envelope to
evaluate it in real-time. Conveniently, the H∞ framework has a constraint for disk stability
margins, allowing to use this optimization method. Furthermore, finding a solution valid
within a range of γ values may be necessary, hence the appeal of a robust technique.

To evaluate stability margins, a few hypotheses will be used to simplify the design process
and reduce the dependency of the limit with regard to other parameters used:

• The feedforward path is assumed to have no effect on stability margins, allowing to
remove it from the synthesis. This assumption remains true when considering only the
C* tracking loop.

• The closed-loop damping ratio is set by the designer. If this is not the case, bounds on
this parameter should be known.

• Bounds on γ are assumed to be known.

• The proportional and derivative gains are assumed to be feedback gains rather than on
the C* error. This has no effect on poles but removes zeros that would be dependent
on the gains.

These assumptions simplify the closed-loop to figure 5.5. In this figure, Kd is neglected, but
it can be included as a feedback gain without other changes. Fast-forwarding to nonlinear
design, the ANL law that will be defined (and less importantly the APU law) should be
included in this process, as it is linear for a given flight condition and can significantly affect
stability margins.
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Figure 5.5 Modified architecture for H∞

Even with these simplifications, a zero remains in closed-loop. If the synthesis is formulated
for the C* output (with a unit gain), the transfer function is given by:

C∗

C∗
c

=
γζω3

 βs

−a11

(
β+ VT π

g180

) + 1


(s2 + 2ζωs+ ω2) (s+ γζω) (5.30)

This defines all that is needed for the reference model, as only ω remains unknown. The
synthesis should perform three objectives:

1. Limit stability margins above the design requirement (hard constraint).

2. Match the reference model within the piloting frequency band to some extent (hard
constraint). This can be done using the first W1 defined in the H∞ chapter for local
synthesis. Here, RelGap can be a constant as the intent is to put the system on stability
margin limits. Furthermore, if some higher-order dynamics are to be allowed, a real
pole may be added to the reference model as a tuneable parameter (σ4). It is then
possible to ensure that the real pole is negligible compared to the short period by
σ4/σSP > K, where K is a positive constant (e.g. 5). Adding a hard constraint such
as Kζω/σ4 < 1 ensures this is respected.

3. Maximise ω (soft constraint)

This H∞ synthesis problem can be formulated as in figure 5.6. Note that a damping require-
ment could be added to enforce a minimum damping, but that γ is only enforced through
reference model matching.
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Figure 5.6 H∞ problem definition

From the transfer function given in equations 3.13a and 3.13b, it is clear that to adequately
span the envelope, five variables must be considered, namely : a11, a21, a22, b2 and VT . As aij

are not independent of each other, nor of VT , they are either obtained from linearized data
or the aerodynamic model. Individual syntheses were performed for a set of flight points and
loadings that accurately represents the envelope, although scheduling of the maximum ωCL

could be attempted directly. By displaying the resulting ωCL in function of these parameters
(two at a time), the individual effect of most of these parameters did not seem strong.
Instead, it is more interesting to display the resulting frequency in function of the open-loop
frequency and the open-loop damping ratio. This is done in figure 5.7 for γCL = 0.6 and
ζCL = 0.6, with the addition of a second-order fit in ωOL and ζOL. Note that a few points are
negative. The synthesis failed to meet the required margins (due to a tracking requirement
that was too strict) in some cases, which were flagged this way. Such a polynomial is easily
evaluated in real-time. Another option could be to create a table to interpolate in real-time.
Although less appealing, this would allow easier fine-tuning than a polynomial. When there
is no scheduling with regards to mass and cg, a polynomial in classical scheduling variables
(e.g. dynamics pressure and altitude) could also be used.
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Figure 5.7 New fit of the maximum ω

5.3.3 Meeting a dropback target

For a fixed ψ value, the dropback is given by eq. 3.44:

Drbtgt = ψ

ωCL
+ Tθ2 −

2ζ + 1
γζCL

ωCL
(5.31)

Conditions where Tθ2 > 3 are especially problematic as they will often be outside level 1 Drb
as mentioned for the acceptable space from H∞ synthesis. As a maximum value for ψ is
already defined by the overshoot, it is interesting to use ζ and/or γ to meet the desired Drb.
A solution based on imposing γ = ζ was developed, but rejected as it is not straightforward
to study the effect of γ and ζ on overshoots while doing so for a constant ζ and variable γ is
relatively simple as was shown in 5.4. Although the partial differentiation of the OS w.r.t.
γ can be evaluated, the result is of limited practicality. The reduction in γ required to meet
a dropback target is given by isolating γ from eq. 5.31:

γ = − 1
ζ ([Drbtgt − Tθ2 ]ωCL − ψ + 2ζ) (5.32)
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In practice, γ may be bounded within a maximum and minimum value to ensure adequate
handling qualities. Alternatively, ψ can be varied for a constant value of γ to meet a target:

ψ = ωCL (Drbtgt − Tθ2) + 2ζCL + 1
γζCL

(5.33)

With this equation, ψ can be limited below the value computed from the overshoot target
and above a minimum value (e.g. 0% overshoot) to meet minimum bandwidths. Overall,
both approaches to dropback limiting are equivalent, although the ψ approach was found to
be more intuitive and avoids the iterative process necessary for ∆Drb (later defined in (5.35)).
Furthermore, as no robustness is needed in ωCL, it is likely that the limit will be more ag-
gressive. It is interesting to note that some designers [5], [44] suggest the cancellation of
the integrator pole (e.g. with TKff ), resulting in an under-constrained problem from a linear
point of view. With the methodology defined, the under-constrained character expresses it-
self through the capacity to control the dropback and nz overshoot through both ψ and γCL.
Furthermore, when evaluating the integrator time constant for the values given in chapter
6, T∫ = 1

γζCLωCL
≈ 2.53

ωCL
which is very close to TKff ∈ [2.25,2.55]

ωCL
. It is reassuring that, although

different design objectives were used, the same classical result is obtained. Nonetheless, full
pole-zero cancellation was found to be less practical as meeting low overshoots requires a
high ζCL, which can lead to poor OLOP and other limitations, on top of the inability to
explicitly control the dropback. Furthermore, as the pole-zero cancellation is not exact on
the full system, adjusting γ becomes necessary to address pole placement inaccuracies’ effects
on the overshoot, limiting the values that this parameter can take.

Finally, having a discontinuous dropback target can create odd behaviours in gain surfaces,
especially Kff and Kq. An effective way to avoid such discontinuities is to define the Drb in
function of Tθ2 , which describes the capacity of the aircraft for a centered (25%) cg position
(dependency on the dynamic pressure, CLα , mass, etc.). As mentioned, values of Tθ2 > 3
are extremely difficult to work with, which is why aiming for the level 1 limit is adequate.
On the other hand, aiming for a value in the middle of the 1∗ envelope is adequate when
Tθ2 ≈ 0.5 (minimum value reached by the target aircraft). As it is preferable to stay closer to
the 1∗ limit (and based on H∞ experience with the size of the acceptable zone in function of
Tθ2), aiming for 0.5 around Tθ2 = 2 yields good results. Finally, to ensure the Drb is always
increasing with the value of Tθ2 , it is possible to enforce a null derivative at the minimum
value. This gives four linear constraints, allowing to use the third-order polynomial:

Drb25 = 0.0764T 3
θ2 − 0.0738T 2

θ2 + 0.0164Tθ2 + 0.1507 (5.34)
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Although the exact polynomial may be changed between designs, the process remains simple
and the polynomial is easily evaluated.

5.3.4 Design process without knowledge of the mass and cg of the aircraft

The problem of design without mass and cg is addressed first, as it will require some ad-
ditional developments which can then be used even when this information is known. For
conciseness, the design problem without loading information will be referred to as robust,
while nominal design case will be used when such information is available. The loss (or
lack) of information on the loading of the aircraft puts into question the relevance of the G*
methodology, as this implies uncertainties on stability derivatives that are much larger than
the ones due to aircraft model inaccuracy. On the other hand, it is interesting to verify how
much performance the methodology retains, as the loss of mass and/or cg estimates remains
a failure case even for aircraft where they are normally available. Assuming the performance
is too poor to be of use, this would require the design of an additional robust law (either
through H∞ or classical means) on top of the G* law, ultimately negating many methodolog-
ical advantages w.r.t. design effort. Conversely, if performance is adequate, it may offer an
alternative to H∞ and classical methods that would be directly applicable to current aircraft.

As can be expected, robust design is much more difficult due to the inherent performance
trade-offs required. On the target aircraft, high-order mode degradation is much more pro-
nounced than in the nominal case, leading to excessively unsatisfactory dropback values at
high speeds. Furthermore, the nz overshoot approximation developed is only valid for spe-
cific values of ζCL, γ and, more importantly, ωCL. This is problematic, as these values cannot
be known (without significant computational efforts for online applications) for all loading
values, leading to an excessively large degradation of the overshoot limiting. Considering the
tabulation of aerodynamic variables done in earlier sections, removing the mass, cg and α

(linear aerodynamics approximation) dependencies results in gains that are only function of
classical scheduling variables, such as q̄, h or M for ISA conditions. Note that these approx-
imations render the engine effect weak.

Selection of the design loading
The fundamental problem of robust design is one of choosing the design loading (inertia,
mass and cg). While defining a completely new methodology (e.g. a robust pole placement
algorithm) would be possible, this would be at the cost of dissimilarity with the nominal law
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(limiting many methodological advantages of G*) and it is a reasonable assumption that this
would be done at the cost of additional complexity. To avoid such problems, it is decided to
keep the same pole placement algorithm by feeding the control law a "synthetic" or "design"
loading, which is chosen offline. Validation will show that doing so yields excellent results, al-
though theoretical proofs of stability throughout the loading envelope remain to be developed.

The nz overshoot approximation relies on accurate knowledge of other closed-loop parame-
ters. Computing such parameters online for the design loading requires the solutions (poles)
of the characteristic equation of the closed-loop transfer function. Even neglecting feedback
dynamics, this requires the zeros of a third-order polynomial (eq. 3.62), solutions that exist
analytically through Cardano’s method, but are excessively unwieldy. Instead, if the load-
ing that results in the worst-case overshoot is known, this loading may be used for design.
It was shown in section 3.5.1 that this corresponds to the aft cg limit, most likely at light
weight. Low inertia conditions also generally have worst stability margins for constant gains,
as higher gains will affect them more than conditions at higher inertia. On the other hand,
for the nonlinear performance of the ANL law (to be defined), considering higher inertia im-
proves load factor limiting, as elevator commands will be larger (smaller b2 coefficient at high
inertia values). In other words, if the nonlinear law must use the same stability derivatives
as the linear law, a trade-off must be made. Otherwise, linear design should be done for light
aircraft weight.

Meeting the Drb requirement
Using the loading that results in the largest load factor overshoots will ensure that this HQ
is met throughout the envelope. On the other hand, the worst-case dropback at high speeds
(where the lowest values are achieved) is unlikely to be within the design limits. Looking at
eq. 3.51a, the main driver for the degradation of the Drb w.r.t. cg position is Cmα , which is
tabulated as Cmα,AC

− ∆̄xCZα . As CZα is negative, the minimum Drb (minimum Cmα) will
occur at the minimum ∆̄x, therefore at forward cg positions. This is problematic, as the
designer will only have a tight HQ control on aft cg positions. Nonetheless, it was mentioned
throughout H∞ synthesis that enforcing a behaviour for a given loading would implicitly
enforce a different behaviour for other loadings due to the absence of the related scheduling
variables. Therefore, if the Drb degradation (∆Drb = DrbAFT − DrbFWD) can be computed,
meeting DrbAFT = Drbmin + ∆Drb, where Drbmin is a design criteria, will ensure adequate
Drb values for all loadings. Although the worst case could be computed precisely through
eq. 3.49, a simpler alternative is considered to avoid additional interpolations. Considering
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only cg effects (neglecting the mass effect on ∆Drb, which gives good results for the target
aircraft) and the previous approximations on the aerodynamic coefficients (constant CLα ,
Cmq and Cmδe

) :

∆Drb = DrbAFT − DrbFWD = mVT

q̄SCLα

Cmα,FWD − Cmα,AFT

Cmδe
a0Ki

= mVT

q̄SCLα

CZα (x̄FWD − x̄AFT )
Cmδe

a0Ki

(5.35)
In practice, slightly increasing Drbmin will allow to accommodate the small inaccuracies of
this approximation. The two dropback-limiting approaches defined earlier may be used with
this correction. If using the γ version (see eq. 5.32), a large enough range of values for
γ should be considered when computing the ωCL limits to ensure stability. Furthermore, ψ
should be defined for the maximum value of γ that the system can use to ensure the overshoot
criterion is respected. This leaves a single problem for the use of this criterion: the knowledge
of Ki. Indeed, γ defines the position of the integrator pole, but its value is now dependent
on the integrator gain. Three options were considered to solve this problem :

• Using the value of Ki computed at the previous iteration (in real-time gain compu-
tation) for the Drb correction. This algorithm converges very quickly (within 2 or 3
iterations from the minimum Ki value in the envelope), suggesting no real-time prob-
lems. Numerous nonlinear simulations were performed with this option without any
issues. Nonetheless, validation of this architecture may be more difficult.

• Pre-computing the values of Ki and using this schedule (which can be coarse) as an es-
timate for the Drb correction. As the robust G* is equivalent to classical gain schedules
in 2 variables, this can easily be done at a small increase in complexity.

• Finding a modified version of the algorithm that allows to solve for Ki explicitly. This
has been attempted, but taking Ki into account greatly increases the complexity of
equations, which is why this approach was rejected. Furthermore, if the first two
options are seen as problematic, eq. 5.33 can be used.

For nominal design, it is interesting to also introduce a different quantity, which is the
dropback difference compared to the aircraft with the cg on the aerodynamic centre:

∆Drb25 = Drb − Drb25 = mVT

q̄SCLα

CZαx̄

Cmδe
a0Ki

(5.36)

As a final note on the Drb correction, the surface of ωCL should be maximized such as to be
limited by the stability margins. The derivative gain should be used if possible, ignoring the
OLOP criteria. To increase the Drb (at high speeds), there are three options :
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• Increase the feed-forward zero, but this degrades the nz OS .

• Increase the value of γ (if using eq. 5.32), but this will give high Ki values which may
degrade stability margins.

• Increase ωCL, this will decrease the magnitude of the term divided by ω, which is
normally negative, in eq. 5.31.

If ωCL is not aggressive enough, it may not be possible to meet both the overshoot and Drb
requirements.

Command filter tuning

Now that the inner-loop of the control law has been defined (Ki, Kp, Kq, Kff and Kd, if
available) such as to meet the Drb and nz overshoot requirements, the vast majority of the
envelope should be adequate in terms of HQs. If this is not the case, re-tune the values of ψ,
ζ, γ, and the ωCL limit. Nonetheless, two HQs are susceptible of being inadequate in some
envelope regions: the OLOP at low speed and the BW θ at high speeds.

OLOP improvement
Worst cases of OLOP were found to always be at low speed (whatever the method used for
design, including H∞ and classical methods), when the elevator inputs are of high amplitude.
The aggressive ωCL limit will likely have degraded the OLOP. Aiming to solve this problem
without re-tuning the inner-loop, adding a gain reduction through a command filter centered
on the onset frequency will increase the onset frequency, reducing the OLOP gain. Although
aiming for a gain reduction equal to the initial OLOP gain gives good results, this is a
qualitative rule of thumb. For a given denominator time constant, the required numerator
to offset the lag filter’s magnitude response at ωonset by ∆dB is given by:

M(ωonset) = 10
(
log

[
1 + ωonset

2T 2
]

− log
[
1 + ωonset

2τ 2
])

(5.37)

Solving for the value of T , we get:

10(∆dB/10)
(
1 + ωonset

2τ 2
)

= 1 + ωonset
2T 2 (5.38a)

T =

√√√√10(∆dB/10) (1 + ω2
onsetτ 2) − 1

ω2
onset

(5.38b)
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Gain BW improvement
Throughout H∞ and nominal G* improvement, the BW θ was always considered as phase-
limited, as it was generally low-speed cases that were unsatisfactory due to insufficient phase
advance. Nonetheless, with the robust G* tuning and the use of the Kd gain, the BW θ sys-
tematically degraded at or above VMo/MMo, a surprising behaviour as the phase bandwidth
should have been great due to the high speed of the system. This behaviour had also been
observed in many H∞ syntheses, although the cause was not found during this part of the
project. After further investigation, it appears that the gain response for certain conditions
exhibits a flat portion below ω180, sometimes lowering the gain bandwidth below 1.5 rad/s
(see figure 5.8).
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Figure 5.8 Typical high speed bandwidth degradation
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The only solution found to this problem was the addition of a lag filter in this frequency
range, allowing to increase the roll-off, at the cost of degradation in other high-frequency
PIO criteria. Putting this gain roll-off between the desired bandwidth (e.g. 2 rad/s) and
the initial ω180 gives good results at fairly low complexity. Nonetheless, even if enough gain
reduction is added to give a 6dB reduction between these 2 frequencies, the lag filter will also
decrease ω180, making this method approximative. For a given denominator time constant,
the required numerator to give a ∆dB gain variation between ωBW and ω180 is :

M(ωBW ) −M(ω180) = (5.39)

10
(
log

[
1 + ωBW

2T 2
]

− log
[
1 + ωBW

2τ 2
]

− log
[
1 + ω180

2T 2
]

+ log
[
1 + ω180

2τ 2
])

Isolating the value of T yields:

10(∆dB/10) 1 + ωBW
2τ 2

1 + ω1802τ 2 = c0 = 1 + ωBW
2T 2

1 + ω1802T 2 (5.40a)

c0(1 + ω180
2T 2) = 1 + ωBW

2T 2 (5.40b)

T =
√

1 − c0

c0ω1802 − ωBW 2 (5.40c)

Computation of the command filtering
Both HQ improvements require the addition of a lag filter. Although each method is not
intended to be used at the same time, there is no guarantee that the amount of lag that will
be computed for both methods is compatible. This is especially true in terms of frequency
range where the magnitude reduction is required. Furthermore, even if both methods were
optimal w.r.t. solving their respective problem and did not overlap, the lag added may not
be optimal w.r.t. other HQs. For example, if the OLOP onset frequency occurs between ω180

and 2ω180, the lag added will significantly degrade the phase delay. For these reasons, it was
chosen to have a lag filter with a fixed denominator time constant, which allows the designer
to choose himself (approximately) where the phase lag should occur. Furthermore, this solves
the problem of conflicting lag, as it is possible to simply choose the most dephasing filter to
meet both objectives. Good results were achieved with the same denominator time constant
over the whole envelope. The design process of the lead-lag filter is described in algorithm 5.

Although the command filter design process is much more qualitative than the first steps, it
remains simple. More effort could be put into optimizing this process, but the tuning param-
eters chosen this way have been able to achieve adequate linear and nonlinear performance.
Furthermore, the rules of thumb defined give a great starting point if further manual opti-
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Algorithm 5 G* lead-lag design process
1: Compute ωonset, MOLOP and ω180, M(ω180), M(ωBW ) in the θ response, where ωBW is the

desired bandwidth, throughout the whole envelope and select the worst cases for each
design flight point.

2: Compute the value of Tcmd from equations 5.38b and 5.40c for a pre-selected value of
τcmd . Looking at the absolute worst cases of OLOP and BW θ will allow to find a good
value. Some iterations must then be made to evaluate the best choice w.r.t. the phase
delay degradations (τlag ∈ [0.3, 0.5]s gave good results).

3: Define a schedule of Tcmd , by taking the filter with the minimum numerator time constant.
4: Use the second command filter to cancel the Drb reduction of the lag filter (Tlead −τlead =
τlag −Tlag). The value of τlead should be selected such as to provide phase advance outside
the frequency range relevant to both HQs from this section (τlead = 1 s gave good results).
Although the lead filter will degrade the overshoots, the maximum phase offset of the
lead filter will be lower than the lag’s due to the higher time constant (lower ratio).

mization is desired. Using H∞ synthesis would easily allow to tune the command filter such
as to meet the OLOP with W2 used in the previous chapter. On the other hand, meeting
BW θ may require more effort, as this problem was also present in H∞ synthesis.

Summarized robust design process

Given the flexibility of the G* methodology, it is always possible to define special objectives
for problematic parts of the envelope, similar to how a gain schedule can be modified locally.
Although this option is interesting for industrial application, this section intends to show that
such fine-tuning is not necessary. Indeed, for the target aircraft, a reduced set of parameters
was sufficient to perform adequate tuning without such ad-hoc modifications. The design
process used is summarized in algorithms 6 and 7.

Algorithm 6 G* robust design process with variable γ
1: Choose ζCL.
2: Choose a range of γ values ([0.5,0.7] is a good first guess).
3: Compute the ωCL surface.
4: Define a maximum nz overshoot. Compute the corresponding value of ψ for the maximum
γ used.

5: Define a minimum dropback value (Drbmin). Use eq. 5.32 to choose γ in real-time to
meet the target dropback. This target dropback should be equal to Drbmin +∆Drb, where
∆Drb is given by eq. 5.35.

6: Compute handling qualities over the envelope and change parameters accordingly. The
addition of a lead-lag filter through the process described is likely to be necessary.
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Algorithm 7 G* robust design process with variable ψ
1: Choose ζCL.
2: Choose γ (0.6 is a good first guess).
3: Compute the ωCL surface.
4: Define a maximum nz overshoot. Compute the corresponding value of ψ for the maximum
γ used. Define a minimum ψ value (0% overshoot is a good first guess).

5: Define a minimum dropback value (Drbmin). Use eq. 5.33 to choose ψ in real-time to
meet the target dropback. This target dropback should be equal to Drbmin +∆Drb, where
∆Drb is given by eq. 5.35.

6: Compute handling qualities over the envelope and change parameters accordingly. The
addition of a lead-lag filter through the process described is likely to be necessary.

Note that if the ANL law is used (later defined in section 5.4.2), it should be included in the
linear design process, as it will have a significant effect on the dropback, nz overshoot and
stability margins.

5.3.5 Design process with knowledge of the mass and cg of the aircraft

The design process for the nominal case is very similar to the previous one. The main
difference is that it is much easier to meet design requirements, usually allowing not to use
lead-lag filters. Another difference is that the dropback is relaxed compared to the nominal
25% target. This is done to avoid strange gain shapes resulting from unnatural dropback
requirements. This relaxation assumes that the Ki gain is constant between cg positions,
which is not true. Nonetheless, as the intent is simply to get good gain behaviours, this is
not a problem. This modified design process is presented for the γ relaxation in algorithm 8
(the corresponding ψ relaxation process can easily be inferred from the last section).

5.3.6 Applying the G* concept to other objectives

Improvements of the flight path bandwidth

Precise control of BW γ has remained difficult throughout H∞ synthesis and G* develop-
ment, especially without mass and cg. Although providing phase advance is beneficial to
bandwidths, at low speeds (worst bandwidths), phase advance is limited by the maximum
dropback and OLOP. It was mentioned in section 4.2.1 that lowering the short period damp-
ing is beneficial to the bandwidth. Although this is generally true, imposing a damping lower
than the open-loop damping ratio often results in negative Kq gains, which could create non-
linear problems. Therefore, the main design trade-off is to meet these requirements without
creating a Kq surface that seems problematic.
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Algorithm 8 G* nominal design process with variable γ
1: Choose ζCL. Although a constant value will give good HQs, this may result in peculiar
Kq gains due to the wide range of cg values. Instead, it is recommended to use the
open-loop damping, subject to ζmin < ζCL < ζmax , where the minimum and maximum
values are to be defined.

2: Choose a range of γ values ([0.5,0.7] is a good first guess)
3: Compute the ωCL surface.
4: Define a maximum nz overshoot. Compute the corresponding value of ψ for the maximum
γ used. If the range ζCL can take is significant, a polynomial can be defined to fit the
profile of ψ in function of ζCL.

5: Define a minimum and maximum dropback. Use eq. 5.32 to choose γ in real-time to
meet a target dropback. This target dropback, which should be bounded in minimum
and maximum Drb, should be Drbtgt = Drb25(Tθ2) + ∆Drb25 .

6: Compute handling qualities over the envelope and change parameters accordingly. A
lead-lag filter can be added if desired.

If this trade-off is to be avoided, it is possible to consider a washout in the pitch rate feedback
path. The idea is to keep a good damping for the short period (of natural frequency around
≈ 2 rad/s), while limiting the effect of Kq in the BW γ frequency range (≈ 0.55 rad/s). On
the other hand, simply adding a washout degrades the SP damping and the nz overshoots
beyond acceptable values when BW γ is improved. It is therefore necessary to include this
washout in the pole placement algorithm. Doing so significantly increases the complexity of
equations and results in a 4 × 4 matrix, bringing into question the compatibility with online
gain computation. Nonetheless, it remains an interesting approach if gains are tabulated with
the G* tuning method. As equations obtained are more complex, they are developed in annex
E. Using these equations allows to slightly improve the BW γ without loading information
(control laws with mass and cg already having good bandwidths). Although the time spent
experimenting with the washout equations was short, it was noticed that the washout cut-off
frequency must be set lower than half of the SP real-part. Failure to do so results in badly
behaving gains, this phenomenon was not explored further, although it is logical that the
washout reduces the pitch rate feedback’s effectiveness if it is too fast, resulting in difficulties
to meet the required damping.

Application to the phugoid damping

Given the difficulties to characterize the PH mentioned in section 3.3.1, the application of
the G* concept to the PH seems difficult. Due to the absence of an accurate reduced-order
model, it would be necessary to work with a fourth-order open-loop transfer function. This
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could be acceptable in terms of complexity, given that feedback dynamics are essentially
negligible in the frequency range of the phugoid. Nonetheless, an accurate linear description
of the phugoid seems difficult due to the number of stability derivatives, especially given the
need for exotic stability derivatives (derivatives with regards to the true airspeed). This is
why the application of the G* concept to phugoid damping was not developed beyond this
thought experiment.

5.4 Nonlinear control law design

Despite the good handling qualities achieved with the previous developments w.r.t. the linear
model, considering linear aircraft dynamics is unlikely to be effective for the whole aircraft
envelope. Indeed, it was mentioned in section 3.2.7 that significant errors in Mα were reached
close to stall even when tabulating with α. Although some errors were still present for other
coefficients, Cmα was by far the most problematic as it became dependent on many factors
that could normally be neglected at high or low (negative) α. It is interesting to display
Cm in function of the angle of attack and Mach for an aft cg (least stability), allowing to
highlight locally unstable regions (Cmα > 0) prone to "pitch-up" problems. In these pitch-up
regions, the effectiveness of envelope protection functions is likely to be reduced, because Cmα

nonlinearities may results in high overshoots. Running a nonlinear benchmark for overshoots
w.r.t. the protection functions on the target aircraft allows to confirm this, as problematic
points where large overshoots are achieved are within pitch-up regions. Therefore, it is
necessary to address such nonlinearities. This section is divided into a short explanation of
classical methods used to handle pitch-up problems, an in-depth description of the method
selected and notes on validation of nonlinear control laws.

5.4.1 Classical nonlinear longitudinal design

Conceptually, if the aircraft modelization is very precise, a "simple" solution to the pitch-up
problem is to tabulate the error (w.r.t. linear aerodynamics) in Cmα throughout the envelope
and explicitly cancel known deviations in the moment equation. In the case of the target
aircraft, the nonlinear performance is limited by the absence of information w.r.t. mass
and cg. The stability derivative Cmα is largely affected by the cg position, making explicit
cancellation unlikely. Still, overshoot worst cases were shown to be at aft cg for linear aircraft
and this behaviour stays true for the nonlinear models according to simulation results. This
means that explicit cancellation for an aft cg should be effective. On the other hand, the
additional damping could slow down the response of forward-loaded aircraft. In the control
law designed through classical means, the AoA augmentation terms are only active above a
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minimum α threshold, roughly corresponding to the start of the nonlinearities. When active,
a feedback in α provides the additional damping, while Ki is reduced by a factor to improve
stability margins. Although very effective, this architecture results in a degradation of HQs
within AoA augmentation.

5.4.2 Chosen nonlinear longitudinal design methods

If all loading information is known, some NDI approaches mentioned in the literature review
seem promising. Values of the ∆α and ∆δe states will be useful in the following subsections,
despite being impossible to measure physically on the aircraft. In simulations, trimming is
performed by the horizontal stabilizer (∆δee = 0), meaning that the initial value of α is the
equilibrium value. In practice, the pilot may have to stabilize the aircraft transiently, e.g. at
1.2g in a turn, at a given angle of attack with the elevator, making the definition of these
equilibrium values more complex. A washout filter ( τws

τws+1) may be used to compute these
states with time constants in the order of seconds, which gives good results in simulations.
Rather than using a washout filter in α, the corresponding state can be isolated from the lift
equation as suggested by [44], leading to:

∆α̇ = a11∆α + q (5.41)

This results in a first-order filter that can easily be implemented using solely the pitch
rate measurement, which is interesting for failure cases. Nonetheless, this alternative has
drawbacks at high AoA where a11 may be difficult to estimate (nonlinear CLα). Furthermore,
during prolonged pulls to the α limit, the pitch rate may be negative even though α̇ ≈ 0 as γ
decreases. With this alternative equation, the computed value of ∆α for such maneuvers is
negative, which may introduce undesirable effects. Nonetheless, both alternatives performed
similarly in simulations.

Cancelation of known nonlinearities
Although many sources of nonlinearity exist at high angles of attack or Mach, pitch-up effects
are a common problem in commercial aviation. This phenomenon is especially problematic,
as it causes a pitch rate increase when α is high, pushing the aircraft closer to stalls. Although
precise modelling of pitch-up effects is difficult for the same reasons mentioned in section 3.2.6,
industrial aircraft models are expected to capture this phenomenon. If the modelization is
accurate enough, [44] describes a method to explicitly cancel the pitch-up. Given the known
pitch-up represented as CPU

mα
(α), this undesirable term can be cancelled with the elevator

correction:
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∆δe
AP U = −

CPU
mα

(α)∆α
Cmδe

(5.42)

This is because the moment equation may be simplified to:

q̇JY

q̄Sc̄
=
(
CLin

mα
+ CPU

mα
(α)

)
∆α + c̄

2VT

Cmqq + Cmδe

(
∆δe

Lin + ∆δe
APU

)
(5.43)

Although this correction seems valid for a finely tuned table of CPU
mα

(α), the table obtained in
section 3.2.7 varies quite abruptly in pitch-up regions. This is why simulations have revealed
sharp ∆δe

APU evolutions with this correction. Furthermore, the tabulation of Cm is usually
done as a function of α, making the conversion to Cmα time-consuming and precarious as
tables may need to be smoothed to ensure continuous corrections. Finally, this correction
assumes that the pitch-up term is constant over ∆α, which may not be true. This is illustrated
in figure 5.9, where an aircraft trimmed at αe = 5 is brought to α = 7. The moment error
computed with eq. 5.42 is compared to the actual error.
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Figure 5.9 Pitch-up cancellation effectiveness

To alleviate these problems, a different correction is introduced, based on the assumption
that the moment coefficient of the aircraft can be expressed through the equation:

Cm = Cα
m(α, ...) + Co

m(δstab, δe, ...) (5.44)
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In eq. 5.44, Cα
m(α, ..) fully describes the effect of α, while Co

m(δstab, δe, ...) contains effects
fully independent from α. In other words, the moment change due to α is only a function
of the angle of attack and a reduced set of parameters (e.g. Mach), while it is independent
from most other parameters. In practice, complex couplings at high α can occur in transonic
regime, resulting in a large number of variables being required in the α table to perfectly
match the aircraft model. Nonetheless, it is generally possible to simplify such tables to a
reduced set of parameters (e.g. α,M, q̄) that capture the "main" pitch-up effect, allowing
interpolation in real-time with reasonable computational loads. For readability, only the
explicit dependency in α will be kept, i.e. Cα

m(α). Assuming that the aircraft is operating
around an equilibrium αe, such that α = ∆α + αe, the Cm around the equilibrium point
corresponding to the linear aerodynamics approximation is given by:

CLin
m (α) = Cmα∆α + Cα

m(αe) + Co
m(...) (5.45)

while, by definition, the Cm from the model is:

Cm
m(α) = Cα

m(α) + Co
m(...) (5.46)

Hence, the correction can be changed to:

∆δe
APU = −Cα

m(α) − Cmα∆α− Cα
m(αe)

Cmδe

(5.47)

Although this correction requires two table interpolations instead of one, it is much easier to
implement and less susceptible of creating unwanted behaviour due to numerical differentia-
tion errors. Furthermore, Co

m(...) is canceled, meaning that additive offsets in the Cα
m table

are not problematic. Nonlinear simulations with this control law have resulted in greatly
improved performance compared to linear gains only. Although this improvement is to be
expected, it is satisfying to have good results for the low time required to compute the Cm

table. Furthermore, this law performs well without loading information when an aft cg is
taken into account. Finally, note that using ca21 rather than Cmα results in performance loss,
as this will not fully compensate the pitch-up effect.

Cancelation of unknown nonlinearities

Multiple nonlinearities are essentially impossible to precisely characterize due to their chaotic
nature, such as ice shapes, transient high α effects, modelling inaccuracies, etc. As direct
cancellation is not realistic for such cases, a different approach is required. Furthermore, it
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is likely that the Cm tables used for ∆δAPU
e computation will have to be limited to a few

variables to allow rapid interpolation. Because the G* law should provide excellent behaviour
so long as the aircraft’s aerodynamics are linear, the intent is once again to cancel out
undesirable aircraft nonlinearities. Direct adaptive methods do not seem like a good solution
to this problem due to the different difficulties mentioned in section 2.5. Furthermore, within
articles found that seem to have "realistic" computational needs for civilian aviation, the lack
of recent experimental testing in nonlinear regions is also an obstacle w.r.t. validation. (Note
that without this computational restraint, there are many examples of experimental projects
that have succeeded [64], [65]) Instead, the INDI correction from [44] is considered. Given
the linear aircraft model in the moment equation, the expected angular acceleration is given
by:

q̇tgt = a21∆α + a22∆q + b2∆δLin
e (5.48)

In practice, the real aircraft angular acceleration will be given by:

q̇ = a21∆α + a22∆q + b2∆δLin
e + ∆q̇ (5.49)

where ∆q̇ is an error term, which is time varying. This equation can be re-written as:

q̇ = q̇tgt + ∆q̇ (5.50a)

∆q̇ = q̇ − q̇tgt (5.50b)

If ∆̂q̇ is available, the correction that cancels this term is:

∆δANL
e = −∆̂q̇

b2
= −

ˆ̇q − q̇tgt

b2
(5.51)

Replacing this term into eq. 5.49 ensures the aircraft follows q̇tgt , assuming ˆ̇q = q̇ and that
∆δANL

e = ∆δANL
ec

:

q̇ = a21∆α + a22∆q + b2∆δLin
e − ˆ̇q + q̇tgt + q̇ − q̇tgt

ˆ̇q = q̇ = q̇tgt

From these assumptions, it is clear that the control law’s speed (update rate, loop delays,
filtering, etc.) limits its effectiveness. Note that this correction was developed for dimen-
sional stability derivatives because this allows considering Mα̇. Reference [44] develops these
equations in terms of dimensionless stability derivatives and gives recommendations for the
estimation of q̇. In practice, ˆ̇q must be estimated by a pseudo-derivator with a unit gain and
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a cut-off frequency on the upper boundary of the piloting bandwidth, while remaining below
flexible modes’ lower frequencies. Using a pseudo-derivator that is "too fast" will degrade
stability margins. Furthermore, q must be filtered to ensure there is no interaction with the
aircraft’s flexible modes. Finally, it is essential that all signals used be phased and corrected
w.r.t. timing and delays to avoid introducing large transient errors.

The elevator position resulting from the linear aircraft command is also needed. This is
problematic, as this measurement is unavailable. One way to estimate this quantity is to ap-
proximate the ∆δe

∆δec
transfer (e.g. by a first-order dynamic and delay), allowing to reconstruct

∆δLin
e from previous linear commands. The delays related to sensor measurements can then

be added to the actuator delay to ensure this signal is in phase with q and α measurements.
The resulting architecture is shown in figure 5.10. Note that washout filters have been added
following the previous remark on equilibrium values. In practice, the time constant of these
washouts can be adjusted in reaction to nonlinear simulations (e.g. worst case nz overshoots).

Nonlinear simulations with only this correction yield a significant improvement compared to
the linear gains. Nonetheless, the best performance is achieved by combining both pitch-up
and unknown dynamics corrections, giving excellent results so long as the pseudo-estimator
is "fast enough".

5.4.3 Control law validation

The current industrial state of the art for validation of new control laws comprises two main
aspects. First, all components are linearized over a grid that covers the flight and loading en-
velopes. These local linearizations are then used to study linear handling qualities and ensure
that stability margins are respected, even with nonlinear control laws. Once linear design
requirements are met, nonlinear simulations are run over the envelope to ensure conformity
concerning nonlinear design requirements. To do so, the aircraft is submitted to a wide range
of inputs that correspond to the worst cases for the evaluated metric. For example, worst-
case load factor overshoots are reached for maximum amplitude push-pull manœuvers. The
knowledge of such worst cases is critical, as this allows to greatly accelerate the validation
process and avoid time-consuming simulations that are irrelevant.

Once the G* control law has been implemented on a nonlinear simulation model, running
these simulations is straightforward and requires little changes from what is done industrially.
Furthermore, the ANL law can (and should) be included in linear HQ and stability margin
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Figure 5.10 ANL law architecture

evaluations, since this law is linear for a given flight point (see figure 5.10). Although the
APU law is fundamentally nonlinear, it is possible to evaluate its effect by computing the
local linearization around αe. This results in a correction following eq. 5.42. Although stabil-
ity margins provide an intuitive measure of the system’s tolerance to some uncertainties, this
approach is unlikely to capture the absolute worst case in the envelope as these analyses are
done on a grid. Work from [44] further develops robustness analysis on grids through µ (LTI
uncertainties) and IQC (LTV uncertainties) analysis. Nonetheless, validation attempts on a
continuum (a finite and continuous envelope subsection) resulted in excessive conservatism.
Validation in [32], the only example found of an INDI law that was flight tested, is based on
"classical" nonlinear grid analysis. Clearly, work on nonlinear validation remains a subject of
interest.

Going back to the decision of feeding the pole-placement algorithm a fictive loading for ro-
bust designs, no theoretical result has been developed to show that this does not destabilize
the aircraft for some loading conditions. Nonetheless, validation on a grid of mass/cg for
all designs at aft conditions never resulted in weakly damped SP poles (below 0.35). There
seems to be no discontinuity in the evolution of the damping, suggesting the validity of the
grid validation. This justifies not using a dedicated robust pole placement method, although
additional research on pole evolution through the loading envelope would be interesting.
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Trade-offs between linear and nonlinear performance

As mentioned, the ANL law tends to degrade stability margins. When cg and mass esti-
mates are available, this degradation is relatively mild, as the ANL correction should remain
small for most conditions. This makes it relatively simple to get excellent linear performance
while having a fast ANL law, leading to great nonlinear behaviour. In practice, the tuning
of τd, the pseudo-derivator’s time constant, should be done based on nonlinear simulations.
Identification of a set of worst-case overshoots allows to evaluate the aircraft behaviour for
different values and define the highest value that yields the desired performance. The higher
the time constant is, the smaller the stability margins degradations will be, at the cost of
degraded ANL performance. It is interesting to note that when stability margins are not
met, it is possible to improve phase margins in exchange for a gain margin degradation (or
the opposite) by a lead (or lag) filter on ∆δANL

ec
. Although this is likely to also affect linear

HQs, this can be an interesting design tool.

For the robust case, the use of the ANL law is much less trivial. Indeed, to limit worst-
case overshoots and avoid computing other stability derivatives, an aft cg should be used
for the ANL law. This generally improves linear HQs, as the aircraft is more responsive for
aft cg, meaning that matching this behaviour is likely to improve some HQs for forward cg
positions beyond what is possible with constant gains. This is especially apparent on the
dropback. On the other hand, the maximization of ωCL is even more critical for robust design
to meet both the nz overshoot and the dropback at high-speed, while the tradeoff is between
the bandwidths and dropback at lower speeds. This means that the aircraft will be limited
in terms of stability margin, as maximum linear performance is obtained for a maximum
ωCL. This results in the need to compromise on the stability margins that are "reserved" for
nonlinear design, lowering ωCL and the corresponding linear performance.
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5.5 Conclusion

In this chapter, a methodology for longitudinal aircraft control has been defined. This
methodology is based on real-time pole placement, from known aircraft (SP) dynamics. This
process avoids the need to perform a re-design when some loop components change (e.g.
the aerodynamic model or loop delays). Critical linear handling qualities are guaranteed by
the computation in real-time of 4 parameters that define the closed-loop SP transfer, while
secondary HQs are met through a reduced set of higher-level tuning parameters. This tuning
method is of comparable effectiveness to the H∞ methodology for linear HQs.

To ensure gain smoothness, linear design is performed with the linear aerodynamics approx-
imation (low α). As modern aircraft are not linear throughout their envelope, additional
control laws are required to use such an approximation. Two control laws have been defined
for this purpose, the first one using known aircraft nonlinearities to cancel them, while the
second estimates the pitch acceleration error w.r.t. the linear aircraft and cancels this offset.
These corrections are effective on the target aircraft when used together, even without mass
and cg information.
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CHAPTER 6 Comparison of structured H∞ synthesis and G* on the flap 0
configuration

In this short chapter, both methodologies developed in this thesis are applied to the flap
0 configuration of the target aircraft. First, structured H∞ synthesis parameters are given
along with the synthesis points used. Then, G* tuning parameters are given. The resulting
gains of both methodologies are then shown and discussed, before doing the same for time
responses, handling qualities and a typical nonlinear response.

6.1 Structured H∞ synthesis parameters

Parameters used for the structured H∞ synthesis for flap 0 are given in tables 6.1 to 6.4.
Most of these parameters are related to the reference model HQ limits. It should be noted
that the HQs that will be obtained are not necessarily within the limits of the reference
model. Since the HQs are validated on points other than those used in the synthesis, some
degradation is to be expected. Furthermore, the RelGap value quantifies the error between
the reference model and the closed-loop aircraft. Therefore, higher values are expected to
lead to more degraded HQs. These values were obtained by starting from HQ requirements
and performing design iterations until reaching satisfactory results.

6.1.1 Choosing the synthesis points

Figures 6.1 and 6.2 show the envelope used for the flap 0 synthesis. The flight envelope
has initially been defined with an educated guess, followed by synthesis iterations to identify
potential degradations (e.g. points added at high speeds at 5,000 feet and some very high-
speed points). In general, if the handling qualities on the synthesis points are satisfying, it
is safe to assume that degradations on the full envelope are due to a poor selection of the
synthesis points (from the flight and loading envelopes). Although having a small synthesis
flight envelope is desirable, minimizing the number of loadings used is critical (as it is expected
that more flight conditions are required than loading conditions) to have reasonable synthesis
times and RAM use. Iterations to identify which loading conditions should be used are less
straightforward than for flight conditions.
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Table 6.1 Synthesis
Parameters (flap 0)

Parameter Value
RelGaptgt 0.053
Ponderation 2.65
ζmin 0.37

Table 6.2 Reference model
HQ limits (flap 0)

Parameter Value
ζ 0.7

Parameter min max
Tθ2 0.4 3
PD 0 0.145

BW γ 0.6 ∞
BW θ 1.8 ∞

Table 6.3 Altitude-dependent reference model HQ limits (flap 0)

Altitude (Kft) 1 5 10 15 20
Parameter min max min max min max min max min max
Drb -0.18 1.6 -0.18 1.6 -0.18 1.6 -0.18 1.6 -0.18 1.6
OS nz (%) 0 8 0 8 0 8 0 8 0 8
Altitude (Kft) 25 30 35 41
Parameter min max min max min max min max
Drb -0.18 1.6 -0.30 1.6 -0.18 1.6 -0.18 1.6
OS nz (%) 0 23 0 23 0 23 0 23
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In [24], the open-loop aircraft response for a single flight condition but multiple loadings
was overlayed for outputs of interest. Responses that bounded the aircraft behaviour (in the
frequency range of interest) were selected for the synthesis. This process is very interesting
for structured H∞ synthesis, as gain optimization is done in the frequency domain. This
process may then be repeated for a few flight conditions to ensure the selected points truly
bound the possible responses. In the case of the target aircraft, six loadings were needed
to bound the pitch rate and load factor responses, as shown in figure 6.3. Responses in red
correspond to the loadings selected for the synthesis, while black ones are other mass and
weight combinations.

Table 6.4 Acceptable space fit
parameters

Fit Parameter Value
τcmd Order in Tθ2 3

Tcmd
Order in (τcmd) 2
Order in Tθ2 15

1
ωn

Order in (τcmd , Tcmd) 2
Order in Tθ2 10
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Figure 6.3 Typical open-loop bode response of the aircraft

6.2 G* tuning parameters

Four variations of a G* law were tested in the context of this project:

• Nominal G* law

• Robust G* law, optimized for linear HQ

• Robust G* law designed to offer a trade-off between linear HQ and ANL performance

• Robust G* law, optimized for nonlinear performance
The nominal G* law highlights the "best" achievable performance, although there is no refer-
ence to which it could be compared. The robust G* law that offers a trade-off between linear
and nonlinear performance will be detailed, as it is thought to be the most realistic use-case
of the G* methodology without mass and cg. The other 2 robust G* iterations will not be
studied in this thesis, as these laws remain close to other robust G* iterations. Indeed, the
main HQ difference was the improved Drb in exchange for bandwidth degradation. To avoid
saturating HQ plots, they are not included. The parameters that define the robust control
laws are given below. It is interesting to compare the small number of parameters that fully
define the gains compared to those required to obtain H∞ surfaces (especially when accept-
able space fit parameters are considered), making the G* methodology appealing. Although
aerodynamic tables are also required, these tables were not tuned by hand at all.
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G* - Robust design, trade-off between linear and nonlinear performance

Tuning parameters for the G* methodology are given below. These values were obtained
through the tuning process detailed in algorithm 7.

• ζCL = 0.66

• ωCL = −0.8213 + 0.8517ωOL + 5.2624ζOL + 1.2196ωOLζOL − 0.1331ω2
OL − 4.8067ζ2

OL

• γCL = 0.6

• Drbmin = −0.15

• ψ ∈ [2.25, 2.55]

• τcmd = 1.2, τcmd,HF = 0.4, Tcmd,HF is defined in table 6.5, while Tcmd is used to cancel
the dropback added by the HF lead-lag filter.

6.3 Comparison of the robust gain surfaces

Gains surfaces from G* have been truncated to only keep data points below MD in figures
6.4 and 6.5. Aerodynamic coefficients above this speed are prone to rapid evolution and tend
to misbehave. This is to be expected, as these points are outside of the operational envelope.
Furthermore, the tabulation done is not valid at such speeds. This is not a problem for
H∞, as the polynomials ensure discontinuous evolution does not occur. Nonetheless, within
the envelope, the G* gains behave in continuous and "intuitive" ways so long as the design
parameters are realistic for the system. The only exception to this is that sharp changes in
aerodynamic coefficient can affect these surfaces, which causes the dents above M0.75 and
MMo on most surfaces. These dents are not representative of the target aircraft’s dynamics,

Table 6.5 G* - Robust lag filter
q̄(psf)\h(ft) 1,000 5,000 10,000 15,000 20,000 25,000 30,000 35,000 41,000
75 0.25 0.24 0.25 0.25 0.27 0.30 0.33 0.35 0.37
100 0.25 0.24 0.25 0.25 0.27 0.30 0.33 0.35 0.37
125 0.25 0.25 0.25 0.25 0.27 0.30 0.30 0.35 0.32
150 0.25 0.25 0.25 0.25 0.27 0.27 0.27 0.30 0.27
175 0.25 0.25 0.25 0.25 0.27 0.27 0.24 0.25 0.22
200 0.25 0.25 0.25 0.25 0.27 0.27 0.21 0.20 0.17
225 0.25 0.25 0.25 0.25 0.25 0.24 0.18 0.15 0.15
250 0.25 0.25 0.25 0.25 0.23 0.21 0.15 0.15 0.15
275 0.25 0.25 0.25 0.24 0.21 0.18 0.15 0.15 0.15
300 0.25 0.25 0.25 0.23 0.19 0.15 0.13 0.15 0.15
325 0.25 0.25 0.25 0.22 0.15 0.13 0.13 0.15 0.15
350 0.25 0.25 0.25 0.20 0.13 0.13 0.13 0.15 0.15
375 0.25 0.25 0.24 0.18 0.13 0.13 0.13 0.15 0.15
400 0.25 0.25 0.22 0.16 0.13 0.13 0.13 0.15 0.15
425 0.25 0.25 0.20 0.16 0.13 0.13 0.13 0.15 0.15
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as they are the result of poor tabulation precision. For HQ evaluation, G* gains were com-
puted for a Mach number limited below 0.75. If these dents are to be avoided, tables can be
re-computed and fine-tuned to ensure they are representative.

In contrast, it is less trivial to force the H∞ synthesis to have an "intuitive" behaviour for
gains other than Kp and Ki. Although this has been mitigated for Kff by pre-defining the
surface, Kq takes some slightly negative values, Kd converged to maximum values at high
Mach, while the command filter evolution is difficult to analyze. Furthermore, in synthesis
for a high flap setting, gains had even stronger tendencies to converge to "odd" behaviours,
which could not be avoided in the short time spent on this flap setting. The G* methodology
does not use a pitch rate washout, while the time constant is set to 1.4587s for H∞.

The Ki and Kp gains have similar behaviours with both methods, although they are smaller
for G*. This is because ωCL cannot be fully maximized if the ANL law is used to meet stability
margins. Furthermore, Kp takes small values at high altitudes and low speeds, where the
aircraft operates in reduced Cmα regions, because of the linear aerodynamics assumption.
As the aircraft is within this region at equilibrium, H∞ converged to a higher proportional
gain. To avoid this problem, aerodynamic tables could be biased, although this low gain did
not cause nonlinear problems. Kq takes high values at low speeds and high altitudes for G*.
This is because in this part of the envelope, the aircraft’s natural damping is low while the
damping requirement is kept constant throughout the envelope. Kff surfaces have similar
shapes at high speeds, while low-speed maximums are different. In general, G* gains tend to
"peak" at low speeds, which is intuitive. In practice, it is necessary to limit gain computation
to a minimum value of dynamic pressure to avoid extremely large gains if the aircraft is
operated near stall.
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Figure 6.4 Comparison of the Robust G* and H∞ gains
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Figure 6.5 Comparison of the Robust G* and H∞ gains (2)

6.4 Linear time responses

Figure 6.6 shows the time responses of the short period model for the load factor, pitch
rate and pitch responses. To allow easier qualitative comparison of aircraft behavior, these
responses were normalized to a unit steady-state gain. As no settling time design objective
was defined, the 4.4 s (within 10% error) criterion from reference [59] was used to provide a
guideline. The yellow line in the q response corresponds to the PRO limit for a Drb ≈ 1.5.
Precise validation of this criterion will be done with HQ figures in section 6.5 and this line
is provided here for reference. Overall, aircraft responses are satisfactory and there is no
"aberant" result, e.g. highly underdamped oscillations. The H∞ gains seem to accelerate the
nz response more than the G* gains, while G* gains can be seen to have higher Drb values
in the θ responses.



140

Figure 6.6 Comparison of the Robust G* and H∞ time responses

6.5 Comparison of linear HQs

Classically, handling qualities are validated in scatter plots, where the x and y axis correspond
to different HQs, along with design limits. As some HQ limits are functions of other handling
qualities, using this type of figure is intuitive. Nonetheless, these plots give no information
w.r.t. where poor HQs are obtained, limiting their appeal for design. For example, poor
bandwidths are to be expected (to some extent) at low speeds, hence the need to contextualize
results. One solution to this problem is to plot each HQ individually in function of a flight
condition number, a unique number assigned to a (q̄, h) couple. Points for HQ which depend
on multiple values can be colour coded for validation of HQ levels. In this section, results
are shown with the first type of plot, while the commentaries will provide some context
about where the worst cases occur. This validation is done against the numerically linearized
aircraft model for the flight and loading envelopes defined. Green lines correspond to level
1* HQ limits (if defined), while lines in yellow and red are level 1 and 2, respectively.
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As the G* law has been tuned with the nonlinear law, it is necessary to consider all com-
ponents in HQ evaluation. Indeed, the ANL law degrades stability margins, resulting in
the need for additional trade-offs and the need to reduce the ωCL limit. At the same time,
the ANL law improves other HQs, resulting in vastly different values if it is ignored. When
linearized, the APU law is a feedback on the ∆α state, giving it a similar role to the q feed-
back with regards to BW γ degradations. This is apparent at low speed and high altitudes,
where this HQ is on the level 2 limit for G*. Without the APU law, results are aligned with
H∞. The robust G* law tuning is more aggressive than H∞ and some non-conformal high
pilot-gain OLOP points were allowed to counteract the ωCL limitation due to the ANL law.

Figure 6.7 contains results w.r.t. design criteria defined in this document. Both control laws
have similar breaches of the high Drb −PRO limit, which is reached at low speeds. Although
it is possible to fully respect the upper limit, this results in the degradation of bandwidths.
At higher speeds, the ANL law increases the Drb, which is why G* minimum values are
significantly higher. Indeed, few points are negative throughout the operational envelope.

Level 1 phase delay is respected for both control laws, while the majority of BW θ values are
within level 1*. At low speeds, for H∞ this metric is better due to the higher ωCL, while
at high speeds H∞ results are largely degraded by the magnitude bandwidth limit. This
problem was fixed for G* by the tuning of the command filter. This can be seen in the BW γ

plot, as low H∞ BW θ are above the level 2 upper limit. As mentioned, in nonlinear regions,
worst BW γ values are reached with G* because of the APU law.

Gibson criteria (APR and f180) are of limited use. Indeed, the APR and f180 limits are
respected with large margins (note that the stricter 1* limits [APR< 50 and f180 > 1] would
be breached systematically). Bounds on these HQs should be adapted to commercial aviation
for further use. Validation of the PRS is difficult without information on the flight point,
as conditions above VMo/MMo undergo a rapid PRS degradation. Sensitivities were adjusted
by a constant offset to allow to keep Gibson limits for the target aircraft, the intent being
to study the range of variation of this metric rather than its absolute value. Overall, both
tuning methods vary by about 7dB when ignoring these high-speed points, meaning that they
are within the requirement. Nonetheless, as already mentioned, this requirement should be
adapted to commercial aviation if the intent is have an absolute upper and lower bound. It
is interesting to mention that G* gains generally achieve lower PRS values. From experience,
increasing γ increases the PRS. This is in accordance to what is seen here, as H∞ design was
done for γ = 1 instead of γ = 0.6.
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Finally, stability margins are similar with both methods, although H∞ synthesis is usually
limited by the phase margin, while G* is on the disk limits. A few points have failed the mar-
gin requirements for H∞ by a small amount. Damping ratio limits are respected, although
G* damping is higher.
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6.5.1 G* nonlinear results

Simulations were performed throughout the envelope for critical sets of maneuvers to see
how the G* law behaves. When information on mass and cg is available, the nonlinear
performance is excellent. This is because the ANL law can be tuned more aggressively and
it is easier to meet good linear HQs in the nominal case. Indeed, meeting low linear nz

overshoots, which are the same as α overshoots on the linear model with the approximations
used, is much easier. Nonlinear simulation results are essentially exempt from overshoots
with regards to limiting functions, including in nonlinear portions of the envelope. In the
robust case, these results are slightly degraded. Overshoots for high α manœuvers remain
quite similar to the nominal case. Figure 6.8 shows an example of the α response with and
without ANL and APU laws, with the same linear G* tuning. The nonlinear laws fully
prevent the overshoot, although they initially stabilize the aircraft below the α limit (around
≈ 6 s) before the integrator converges. This behavior is to be expected as this simulation
is performed with a different aircraft mass than the one used in the APU law, resulting in
a highly damped response. At higher speeds in transonic regions, a few negative overshoots
of the nz command can be found. Still, they remain small and are deemed satisfactory
considering the law has no information on mass and cg. From linear and nonlinear results,
it does not seem necessary to bias the Cmα coefficient to increase the Kp gain, although this
might accelerate the convergence to the α limit.

0 2 4 6 8 10 12 14 16 18

Time (s)

Nonlinear  response to a pull manoeuver

max

Robust G*, ANL+APU

Robust G*, Lin

Figure 6.8 Example of nonlinear response
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6.6 Conclusion

Overall, both developed methodologies were shown to yield adequate performance on the
target aircraft. The principal difference in the results obtained was that the trade-offs that
had to be made with both approaches were different. Because only linear behavior was
considered for structured H∞ synthesis, there was no need to compromise on the closed-
loop frequencies that could be achieved. Nonetheless, this is not a limitation of the G*
methodology, but rather, a choice that was made to improve the nonlinear aircraft behavior.
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CHAPTER 7 CONCLUSION

7.1 Summary of Works

In this thesis, two methodologies for longitudinal gain design have been developed. The
first approach, based on structured H∞ synthesis, allows designers to compute gain surfaces
defined as polynomials that meet the desired stability margins and handling qualities. The
closed-loop system is matched to a reference model, within the SP frequency range, enforc-
ing good transient characteristics. As aircraft dynamics vary significantly for different cg
and mass values, the required robustness is met through a variable reference model which
is limited to a space of parameters that yields good handling qualities. This space can be
controlled by the designer, allowing to define HQ limits for the synthesis.

The second approach, the linear G* methodology, consists of an online pole-placement algo-
rithm and simplified aerodynamic modelization of the aircraft. The aircraft response is con-
trolled through the closed-loop short period and integrator poles, along with the feedforward
zero, resulting in four tuning parameters for a given design point. An offline optimization
method is used to compute the maximum closed-loop frequency such as to meet the required
stability margins, while the damping is chosen by the designer. These values are then evalu-
ated online through simple polynomials which approximate the offline optimization results.
Analysis of the closed-loop transfer function in q and nz has allowed to define the dropback
and nz overshoot in function of the closed-loop poles and zero. This enables the designer
to explicitly meet these two handling qualities. These values are computed online from HQ
requirements that are implicitly defined offline through higher-level tuning parameters. This
procedure has the advantage of eliminating the need for scheduling (although G* can be used
to design gain schedules) while greatly reducing the number of parameters the designer must
tune.
The linear pole placement in the G* methodology is done for simplified linear aerodynamics
(low α approximation), resulting in excellent behaviour when the aircraft behaves linearly.
This ensures that gains evolve smoothly. The nonlinear behaviour is then matched to this
expected linear response through nonlinear dynamic inversion. As industrial models are
expected to capture undesirable nonlinear phenomenons such as pitch-up effects, these be-
haviours can be cancelled explicitly from the moment equation to some extent. The remaining
nonlinearities are then cancelled through the comparison of the aircraft’s angular acceleration
to a target resulting from linear aircraft behaviour.
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7.2 Limitations

As the H∞ approach is used for gain scheduling, it retains most limitations associated with
this category of approaches. The main exception is that the effort required to obtain gain
schedules in function of HQ targets is greatly reduced. Nonetheless, the gain design problem
is implicitly linked to the problem of finding the best compromise in HQs, as the design
requirements used over-constrain the problem. The exploration of the possible solutions is
therefore time consuming and is limited by the synthesis time.

Although the G* approach addresses multiple problems related to linear design, the nonlinear
design methodology relies on strong assumptions, especially when no mass or cg information
is known. The designer is faced with the need to compromise between linear and nonlinear
performance, as the aircraft’s angular acceleration must be estimated through filtering, de-
grading stability margins. Furthermore, nonlinear performance is highly dependent on the
correct synchronization of the signals used.

7.3 Future Research

The nonlinear control laws conceived have been studied through common industrial valida-
tion methods, such as linear stability margins or handling qualities and nonlinear simulations.
Validation of these laws through theory-based nonlinear methods could not be performed,
due to the limited time remaining for the research of such methods. Therefore, nonlinear
validation remains a key challenge.

As the nonlinear INDI law performance is strongly limited by the "speed" at which the
pitch acceleration can be estimated, classical NDI architectures common in military aviation
(e.g. [48], [31]) seem interesting to avoid such problems, as they have been tested at moderate
sample rates. Furthermore, the reference model design can largely be based on the G* tuning
parameters and closed-loop objectives. Nonetheless, it is not clear how these architectures
could be used alongside the "traditional" C* tracking architecture. Experience gained with
"traditional" architectures is precious to designers for validation purposes, complicating the
transition to a completely different architecture. Furthermore, NDI architectures are even
more dependent on flight mechanics identification. Additional work is required to know
whether industrial models are of sufficient precision to reach adequate performance.
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APPENDIX A PARTIAL FRACTION DECOMPOSITION OF THE THIRD
ORDER nz RESPONSE

Starting from eq. 3.5.1:

γζω3(TKff s+ 1)
s(s+ γζω)(s2 + 2ζωs+ ω2) = A

s
+ Bs+D

s2 + 2ζωs+ ω2 + E

s+ γζω
(A.1)

the equation to solve is therefore :

γζω3
(
TKff s+ 1

)
= (s+γζω)(s2+2ζωs+ω2)A+(s+γζω)(Bs+D)s+(s2+2ζωs+ω2)Es (A.2)

Once developed, one gets:

s3 : 0 = A+B + E (A.3a)

s2 : 0 = Bγζω + A(γζω + 2ζω) + 2ζωE +D (A.3b)

s : TKff γζω
3 = A(ω2 + 2γζ2ω2) +Dγζω + Eω2 (A.3c)

s0 : γζω3 = γζω3A (A.3d)

Therefore, A = 1 and B = −1 − E. Substituting this into the remaining equations yields:

0 = (−1 − E)γζω + γζω + 2ζω + 2ζωE +D (A.4a)

TKff γζω
3 = ω2 + 2γζ2ω2 +Dγζω + Eω2 (A.4b)

Solving for D from A.4a and substituting gives:

D = − (−[E + 1]γζω + γζω + 2ζω[1 + E]) = − (E[2 − γ]ζω + 2ζω) (A.5a)

TKff γζω
3 = ω2 + 2γζ2ω2 + Eω2 − γζω (E[2 − γ]ζω + 2ζω) (A.5b)

TKff γζω
3 = E

(
ω2 + γ2ζ2ω2 − 2γζ2ω2

)
+ ω2 (A.5c)

E =
TKff γζω − 1

γ2ζ2 − 2γζ2 + 1 if 0 ̸= γ2ζ2 − 2γζ2 + 1 (A.5d)

The assumption that 0 ̸= γ2ζ2 − 2γζ2 + 1 is valid. Manipulating this equation yields:

− 1
ζ2 = γ2 − 2γ (A.6)
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Looking for extremums leads to:

∂(γ2 − 2γ)
∂γ

= 2γ − 2 = 0 =⇒ γ = 1 (A.7a)

∂2(γ2 − 2γ)
∂γ2 = 2 > 0 (A.7b)

Hence, the minimum is in γ = 1, which gives −1 and A.6 can only be true if ζ ≥ 1, which
does not respect the assumption of an oscillating response. This completes the development
that lead to eq. 3.53a.
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APPENDIX B INVERSE LAPLACE OF THE nz RESPONSE WITH ZEROS

Considering a second-order transfer function with two real zeros of opposite signs for eq.
3.37a, the step time response is given by:

e(t) = L−1
{
ωn

2

s

(
(τs+ 1)(τs− 1)
s2 + 2ζωn + ωn

2 + 1
s2 + 2ζωn + ωn

2

)}
(B.1a)

= L−1
{

τ 2ωn
2s2

s(s2 + 2ζωn + ωn
2)

}
(B.1b)

= L−1
{

τ 2ωn
2s

(s+ ζωn)2 + ωd
2

}
(B.1c)

= τ 2ωn
2
√

1 + 2ζ2

1 + ζ2 sin{ωd + ϕ}e−ζωnt (B.1d)

Aiming to get a bound on this time response, we get:

|e(t)| =
∣∣∣∣∣τ 2ωn

2
√

1 + 2ζ2

1 + ζ2 sin{ωd + ϕ}e−ζωnt

∣∣∣∣∣ (B.2a)

≤
√

1.5ωn
2τ 2e−ζωnt (B.2b)

Assuming ζ < 1. This concludes the development for 3.37a.
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APPENDIX C SOLUTION TO THE EQUIVALENT FEEDBACK
DYNAMICS FILTER PROBLEM

The annex is intended to lead to the equivalent filter definition from [47]. This development
is included for completeness of this document. Given ω1, ω2 = 0.5ω1, G(s), the transfer
function and gi = M(G(ωi)), the desired filter B(s), such that M(B(ωi)) = M(G(ωi)), is
given by:

B(s) = ω0
2

s2 + 2ζω0 + ω02 (C.1)

Looking for the values of ω0 and ζ:

M(B(ω)) = 1√(
1 − ω2

ω2
0

)2
+ 4ζ2 ω2

ω2
0

(C.2a)

1
g2

i

= 1 − 2ω2
i

ω2 + ω4
i

ω4
0

+ 4ζ2ω
2
i

ω2
0

(C.2b)

4ζ2

ω2
0

= 1
ω2

i

 1
g2

i

− 1 + 2 ω2
i

ω2
0 − ω4

i

ω4
0

 (C.2c)

ω2
2

 1
g2

1
− 1 + 2 ω2

1

ω2
0 − ω4

1
ω4

0

 = ω2
1

 1
g2

2
− 1 + 2 ω2

2

ω2
0 − ω4

2
ω4

0

 (C.2d)

The last equation can be developed into:

1
g2

1
− 4
g2

2
= 3ω4

1
4ω4

0
− 3 (C.3)

Defining X = ω2
1

ω2
0
, the solution is given by:

ω0 =
√
ω2

1
X2 (C.4)

ζ =

√√√√ 1
4X

(
1
g2

1
− (1 −X)2

)
(C.5)

where X can be evaluated from :

1
g2

1
− 4
g2

2
= 3X2 − 3 (C.6)
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APPENDIX D CONSTRAINTS FOR SHAPING H∞ GAIN SURFACES

Additionnal gain constraints

From the Kff example detailed in section 4.4.3, it can be seen that enforcing the sign of the
partial derivative of a gain or the sign of a gain can be an interesting design tool. Devel-
opments will be done for a second-order polynomial as in equation D.1, where x̄ and ȳ are
normalized scheduling variables such that x̄ and ȳ ∈ [−1, 1]

K = K0 +K10x̄+K01ȳ +K11x̄ȳ +K20x̄
2 +K02ȳ

2 (D.1)

Strictly decreasing gain To ensure K is always decreasing with regards to variable x̄,
∂K
∂x̄

= K10 +K11ȳ + 2K20x̄ < 0. Also, ∂2K
∂x̄2 = 2K20 > 0, as greater gains are expected for low

dynamic pressure. It is therefore clear that either (or both) K10 or K11ȳ must be negative.
Forcing K20 < 0 can be done directly with the Minimum or Maximum proprieties of realp
objects. The constraint on the first derivative is more complex to implement, since H∞ are
concerned with norms (absolute values). One possible implementation is :

∣∣∣∣∣∣∣∣c+K10 +K11ȳ + 2K20x̄

c

∣∣∣∣∣∣∣∣ < 1 (D.2)

But since x̄ and ȳ are bounded, it is sufficient to enforce :
∣∣∣∣∣∣∣∣c+K10 +K11 + 2K20

c

∣∣∣∣∣∣∣∣ < 1 (D.3)∣∣∣∣∣∣∣∣c+K10 −K11 + 2K20

c

∣∣∣∣∣∣∣∣ < 1 (D.4)

where c is a constant big enough to ensure the numerator does not change sign. Note that
while c must be a bound on the limited quantity, using a needlessly high value will limit
the optimization, as the constraint will always be close to 1, significantly degrading the
convergence.

Limits on gain values Strict positiveness may be enforced using a similar formulation as
D.2, but without additional constraints, this is less practical (especially if no global minimum
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of K exists), as it must be checked for all or a large subset of synthesis points :
∣∣∣∣∣
∣∣∣∣∣c+K(x̄, ȳ)

c

∣∣∣∣∣
∣∣∣∣∣ < 1 (D.5)

It is simple to modify D.5 to enforce negative gains or define a maximum/minimum, although
this does not alleviate the practicality of this constraint. For dynamic values (i.e. the
steady-state value of the integrator), this may be implemented to ensure the command due
to a specific gain is always within given bounds. To do so, K(x̄, ȳ) must be replaced by
the transfer function of interest. This requirement can then be limited to the frequency
range of interest, either with the Focus propriety of TuningGoal objects or with a filter used
as a weighting function (although this approach is expected to be more computationally
demanding for cases where only steady-state values are needed).
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APPENDIX E POLE PLACEMENT EQUATIONS WITH WASHOUT AND
PURE DERIVATOR

Considering the washout and pure derivator, the closed-loop system for pole placement is
shown in figure E.1. The closed-loop transfer function becomes:

E

C∗
c

= −[Kds
2 + (Kff +Kp)s+Ki]NθDτw

DfDθDA/CDτws−Nθ (τws2 (s− a11)Kq + ((s− a11) β +Nnz) (Kds2 +Kps+Ki)Dτw)
(E.1)

where the washout is given by τws
Dτw

and Dτw = τws+1. Developing DfDθDA/CDτws in powers
of s gives:

s8; [AC8] = aθ2K2τw (E.2a)

s7; [AC7] = τw[a(θ1K2 +K1θ2) + bθ2K2] + aθ2K2 (E.2b)

s6; [AC6] = τw[a(θ0K2 + θ1K1 + θ2k0) + b2(θ2K1 + θ1K2) + dθ2K2]

+ a(θ1K2 +K1θ2) + dθ2K2 (E.2c)

s5; [AC5] = τw[a(θ0K1 + θ1K0) + b(θ0K2 + θ1K1 + θ2K0) + d(θ2K1 + θ1K2)]

+ a(θ0K2 + θ1K1 + θ2K0) + b(θ2K1 + θ1K2) + dθ2K2 (E.2d)

s4; [AC4] = τw[aθ0K0 + b(θ0K1 + θ1K0) + d(θ0K2 + θ1K1 + θ2K0)]

+ a(θ0K1 + θ1K0) + b(θ0K2 + θ1K1 + θ2K0) + d(θ2K1 + θ1K2) (E.2e)

s3; [AC3] = τw[bθ0K0 + d(θ0K1 + θ1K0)] + aθ0K0 + b(θ0K1 + θ1K0)

+ d(θ0K2 + θ1K1 + θ2K0) (E.2f)

s2; [AC2] = τwdθ0K0 + bθ0K0 + d(θ0K1 + θ1K0) (E.2g)

s1; [AC1] = dθ0K0 (E.2h)

s0; [AC0] = 0 (E.2i)

Developing − (θj,n) (τws
2 (s− a11)Kq + ((s− a11) β +Nnz) (Kds

2 +Kps+Ki)Dτw) into pow-
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∆δec A/C

C∗
c

eC∗+

−

−1+−
+

β

nz

q

Ki

Kp

E = ∆α

Nnz

s− a11

Kff

+
+

+1
s

eq.
delay

eq.
filter

τws
τws+1

+

Kps Kq

Figure E.1 C* architecture for pole placement
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ers of s:

s8; 0 (E.3a)

s7; 0 (E.3b)

s6; −θ2[1] (E.3c)

s5; θ1[1] − θ2[2] (E.3d)

s4; −θ0[1] + θ1[2] − θ2[3] (E.3e)

s3; −θ0[2] + θ1[3] − θ2[4] (E.3f)

s2; −θ0[3] + θ1[4] − θ2[5] (E.3g)

s1; −θ0[4] + θ1[5] (E.3h)

s0; −θ0[5] (E.3i)

where:

[1] = Kdβτw (E.4a)

[2] = τwKq + βKpτw + Kd(β + [Nnz − a11β]τw) (E.4b)

[3] = −τwKqa11 + β(Kiτw +Kp) + (Nnz − a11β)τwKp + (Nnz − a11β)Kd (E.4c)

[4] = βKi + (Nnz − a11β)(Kp +Kiτw) (E.4d)

[5] = (Nnz − a11β)Ki (E.4e)

From here, it is possible to re-define the characteristic equation as:

T8s
8 + T7s

7 + T6s
6 + (T5 +Kqc5,q +Kpc5,p +Kic5,i)s5 + (T4 +Kqc4,q +Kpc4,p +Kic4,i)s4

+ (T3 +Kqc3,q +Kpc3,p +Kic3,i)s3 + (T2 +Kqc2,q +Kpc2,p +Kic2,i)s2

+ (T1 +Kqc1,q +Kpc1,p +Kic1,i)s1 + (T0 +Kqc0,q +Kpc0,p +Kic0,i) (E.5a)



163

where (defining β0 = {Nnz − a11β}):

T8 = [AC8] (E.6a)

T7 = [AC7] (E.6b)

T6 = [AC6] − θ2βKdτw (E.6c)

T5 = [AC5] +Kd[θ1βτw − θ2(β + β0τw)] (E.6d)

T4 = [AC4] +Kd[−θ0βτw + θ1(β + β0τw) − θ2β0] (E.6e)

T3 = [AC3] +Kd[−θ0(β + β0τw) + θ1β0] (E.6f)

T2 = [AC2] +Kd[−θ0β0] (E.6g)

T1 = [AC1] (E.6h)

T0 = [AC0] (E.6i)

(E.6j)

and:

c5,q = −θ2τw c5,p = −θ2βτw (E.7a)

c4,q = θ1τw + θ2a11τw c4,p = θ1βτw − θ2[β0τw + β] (E.7b)

c3,q = −θ0τw − θ1a11τw c3,p = −θ0βτw + θ1[β0τw + β] − θ2β0 (E.7c)

c2,q = θ0a11τw c2,p = −θ0[β0τw + β] + θ1β0 (E.7d)

c1,q = 0 c1,p = −θ0β0 (E.7e)

c0,q = 0 c0,p = 0 (E.7f)

c5,i = 0 (E.8a)

c4,i = −θ2βτw (E.8b)

c3,i = θ1βτw − θ2[β + β0τw] (E.8c)

c2,i = −θ0βτw + θ1[β + β0τw] − θ2β0 (E.8d)

c1,i = −θ0[β + β0τw] + θ1β0 (E.8e)

c0,i = −θ0β0 (E.8f)

Developing the desired closed-loop poles (where µi are imposed coefficients)

(
x5s

5 + x4s
4 + x3s

3 + x2s
2 + x1s+ x0

) (
µ3s

3 + µ2s
2 + µ1s+ µ0

)
(E.9)
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into :

s8; x5µ3 (E.10a)

s7; x4µ3 + x5µ2 (E.10b)

s6; x3µ3 + x4µ2 + x5µ1 (E.10c)

s5; x2µ3 + x3µ2 + x4µ1 + x5µ0 (E.10d)

s4; x1µ3 + x2µ2 + x3µ1 + x4µ0 (E.10e)

s3; x0µ3 + x1µ2 + x2µ1 + x3µ0 (E.10f)

s2; x0µ2 + x1µ1 + x2µ0 (E.10g)

s1; x0µ1 + x1µ0 (E.10h)

s0; x0µ0 (E.10i)

This leads to the linear equation system:

T8

T7

T6

T5

T4

T3

T2

T1

T0



=



µ3 0 0 0 0 0 0 0 0
µ2 µ3 0 0 0 0 0 0 0
µ1 µ2 µ3 0 0 0 0 0 0
µ0 µ1 µ2 µ3 0 0 −c5,q −c5,p 0
0 µ0 µ1 µ2 µ3 0 −c4,q −c4,p −c4,i

0 0 µ0 µ1 µ2 µ3 −c3,q −c3,p −c3,i

0 0 0 µ0 µ1 µ2 −c2,q −c2,p −c2,i

0 0 0 0 µ0 µ1 0 −c1,p −c1,i

0 0 0 0 0 µ0 0 0 −c0,i





x5

x4

x3

x2

x1

x0

Kq

Kp

Ki



(E.11)

Changing the order of variables to put the system into block-triangular form:

T8

T7

T6

T5

T4

T3

T2

T1

T0



=



µ3 0 0 0 0 0 0 0 0
µ2 µ3 0 0 0 0 0 0 0
µ1 µ2 µ3 0 0 0 0 0 0
µ0 µ1 µ2 µ3 −c5,q −c5,p 0 0 0
0 µ0 µ1 µ2 −c4,q −c4,p µ3 −c4,i 0
0 0 µ0 µ1 −c3,q −c3,p µ2 −c3,i µ3

0 0 0 µ0 −c2,q −c2,p µ1 −c2,i µ2

0 0 0 0 0 −c1,p µ0 −c1,i µ1

0 0 0 0 0 0 0 −c0,i µ0





x5

x4

x3

x2

Kq

Kp

x1

Ki

x0



(E.12)
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Therefore, x5 to x3 can easily be solved and sent to the left-hand side (process abreviated by
T ∗

i ), reducing the order of the system:


T ∗
5

T ∗
4

T ∗
3

T2

T1

T0


=



µ3 −c5,q −c5,p 0 0 0
µ2 −c4,q −c4,p µ3 −c4,i 0
µ1 −c3,q −c3,p µ2 −c3,i µ3

µ0 −c2,q −c2,p µ1 −c2,i µ2

0 0 −c1,p µ0 −c1,i µ1

0 0 0 0 −c0,i µ0





x2

Kq

Kp

x1

Ki

x0


(E.13)

Although the matrix structure can be exploited to eliminate x2 and x0 relatively easily, the
system remains 4 × 4, limiting the appeal of the methodology for real-time use. Nonetheless,
for offline gain computation, this process can be of interest.
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