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RÉSUMÉ

Le cancer de l’oesophage (CO) est une maladie dangereuse, principalement en raison de

sa nature asymptomatique jusqu’à un stade avancé de son développement. Actuellement,

la vidéo-endoscopie en lumière blanche combinée à des biopsies aléatoires constituent

l’étalon-or pour la détection du CO. Cependant, ces méthodes sont invasives, manquent

de sensibilité et ne sont pas rentables. La tomographie par cohérence optique (OCT)

est une technique interférométrique qui permet d’obtenir une imagerie 3D de tissus bi-

ologiques en haute résolution et en profondeur. Son implémentation endoscopique est

très prometteuse pour la détection précoce des CO. Cependant, à ce jour, l’OCT endo-

scopique n’a jamais atteint les performances requises pour remplacer complètement les

protocoles standard de vidéo-endoscopie et biopsies aléatoires. Dans cette thèse doctor-

ale, nous émettons l’hypothèse que la combinaison de l’OCT à des techniques d’imagerie

spectroscopique, offrant un sensibilité accrue à la composition moléculaire des échantil-

lons biologiques, pourrait améliorer le pouvoir diagnostique pour la détection précoce du

cancer de l’oesophage.

Nous présentons tout d’abord une analyse critique de la littérature qui expose le principe

de fonctionnement fondamental de l’OCT et de l’imagerie spectroscopique. Nous exam-

inons ensuite les méthodes existantes pour augmenter le contraste de l’OCT, par le biais

d’extensions fonctionnelles ou de combinaisons avec d’autres techniques et nous étudions

leur compatibilité avec le format endoscopique. Nous présentons la fibre à double gaine

(DCF) et les coupleurs de fibre à double gaine (DCFC), des technologies permettant le

développement de systèmes multimodaux. De plus, ces technologies fibrées ont un haut

potential de miniaturisation et pourraient être adaptées dans des sondes endoscopiques.

La fibre DCF possède un coeur monomode (SM) et une gaine interne multimode (MM) qui

peuvent chacun transporter un signal optique. L’on peut accéder à ces deux canaux éffi-

cacement par le biais d’un DCFC, qui permet de combiner ou séparer les signaux. Dans

les systèmes OCT multimodaux à base de DCFC, l’imagerie OCT est réalisée par le coeur

tandis que l’imagerie avec la modalité supplémentaire est réalisée pas la gaine interne.

Dans la première partie de cette thèse, nous présentons trois systèmes qui combinent

l’OCT avec différentes variantes de l’imagerie spectroscopique, en utilisant de la DCF et

des DCFC. Ces systèmes sont progressivement de plus en plus compatibles avec l’imagerie

dans un milieu clinique. Le premier système combine l’OCT avec l’imagerie hyperspec-

trale (HSI) en utilisant une source externe à large bande pour illuminer l’échantillon et en
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collectant le signal réfléchi à travers la gaine interne pour une analyse spectroscopique.

Ce système a été la première démonstration de la combinaison de l’OCT et de l’HSI dans

une seule fibre. Cependant, ce système était limité par une faible vitesse d’imagerie et une

faible résolution latérale pour l’HSI. Dans le second système, nous avons utilisé plusieurs

lasers à longueur d’onde unique pour réaliser une imagerie multispectrale (MSI). De plus,

ces multiples longueurs d’onde ont été multiplexées dans le domaine fréquentiel et com-

binées au signal OCT dans le coeur de la DCF avec un multiplexeur par division en

longueur d’onde (WDM) fibré. Ce multiplexage en fréquence a permis une imagerie si-

multanée à grande vitesse (fréquence d’acquisition de 16 kHz) avec les deux modalités,

garantissant ainsi leur co-localisation dans l’espace. L’illumination interne a également

permis d’améliorer considérablement la résolution latérale de l’imagerie multispectrale.

Cependant, ceci a également mis en évidence certains défis liés aux rétro-réflexions et aux

aberrations chromatiques associées à l’optique réfractive, ainsi que des distorsions du sig-

nal OCT associées au WDM. Dans le troisième système, nous avons développé une tête

d’imagerie entièrement réfléchissante pour une imagerie à large bande achromatique et

sans rétro-réflexion dans les domaines spectraux du visible (VIS) et du proche infrarouge

(NIR). Ce système souffre de la même limitation en vitesse d’imagerie que le premier,

mais permet une imagerie à haute résolution pour l’OCT et l’imagerie spectroscopique.

Son utilité est d’identifier des caractéristiques spectrales de tissus biologiques à des fins

de diagnostic ou de classification.

Dans la deuxième partie de cette thèse, nous présentons deux sondes endoscopiques en

format capsule attachée (TCE) développées pour l’imagerie de l’oesophage. La première

est basée sur l’utilisation d’une lentille à gradient d’indice (GRIN). Nous avons effectué

des simulations optiques pour concevoir le système optique et évaluer les effets dépen-

dant de la longueur d’onde, notamment les décalages focaux et les rétro-réflexions. Il est

rapidement devenu évident que les conceptions basées sur les lentilles GRIN étaient peu

performantes sur ces deux aspects. Par conséquent, nous ne démontrons que l’imagerie

OCT avec ce dispositif. Le deuxième TCE repose exclusivement sur des optiques réfléc-

tives pour la focalisation et le balayage du faisceau. Nous avons d’abord décrit la concep-

tion optomécanique, centrée sur l’utilisation d’un miroir ellipsoïdal pour la focalisation,

ainsi que les étapes d’assemblage du dispositif. Nous avons ensuite caractérisé les per-

formances et démontré des images préliminaire combinant l’OCT et la spectroscopie de

réflectance dans le visible. La conception d’une capsule entièrement réfléchissante est in-

téressante car elle fonctionne à toutes les longueurs d’onde, ce qui permet de combiner

l’OCT avec d’autres modalités que l’imagerie spectroscopique, comme la fluorescence ou

le marquage laser.
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Dans la troisième partie de cette thèse, nous étudions des algorithmes de calibration et

de traitement de données pour l’OCT. Nous présentons d’abord une procédure de cali-

bration simple et robuste pour la linéarisation en nombre d’onde et la compensation de

la dispersion, deux étapes critiques du traitement de données OCT. Ce protocole ne né-

cessite que deux mesures directement sur le dispositif expérimental et est intéressant car

le développement du système nécessite des calibrations fréquentes en raison de petites

modifications. Le deuxième algorithme est centré sur la suppression de l’artéfact miroir

dans l’OCT à plage complète (FR-OCT), qui double effectivement la plage d’imagerie. La

FR-OCT sans artéfact est pertinente en OCT endoscopique car le signal associé aux inter-

faces optiques à l’intérieur de la capsule peut être replié dans la plage d’imagerie. Cela

peut réduire la plage d’imagerie utile et dégrader la qualité globale de l’image.

Enfin, nous considérons les liens entre les différents chapitres de cette thèse et évaluons la

réalisation des objectifs de recherche, ainsi que les avantages et les limites des méthodolo-

gies proposées. Nous constatons que les développements technologiques présentés tout

au long de cette thèse font effectivement progresser l’endoscopie multimodale pour l’imagerie

de l’oesophage. En particulier, les méthodes proposées favorisent une approche modu-

laire de la conception de systèmes endoscopiques multimodaux. Dans ce paradigme, le

système peut être ajusté ou modifié en changeant les modules d’illumination et de détec-

tion sans changer la sonde endoscopique, ce qui peut simplifier transfert des technologies

vers la clinique.
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ABSTRACT

Esophageal cancer (EC) is a deadly disease, primarily because of its asymptomatic na-

ture until advanced stages in its development. Currently, white light video-endoscopy

combined with random biopsies is the gold standard for the detection of EC. However,

such methods are invasive and lack sensitivity and cost-effectiveness. Optical coher-

ence tomography (OCT) is an interferometric technique that allows depth-resolved, high-

resolution 3D imaging of biological tissue. Its endoscopic implementation for esophageal

imaging has shown great promise for the early detection of EC but has, to this day, al-

ways fallen short of the required performance to replace video-endoscopy and biopsies

outright. We hypothesize that combining OCT with spectroscopic imaging techniques

that provide enhanced sensitivity to the molecular composition may enhance diagnostic

performance for early esophageal cancer detection.

We first present a critical literature review that outlines the fundamental operating prin-

ciple of OCT and spectroscopic imaging. We delve into existing methods for expanding

OCT contrast through functional extensions or combinations with other techniques and

consider their compatibility with endoscopic applications. We present double-clad fiber

(DCF) and double-clad fiber couplers (DCFC) as viable candidates for developing fiber-

based multimodal systems with the potential for miniaturization into endoscopic devices.

DCF possesses a single-mode (SM) core and a multimode (MM) inner-cladding that can

each transport complementary optical signals. These two channels may be efficiently ac-

cessed through a DCFC, which can combine or separate the signals. In DCF-based multi-

modal OCT systems, OCT is carried out through the fiber core and the additional modal-

ity through the inner cladding.

In the first part of this thesis, we present three systems that combine OCT with different

implementations of spectroscopic imaging, using DCF and DCFCs and with progressive

levels of compatibility with clinical imaging. The first system combines OCT with hy-

perspectral imaging (HSI) by utilizing an external broadband source to illuminate the

sample and collecting the reflected signal through the inner cladding for spectroscopic

analysis. This system was the first demonstration of combined OCT and HSI through a

single fiber. However, this implementation suffered from low imaging speed and low lat-

eral resolution for HSI. In the second system, we used multiple single-wavelength lasers

to perform multispectral imaging (MSI). Furthermore, the multiple wavelengths of the

MSI illumination were multiplexed in the frequency domain and combined with the OCT
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signal in the DCF core with a fiber-based wavelength division multiplexer (WDM). This

frequency multiplexing allowed high-speed (16 kHz A-line rate) concurrent imaging with

both modalities, guaranteeing their co-registration. The internal illumination led to sig-

nificantly improved lateral resolution for MSI. However, it also highlighted challenges

associated with backreflections and chromatic aberrations associated with the refractive

optics and distortions in the OCT signal associated with the WDM. In the third benchtop

system, we developed an all-reflective scanner head for achromatic and backreflection-

free broadband imaging across the visible (VIS) and near-infrared (NIR) spectral ranges.

This system suffered from the same slow imaging speed as the first one but enabled high-

resolution imaging with both the OCT and spectroscopic imaging channels. Its purpose

was to identify spectral features in biological tissue for diagnosis or classification.

In the second part of this thesis, we present two tethered capsule endoscopic probes

(TCE) developed for esophageal imaging. The first was based on the use of a gradient-

index (GRIN) lens. We performed optical simulations to design the optics and assess the

wavelength-dependent effects, including focal shifts and backreflections. It quickly be-

came apparent that GRIN-based designs performed poorly in both these aspects. As such,

we only demonstrated OCT imaging with this device. The second TCE relied exclusively

on reflective optics for focusing and beam steering. We first outlined the optomechanical

design, centered around the use of an ellipsoidal mirror for focusing, as well as the assem-

bly steps of the device. We then characterized its performance and demonstrated prelim-

inary combined imaging with OCT and VIS reflectance spectroscopy. The all-reflective

design of the capsule is exciting because it allows operation at all wavelengths, enabling

the combination of OCT with other modalities aside from spectroscopic imaging, such as

fluorescence or laser marking.

In the third part of this thesis, we investigate algorithms for OCT calibration and data pro-

cessing. We first presented a simple and robust calibration procedure for k-linearization

and dispersion compensation, two critical steps in OCT data processing. This protocol

requires only two measurements directly on the experimental setup and is interesting be-

cause system development requires frequent calibrations due to small alterations. The

second algorithm was centered around removing the mirror artifact in full-range OCT

(FR-OCT), which effectively doubles the imaging range. Artifact-free FR-OCT is relevant

in endoscopic OCT because the signal associated with optical interfaces inside the endo-

scope is folded back into the imaging range. This can reduce the useful imaging range

and degrade the overall image quality.

Finally, we reflect on the connection between the various chapters of this dissertation
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and evaluate the completion of the research objectives, as well as the advantages and

limitations of the proposed methodologies. We find that the technological development

presented throughout this thesis indeed advances multimodal endoscopy for esophageal

imaging. In particular, the proposed methods promote a modular approach to the concep-

tion of multimodal endoscopic systems. In this paradigm, the system can be fine-tuned

or altered with changes to illumination and detection modules without changing the en-

doscopic probe, which may simplify clinical translation.
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CHAPTER 1 INTRODUCTION

1.1 An image is worth a thousand words

Imaging is undeniably a cornerstone of modern clinical practice in diagnosis, treatment

planning and monitoring, and surgical guidance. Several well-known techniques include

X-ray imaging, computed tomography (CT), magnetic resonance imaging (MRI), and ul-

trasound imaging (US). These modalities have become ubiquitous in many medical fields

for their ability to resolve biological structures in large volumes. However, these methods

do not allow analysis on a cellular scale which can be essential for assessing tissue health

or identifying pathological tissue in the early stages of development. Optical methods

represent a potential solution to this shortcoming. As depicted in Fig. 1.1, various optical

techniques offer significant improvements in the achievable resolution, albeit at the cost

of reduced penetration depth and total imaging volume. Moreover, many of these opti-

cal methods rely on different and complementary contrast mechanisms, enabling varying

degrees of molecular sensitivity. Combining two or more techniques can provide insight

into various structural, biochemical and physiological properties of the sample under in-

vestigation. This complementarity lies at the center of this thesis, in which we attempt to

integrate multiple techniques to assess tissue morphology and molecular content simul-

taneously.

Applying optical imaging to medicine is not a novel idea. Microscopy has been a staple

of histopathology since the late 19th century [5]. Many new microscopy techniques have

been developed since, powered by the advent of the laser in the 1960s and the subsequent

explosion of laser, fiber optic, and detector technologies. In the last two decades, the rel-

ative maturity of these technologies, along with advances in optical manufacturing, has

opened the door to miniaturizing bulky microscopy systems into small endoscopes for

in vivo imaging. As such, rather than bringing the biopsied sample to the histopathol-

ogist’s microscope, it became possible to bring the microscope to the sample directly, to

perform so-called optical biopsies. In principle, optical biopsies allow the diagnosis of var-

ious pathologies based on optical signals without physically extracting a sample from the

tissue.

The concept of optical biopsies presents several crucial advantages over the conventional

approach. Firstly, it enables non- or minimally invasive diagnosis and removes the risks

associated with the biopsy procedure. Secondly, it bypasses the significant delays and



2

Figure 1.1 Imaging capabilities of various techniques in terms of resolution and pene-
tration depth. Optical methods are indicated by colored boxes, while the other types of
techniques are in grey. Depicted modalities include electron microscopy (EM), super-
resolution microscopy (SRM), confocal microscopy (CM), non-linear microscopy (NLM),
optical coherence tomography (OCT), photo-acoustic imaging (PA), ultrasound imaging
(US), diffuse optical imaging (DOI), computed tomography (CT), magnetic resonance
imaging (MRI), positron emission tomography (PET).
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costs associated with the extraction, processing, and analysis of conventional biopsies.

These advantages may have a tremendous impact on medical practice as they have the

potential to allow low-risk and cost-effective screenings for various diseases, which would

be impossible with conventional biopsies. Thirdly, through scanning or snapshot imag-

ing, optical methods significantly improve the sampling density, potentially allowing the

assessment of the whole organ rather than point measurements. Finally, the high speed

of various optical methods enables real-time imaging, which could lead to novel therag-

nostic protocols, where pathological tissue is detected and treated within the same en-

doscopic procedure. As such, optical biopsies offer immense advantages over current

practices.

However, significant challenges are associated with in vivo endoscopic imaging and ob-

taining reliable optical biopsies. In vivo imaging gives rise to numerous errors and arti-

facts such as background signals, motion artifacts, or aberrated and sub-optimal imaging

quality compared to microscopy. Moreover, the design and fabrication of reliable devices

are challenging due to the high degree of miniaturization and clinical requirements for

safety and disinfection/sterilization. Finally, chemical or immunological labeling is com-

plicated due to regulatory restrictions. Extracting sufficient diagnostic information from

the intrinsic optical signal is a challenge that has yet to be solved. Moreover, solutions

tailored to each disease are necessary and require carefully selecting the utilized optical

technique(s). To our knowledge, no single optical method has been shown to reliably

obtain in vivo optical biopsies that can replace conventional histopathology as the gold

standard for diagnosis.

The core hypothesis of this thesis is that a multimodal approach, where multiple optical

techniques are combined into a single device, may provide enhanced diagnostic capa-

bilities compared to a single one. Specifically, we investigate the combination of optical

coherence tomography (OCT) with various spectral imaging techniques to assess tissue

morphology and molecular content simultaneously. We delve into the engineering chal-

lenges associated with fiber-based, multimodal endoscopic imaging and present several

promising strategies for system development and data analysis. Furthermore, we propose

that such a multimodal endoscopy system may be beneficial for the early detection of

esophageal cancer, as discussed in the following section.



4

1.2 Clinical problem

Esophageal cancer (EC) was chosen as the target pathology for this research for two main

reasons. The first (clinical) reason is that esophageal cancer is one of the deadliest cancers

worldwide, with an average 5-year survival rate below 20% [6]. This poor prognosis is

usually associated with the advanced stages of the ECs at diagnosis due to their asymp-

tomatic nature and the lack of cost-effective screening protocols. As such, there is an

unmet clinical need for improved early detection of esophageal cancer. The second (sci-

entific) reason is that the simple, tubular geometry of the esophagus and its relative ease

of access are attractive features for the validation of novel endoscopic imaging technolo-

gies that enhance the project’s feasibility as a whole. Moreover, consequential literature

already exists on applying optical methods to esophageal imaging. This existing art may

serve as a baseline for demonstrating the benefit of the proposed multimodal approach,

which has not been researched as extensively.

1.2.1 Epidemiology of esophageal cancer

EC is the 8th most prevalent cancer worldwide, with 604,000 new cases and 544,000

deaths in 2020 [7]. New cases, deaths, and incidences for several specific geograph-

ical locations are reported in Tab. 1.1. There exist two main histological subtypes of

EC: esophageal adenocarcinoma (EAC) and esophageal squamous cell carcinoma (ESSC),

which are strongly divided by geographic region. ESCC is most prevalent in East- and

South-East Asia and sub-Saharan Africa, while EAC is most common in North America

and North- and Western Europe [8].

Table 1.1 Esophageal cancer statistics: age-standardized incidence rates (ASIR) per 100k
people (male/female), number of cases and deaths for different geographical locations

Location (date) ASIR (M/F) New Cases Deaths Ref.
Canada (2021) 9.2 / 2.4 2400 2300 [9]

USA (2022) 7.8 / 1.8 20,640 16,410 [10]
World (2020) 9.3 / 3.6 604,100 544,076 [7]

Globally, the incidence of EC has been steadily decreasing over the last decades. How-

ever, this is primarily caused by the decrease of ESCCs, which currently account for most

cases (85% in 2018) [11]. On the other hand, EAC is rapidly becoming a significant is-

sue in western countries as it has the highest reported rise in incidence of all cancers in

the last 40 years [12, 13] increasing by over 700% between 1975 and 2017 [14]. It is ex-

pected that these trends will continue in the coming years and that EAC will become the
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leading form of EC in most western countries (where this is not already the case) and a

significant clinical and economic burden. For example, projections for 2030 predict that

in the United Kingdom and the Netherlands, over 1 in 100 men will be diagnosed with

EAC during their lifetime [15]. Given this growing incidence and the geographical prox-

imity, EAC was selected as the specific target. However, it should be noted that many of

the technological developments presented in this thesis can also be applied to detecting

ESCCs.

1.2.2 Screening & early diagnosis

As is generally the rule with cancer, early diagnosis of EC leads to significantly improved

survival rates. The proportions of cancer stage at diagnosis, as well as the associated

5-year survival rates, are presented in Tab. 1.2 for ECs in general, with EACs following

near-identical trends [16, 17]. This data shows that most ECs are only identified later in

their development, leading to a low average survival rate. In both histological subtypes,

this is primarily due to the diseases’ asymptomatic nature until the advanced stages of

their development.

Table 1.2 Survival rates by stage at diagnosis for EC in the 2000s decade

SEER stage at diagnosis proportion [%] 5-yr. survival [%]
in situ 2 78

localized 27 43
regional 34 21

metastatic 37 4

Unfortunately, population screening is not viable due to the low prevalence of EC (and

consequently EAC). Currently, screening for EAC is only carried out in at-risk groups.

The inclusion criteria for the at-risk group vary by country but generally include per-

sons of advanced age with a family history of EC, suffering from gastroesophageal reflux
disease (GERD), and diagnosed with Barrett’s esophagus (BE), a known precursor to EAC.

Briefly, GERD is a medical condition where stomach acid frequently passes the esophageal

sphincter and flows back into the esophagus, irritating the esophageal lining. Its preva-

lence is high in Western countries affecting between 10 and 20% of the population [18,19].

BE is defined as the appearance of gastric columnar epithelium and goblet cells in the

esophagus [20] and often results from prolonged GERD. However, these risk factors are

poor predictors of EAC occurrence, as over 40% of patients diagnosed with EAC never

present with GERD [21], and only a minimal subset of patients diagnosed with BE will de-
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velop EAC. Indeed, the annual progression risk of BE to EAC is estimated at 0.14% [22,23].

In addition to the low prevalence of the EAC, screening strategies are further disadvan-

taged by several practical difficulties. Pre-cancerous tissue identification and EAC di-

agnosis currently rely on white-light video-endoscopy (WLE) and biopsies (targeted and

random). However, WLE is ill-suited for detecting and differentiating the microscopic

morpho-chemical changes in the esophageal tissue associated with cancerous growths [24].

Such tissue changes include the development of low- and high-grade dysplasia (LGD

and HGD, respectively), both pre-cancerous lesions which require histological analysis

of biopsied tissue. Because such lesions are difficult to visualize with WLE, endoscopists

typically rely on random biopsies at regular intervals along the length of the esophagus

to increase the total sampling volume. A common approach is the Seattle protocol, in

which random biopsies are performed in four quadrants, every 2 cm of the organ [25,26].

Nonetheless, the sampling volume remains exceedingly low, on the order of 4-6%, and

biopsies are prone to sampling errors [22], due to the localized nature of the target pre-

cancerous lesions [27]. Moreover, a high degree of interobserver variability exists when

assessing non-dysplastic tissue, LGD, and HGD, which may lead to misdiagnosis [22]. As

such, current screening methods by no means guarantee an accurate early diagnosis.

The issues mentioned above, combined with the high procedure costs of esophageal en-

doscopy, have led many to question the cost-effectiveness of BE surveillance programs.

Several studies have attempted to answer this question through modeling, with the ma-

jority concluding that surveillance only remained viable with infrequent visits (every 4-5

years) [22, 28, 29]. One UK study even concluded that the costs outweighed the benefits

and that surveillance of BE patients was not cost-effective at all [30]. In all cases, these

analyses indicate a strong clinical need for a new generation of early diagnosis methods,

which provide improved sensitivity, slashed costs, and reduced patient burden.

1.2.3 Novel diagnostic methods for BE, dysplasia, and EAC

In recent years, several optical methods have been proposed to address the limitations

of current practice in esophageal endoscopy. Such techniques include high-definition

WLE [31], narrow-band imaging (NBI) [32–34], various chromoendoscopies relying on

different staining of fluorescent dyes [35,36], single fiber reflectance spectroscopy (SFR) [37],

autofluorescence imaging (AFI) [38, 39], and optical coherence tomography (OCT) [40–

44]. Each technique has demonstrated promising results in detecting pathological tis-

sue and potentially differentiating various stages of advancement. However, no single
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modality has demonstrated that it may completely replace the standard WLE and biopsy

protocol to this day. While these approaches may be further refined independently, co-

registered multimodal imaging may provide the final improvements in diagnostic capa-

bilities necessary to justify replacing current protocols. However, there still exist signifi-

cant knowledge gaps in terms of technological means to achieve multimodal endoscopic

imaging. Some unsolved challenges include accurate co-registration of two or more tech-

niques, high-speed acquisition to enable whole organ imaging and avoid disrupting the

clinical workflow, and interpretation of the combined datasets. Moreover, in the context

of EC detection, these challenges must be addressed in endoscopic format, requiring ad-

vanced opto-mechanical engineering to satisfy the miniaturization requirements.

1.3 Project objectives

The general objective of this project is the development of a multimodal, fiber-based clini-

cal endoscopy system that combines OCT with imaging spectroscopy. This system should

address the limitations of the current methods mentioned in the previous sections. It

is important to note that this project is centered around the technological developments

associated with such a system, not its clinical validation.

Specific objectives

The specific objectives can be broken down into three sections: (1) systems development,

(2) endoscopic probes, and (3) algorithms and signal processing.

Specific objective 1: Development of a proof-of-concept, fiber-based, bench-top sys-

tems combining OCT and imaging spectroscopy:

1.1. Development and validation of specialty fiber components for combined OCT

and VIS/NIR spectral imaging;

1.2. Development of combined acquisition schemes, including hardware and soft-

ware solutions for data acquisition, synchronization, system control, and real-

time data processing;

1.3. Investigation of several candidate techniques for combination with OCT, in-

cluding hyperspectral imaging (HSI), multispectral imaging (MSI), and single-

fiber reflectance spectroscopy (SFR).

Specific objective 2: Development of a multimodal endoscopic probes:
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2.1. Design and fabrication of tethered capsule endoscope (TCE) using existing gra-

dient index (GRIN) optical designs;

2.2. Design and fabrication of an all-reflective capsule to enable multimodal imag-

ing without back-reflections and chromatic aberrations.

Specific objective 3: Development of signal processing methods and algorithms for

optimized operation and multimode analysis:

3.1. Development of calibration methods for k-linearization and dispersion com-

pensation in OCT systems;

3.2. Development of calibration methods for full-range OCT (FR-OCT) with passive

quadrature demultiplexing;

3.3. Study of light-tissue interaction for the accurate extraction of optical properties

from non-contact imaging spectroscopy and OCT data.

1.4 Thesis outline

This thesis is split into five major parts. A schematic representation of the structure is

presented in Fig. 1.2.

Part 1: Introduction includes the problem statement in Chapter 1 and the literature

review in Chapter 2. The literature review presents the technologies at the heart of

this dissertation, including optical coherence tomography, hyper- and multispectral

imaging, single fiber reflectance spectroscopy, and double-clad fiber technologies. A

particular emphasis is placed on OCT, the central imaging modality investigated in

this thesis, and the subject of the developed calibration methods.

Part 2: System development pertains to the development of bench-top systems

combining OCT with different forms of spectral imaging. This section investigates

the advantages and disadvantages of the different techniques and design choices.

Chapter 3 presents the first reported combination of OCT and hyperspectral imag-

ing using a double-clad fiber coupler. In Chapter 4, we demonstrate the combina-

tion of OCT with frequency-encoded MSI, where MSI is optimized for color recon-

struction. In Chapter 5, we present OCT combined with broadband, point-scanning,

VIS/NIR spectroscopy (dubbed imaging SFR) using an all-reflective scanner head.
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Part 3: Endoscopic probes discusses the design, fabrication, and characterization of

different endoscopic probes. Chapter 6 details a preliminary design for a GRIN-

based endoscope and elaborates on why they are a poor choice for this project.

Chapter 7 presents the development of an all-reflective tethered capsule endoscope

designed for double-clad fiber-based multimodal imaging in the esophagus.

Part 4: Signal processing and analysis showcases the various algorithms used to

calibrate, process, and analyze the OCT data obtained with the developed mul-

timodal systems. In Chapter 8, we outline a simple calibration procedure for k-

linearization and dispersion compensation in OCT. In Chpater 9, we present an-

other calibration procedure to remove the mirror artifact from full-range OCT im-

ages through passive quadrature demultiplexing.

Part 5: Discussion & Conclusion is comprised of a retrospective analysis of the

presented research. In Chapter 10, we discuss the key insights and recommenda-

tions and the questions that remain unanswered. Finally, in Chapter 11, we briefly

present future research avenues and provide concluding remarks.

All published scientific articles are incorporated into this thesis as independent chapters.

A complete list of scientific contributions is provided in the appendix.
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Figure 1.2 Thesis structure
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CHAPTER 2 LITERATURE REVIEW

2.1 Optical coherence tomography

Optical coherence tomography (OCT) is an imaging technique that allows the reconstruc-

tion of high-resolution, depth-resolved reflectivity maps of biological tissue [45]. It is

often described as the optical analog of ultrasound imaging (US). In US, sound waves are

sent into a sample, and their echo time delay is measured, from which the depth-position

of reflectors can be inferred. OCT operates on a similar principle but with electromag-

netic waves. However, due to the speed of light, the echo time delay is too short for direct

measurement. Instead, the delay is measured interferometrically relatively to a reference

reflector.

2.1.1 Essential OCT terminology

Before diving into the theory of OCT, let us quickly define some of OCT-related termi-

nology. OCT allows depth-resolved measurements of the reflectivity profile of a studied

sample. This is typically performed in a point-scanning approach by scanning a focused

laser beam across the sample. A single laser beam position provides a 1D measurement

along the axial or z-direction. This 1D measurement is called an A-line. By scanning the

focused beam’s position along one lateral dimension, we obtain 2D, cross-sectional images

called B-scans. Finally, if successive B-scans are acquired while incrementing the position

along the other lateral dimension, we obtain a full 3D volume, called C-scan. These var-

ious scans are illustrated in Fig. 2.1. The axis along which multiple A-lines are acquired

to build a B-scan is called the fast scan axis, while the other axis, along which multiple

B-scans are performed to obtain a C-scan, is called the slow axis.

Another key performance specification of an OCT system is its resolution, both in the

axial and lateral directions. In general, resolution refers to an imaging system’s ability to

distinguish two objects close to one another [46]. In the case of OCT, the lateral and axial

resolutions are decoupled or independent of one another. The lateral resolution depends

on the optics used for focusing the laser beam, while the axial resolution depends on the

spectral bandwidth of the illumination source. A mathematical derivation for the axial

resolution and some more explanations are provided in the following sections. While

the axial resolution is independent of the lateral one, the choice of focusing optics does

influence the divergence and, therefore, the depth of focus of the beam. The depth of focus
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(DOF) refers to the distance over which the beam is considered in-focus, usually defined

as 2× the Rayleigh length, zRL [46, 47]. Outside of this range, images tend to be strongly

blurred. Assuming a Gaussian input beam, the expressions for the lateral resolution, ∆x,

and depth of focus are given by Eqs. 2.1 and 2.2 respectively [47]:

∆x =

√
2ln2λ0

πNA
≈ 0.37

λ0

NA
, (2.1)

DOF =
2λ0

πNA2 ≈ 0.64
λ0

NA2 , (2.2)

where λ0 is the center wavelength of the OCT system and NA is the numerical aperture

of the input beam. It should be noted that the lateral resolution expression above uses the

full-width at half-maximum (FWHM) spot size as the criterion for lateral resolution [47].

Typical OCT systems have axial resolutions ranging from 5-15 µm and lateral resolutions

ranging from 5-30 µm [48–50]. Advanced OCT systems boasting axial and lateral res-

olutions ≤ 1 µm have been developed and are referred to as micro-OCT or µOCT [51].

The typical range of lateral resolutions results in DOF values from several hundreds of

microns to several mm. Imaging depth is, however, usually limited to 0.5-2 mm by the

penetration depth of light in biological tissue [52]. The resolution and imaging depth

obtained with OCT makes it particularly apt for imaging tissue structure, although it

typically does not permit cellular resolution.

Another key advantage of OCT is its high sensitivity. Thanks to its interferometric nature,

it can measure samples with extremely low reflectivity values. The limit of this ability is

called the sensitivity of a system, which refers to the sample reflectivity for which the

signal-to-noise ratio (SNR) is equal to 1. The SNR is defined as follows:

SNR =
⟨ID⟩2

σ2
N

∝ RS , (2.3)

where ⟨ID⟩2 is the mean-square signal power at the detector, σ2
N is the noise variance, and

RS is the intensity reflectivity of the sample. Modern OCT systems often have sensitiv-

ity values of around 100–110 dB (20log10 scale), which means that they are capable of

detecting reflectivities as small as 5× 10−6.
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Figure 2.1 Schematic representation of various scan patterns, including an A-line, a B-
scan, and a C-scan (top row, from left to right) with corresponding OCT signals/images
of a mandarine slice (bottom row). The white circles in the top row represent a beam
scanning mechanism such as galvo-mirrors.
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2.1.2 Fundamental operating principle

The core operating mechanism of OCT is interference, a fundamental physical phenomenon

caused by the superposition of two or more electromagnetic waves. One of the simplest

methods to observe this phenomenon is through the use of a Michelson interferometer,

such as the one depicted in Fig. 2.2, where a coherent laser beam is split into the two

arms of the interferometer (called the reference and sample arms). When the optical path

through these two arms is not identical, one beam accumulates a delay relative to the

other, leading to constructive or destructive interference upon their recombination [53].

Figure 2.2 Schematic representation of a Michelson interferometer. zR refers to the optical
path length of the reference arm, while zSm refers to the optical path lengths of the various
partial reflectors in the sample arm.

Mathematically, the electrical field incident on the detector can be expressed as the sum

of the complex electrical fields from each arm of the interferometer, ẼRef and ẼSam. If

we further expand the complex fields of each arm and express them as complex phasors,

we arrive at Eq. 2.4, where rR and rSm are the amplitude reflectivity coefficients for the

reference mirror and the mth partial reflector in the sample arm, respectively, E0 is the

amplitude of the electrical field of the initial beam, k is the wavenumber, ω is the angular

frequency, and t is the time. The E0/2 factor in both terms accounts for the double pass

through the beamsplitter.
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Ẽdet =
E0

2
rRe

i(2kzR−ωt)

︸            ︷︷            ︸
ẼRef

+
E0

2

∑
m

rSme
i(2kzSm−ωt)

︸                     ︷︷                     ︸
ẼSam

(2.4)

The signal measured at the detector is, however, not the amplitude but the intensity of

the electromagnetic radiation. This quantity is defined as the time-averaged square of the

magnitude of the electrical field [46, 47]:

Idet = ⟨|Ẽdet |2⟩ = ⟨Ẽ∗det · Ẽdet⟩ , (2.5)

where Ẽ∗det refers to the complex conjugate of Ẽdet. By inserting Eq. 2.4 into Eq. 2.5, we

can express the intensity of the signal measured at detector as [49]:

Idet(zR) =
I0
4
·
RR +

∑
m

RSm

 (DC terms)

+
I0
2
·
∑

m

√
RRRSm cos(2k(zSm − zR))

 (Cross-correlation terms)

+
I0
4
·
∑
m,n

√
RSmRSn cos(2k(zSm − zSn))

 , (Auto-correlation terms)

(2.6)

where I0 refers to the initial intensity associated with the field E0 and Ri represents the in-

tensity reflectivity coefficients associated with the amplitude reflectivities ri (Ri = |ri |2). As

depicted above, Eq. 2.6 can be separated into three parts: DC, cross- and auto-correlation

terms. The DC terms do not depend on the optical path difference (OPD) and therefore do

not carry information about the reflectors’ position in the sample. The cross-correlation

terms represent the interference signals between the electric fields from the individual

reflectors and the reference mirror. These terms contain the information of interest for

OCT and allow the reconstruction of the depth-resolved reflectivity profile. Finally, the

auto-correlation terms represent the interference between the different partial reflectors

in the sample (i.e., without interaction with the reference arm). During imaging, these ap-

pear as artifacts that may degrade the overall image quality and are generally undesirable.

Fortunately, the sample reflectivities are typically much lower than that of the reference

mirror (RR≫ RSm) in biological tissue. As such, the auto-correlation terms tend to be very

small compared to the other two sets of terms and may be considered negligible [49]. For
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this reason, and to lighten the mathematical formalism, the auto-correlation terms are not

considered in the following demonstrations.

Equation 2.6 describes the measured signal in the case of a monochromatic source. In

this case, the signal measured will be a succession of constructive and destructive inter-

ference fringes as the position of the reference mirror (zR) changes. Let us now consider

the more realistic case where the laser source has a certain spectral bandwidth, described

by a power spectrum S(k), centered around a certain wavenumber k0. Incorporating this

wavelength dependence and neglecting the auto-correlation terms, we arrive at:

Idet(k,zR) =
S(k)

4
·
RR +

∑
m

RSm

+
S(k)

2
·
∑

m

√
RRRSm cos(2k(zSm − zR))

 . (2.7)

This equation lies at the heart of low-coherence interferometry and, therefore, of OCT.

Depending on how this signal is measured, either as a function of the reference mirror

position or as a function of wavenumber, it gives rise to two different OCT methods:

time-domain (TD-OCT) and Fourier-domain OCT (FD-OCT). Both allow the recovery of

the depth-resolved reflectivity map of the studied sample and will be discussed in further

detail below. It is important to note that the equations above and those in the following

sections detailing the operating principle of TD- and FD-OCT are for a free-space inter-

ferometer. They do not account for the propagation of light through dispersive media,

where the total optical path length (OPL) varies with wavelength. This more advanced

analysis is explored in detail in Chapter 8.

2.1.3 Time-domain OCT

Mathematical framework

In TD-OCT, the signal described in Eq. 2.7 is measured as a function of zR using a single

detection element. As such, for a given position of the reference mirror, the measured

signal is given by Idet(k,zR) integrated over all wavelengths:

ITD(zR) =
∫ ∞

0
Idet(k,zR)dk. (2.8)

From Eq. 2.7, it is straightforward to see that the integral of the DC terms will be a con-

stant multiplied by the integral of the power spectrum S(k) over all wavelengths, which

is also constant with regards to zR. Equation 2.8 can then be expanded as:
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ITD(zR) = const. +
1
2

∫ ∞
0

S(k)
∑
m

√
RRRSm cos(2k(zSm − zR))dk

= const. +
1
2

∑
m

√
RRRSm

∫ ∞
0

S(k)cos(2k(zSm − zR))dk
(2.9)

The integration over wavenumber in the second formulation in Eq. 2.9 corresponds to the

real part of the Fourier transform (FT) of the power spectrum, with the Fourier pair k and

2(zSm − zR). Using the shifting property of the Fourier transform, we can re-write Eq. 2.9

as:

ITD(zR) = const. +
1
2

∑
m

√
RRRSm cos(2k0(zSm − zR))︸                 ︷︷                 ︸

carrier

·R [Fk{S(k)}(zSm − zR)]︸                     ︷︷                     ︸
enveloppe

, (2.10)

where Fk is the Fourier transform with respect to k. Equation 2.10 can be visualized in

Fig. 2.3, where we can observe the carrier cosine (in blue) and the envelope (in red), which

has peaks centered around the position of each reflector (see graph below). We can also

clearly see that height of each peak is directly proportional to the field/amplitude reflec-

tivity of each reflector (rSm =
√
RSm). As such, the measured signal’s envelope provides

information on the reflectors’ positions and their relative reflectivities. Conveniently, the

single-frequency carrier cosine can be used to perform lock-in detection, which allows

high sensitivity measurement of the envelope while removing the DC offset [49].

Another essential feature of Eq. 2.10 is that the shape and, more specifically, the width of

the peaks is characterized by the Fourier transform of the input spectrum, S(k), also called

the axial point-spread function (PSF). Indeed, the peaks’ width will determine the axial

resolution achievable with OCT, or in other words, our ability to distinguish reflectors

close to one another in the axial direction.

Physically, the Fourier transform of the input power spectrum in terms of wavenumber

is equal to the auto-correlation function, Γ (δz), of the input electrical field. This equality

is also known as the Wiener-Khinchin theorem, although it is usually written in terms of

optical frequency, ω, and temporal delay, ∆τ [46,47,49,54]. The auto-correlation function

informs us of a wave’s ability to interfere with itself depending on the delay between the

interfering fields. In the case of broadband light, strong interference is only possible

when this delay is small, which is why the fringe bursts visible in the top graph of Fig. 2.3

only appear when the reference mirror is close to the position of a sample reflector. Two



18

Figure 2.3 Example TD-OCT signal measured while varying the position of the reference
mirror, zR. The signal in the top graph is produced from reflectors whose positions, zSm,
and amplitude reflectivities, rm, are depicted in the bottom graph.
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properties exist that describe this delay over which "strong" interference is achieved: the

coherence time, τc, and the coherence length, lc. These two parameters are related by Eq.

2.11.

lc = cτc (2.11)

Both the coherence time and length can be derived from the normalized version of the

auto-correlation function, also called the spatial complex degree of coherence or coher-

ence function, γ(δz), described in Eq. 2.12. The coherence length is usually defined as the

FWHM of the coherence function [47, 49].

γ(δz) =
Γ (δz)
Γ (0)

=
⟨Ẽ∗(z)Ẽ(z+ δz)⟩
⟨Ẽ∗(z)Ẽ(z)⟩

=
⟨Ẽ∗(z)Ẽ(z+ δz)⟩

I(z)
(2.12)

As a consequence of the Wiener-Khinchin theorem, the envelope signal in Eq. 2.10 will

have the same shape as the complex degree of coherence and, therefore, the same FWHM,

equal to the coherence length. As such, lc has become widely accepted as the metric

for characterizing the axial resolution in OCT. Furthermore, this value can be predicted

directly from the power spectrum of the broadband source used. For example, let us

consider a normalized Gaussian spectrum given by:

S(k) =
1

∆k
√
π
e
−

(k − k0)2

∆k2 , (2.13)

where ∆k is the half-width of the spectrum at 1/e of its maximum. The Fourier transform

with respect to k is:

Fk{S(k)} = γ(z) = e−z
2∆k2

, (2.14)

where γ(δz) is the spatial equivalent of γ(τ). From Eq. 2.14, it is straightforward to find

the FWHM, which is given by:

lc =
2
√

ln2
∆k

=
2ln2
π

λ2
0

∆λ
≈ 0.44 ·

λ2
0

∆λ
, (2.15)

where the second equality performs the conversion back into wavelength values. In this

expression, λ0 refers to the center wavelength, related to the center wavenumber by λ0 =

2π/k0, and ∆λ refers to the FWHM of the wavelength spectrum, also called the spectral
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bandwidth [49]. The inverse relationship of lc with the spectral bandwidth implies that

sources with a broader spectrum will produce narrower peaks and, therefore, have an

improved axial resolution.

Practical implementation

OCT imaging of biological tissue was first demonstrated in 1991 in a landmark paper by

Huang et al. [45]. It was quickly followed by several more, notably in vivo measurements

of eye structures such as the retina and macula [55, 56]. Ophthalmology was (and still is)

the medical field where OCT has had the most significant impact. Due to the eye being

optically accessible, it was the focus of many early clinical studies with OCT. However,

a key advantage of OCT is its compatibility with optical fiber, which allows it to be im-

plemented in an endoscopic format to image tissues deep inside the body. This enabled

the application of OCT imaging to numerous other clinical fields, including cardiology,

gastroenterology, pulmonology, and urology [57–62]. The use of optical fibers also of-

fers several other advantages, including significantly increasing robustness to vibration

or movement, reducing the need for sensitive free-space optical alignments and provid-

ing improved light containment for laser safety purposes.

Figure 2.4 Schematic representation of a fiber-based TD-OCT system. All fibers are single
mode. The 50/50 indicates the power split between the two output arms of the fiber
coupler.

Figure 2.4 presents a standard fiber-based TD-OCT system compatible with endoscopic

probes. In this diagram, light emitted from the broadband laser source is split by the

50/50 fiber coupler into the interferometer’s arms. An endoscopic probe, connected at

the distal end of the sample arm, can then be inserted into the body to image the tissue

of interest. A scanning optical delay line, which performs the axial scan of the reference
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mirror, is connected to the reference arm. Light reflected from the reference arm and

backscattered from the sample arm travels back along the fiber and interferes in the fused

segment of the 50/50 coupler. The interference signal, described by Eq. 2.10, is then

transported to the detector. The RF signal is then demodulated and digitized for display

or further processing.

The repetition rate of the scanning optical delay line determines the TD-OCT system’s

A-line rate. As such, many research groups investigated various methods to increase this

repetition rate. The simplest and slowest method was using motorized linear translation

stages to translate the mirror physically. Such systems typically achieved up to several

tens of A-lines per second [45,56,63], which did not allow for real-time image formation.

Several other delay methods were developed that achieved varying A-line rates, including

expanding piezo-electric modulators (∼500 Hz) [64], piezo-electric transducers driving

parallel mirror systems (∼10 Hz) [65], Fourier-domain optical delay lines (∼4 kHz) [57]

and rotating beamsplitter cubes (∼25 kHz) [66]. However, while these methods with kHz

A-line rate allowed the acquisition of multiple B-scans per second, they remained sensi-

tive to motion artifacts and required complex mechanical assemblies. Furthermore, in-

creased acquisition speed and corresponding detector bandwidth (BW) reduced the OCT

systems’ overall sensitivity. Only with the development of FD-OCT systems did OCT

achieve considerably higher acquisition speeds and significant clinical potential.

2.1.4 Fourier-domain OCT

Mathematical framework

Fourier-domain OCT refers to OCT where the interferometric signal described in Eq. 2.7

is measured spectrally (i.e., as a function of wavenumber). This aptly-named interference
spectrum can be analyzed to provide depth-resolved reflectivity maps with the important

advantage of not requiring the reference mirror to be scanned. Consider the following

equation:

I(k) =
S(k)

4
·
RR +

∑
m

RSm

+
S(k)

2
·
∑

m

√
RRRSm cos(2k(δzm))

 , (2.16)

a copy of Eq. 2.7 where the terms zSm−zR have been replaced with δzm. Since the reference

mirror position no longer varies, the position of each partial reflector in the sample can

be defined relative to that reference position, as illustrated in Fig. 2.5. The position of

the reference mirror is usually called the reference or zero-delay plane. If we isolate the
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interference term in Eq. 2.16, we arrive at:

Iint(k) =
S(k)

2
·
∑

m

√
RRRSm cos(2kδzm)

 . (2.17)

Figure 2.5 Schematic representation of a simplified FD-OCT system with multiple reflec-
tors. The position of each reflector, δzm, can be defined relative to the reference plane.

In practice isolating the interference term can be achieved by subtracting a background

measurement from the signal. This background measurement can be obtained by acquir-

ing the signal without a sample, where it is assumed that the DC signal from the sample

is negligible compared to the DC from the reference arm (RR≫
∑
RSm). Using the convo-

lution theorem and the Fourier transform of a cosine:

F {f (k) · g(k)} = F {f (k)} ∗ F {g(k)}, (2.18)

Fk{cos(kδz)} = 1
2

[δ(z − δz) + δ(z+ δz)] , (2.19)

where δ is the delta function and ∗ is the convolution operator, we can show that the

Fourier transform with respect to k of Eq. 2.17 is given by:

Fk{Iint(k)} = 1
2
Fk{S(k)} ∗ Fk

∑
m

√
RRRSm cos(2kδzm)


=

1
2
γ(z) ∗

1
2

∑
m

√
RRRSm (δ(z − 2δzm) + δ(z+ 2δzm))

 .
(2.20)

Finally, using the sifting property of the delta function we can re-write Eq. 2.20 as:
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Fk{Iint(k)} = 1
4

∑
m

√
RRRSm (γ(z − 2δzm) +γ(z+ 2δzm)) . (2.21)

Qualitatively, Eq. 2.21 states that for each partial reflector in the sample arm, the Fourier

transform of the dark-corrected interference spectrum will produce two symmetric peaks

on either side of the zero-delay plane at positions, ±2δz, proportional to the real posi-

tion of the reflector. As was the case for TD-OCT, the shape of these peaks is given by

the Fourier transform of the normalized illumination spectrum, S(k), and their relative

heights are proportional to the amplitude reflectivity, rSm. However, it is important to

note that, in FD-OCT, the Fourier transform is performed only over the measured spec-

tral range. As such, the power spectrum S(k) is not always perfectly gaussian, nor is it

zero at the edges of the detected spectral range. Window functions are then often applied

to the interference spectrum prior to FT to reduce side-lobes in the axial PSF. However,

windowing also effectively reduces the spectral bandwidth, leading to reduced axial reso-

lution. In this case, Eq. 2.15 becomes a poor estimation of the theoretical axial resolution

of the OCT system. A better metric for the theoretical axial resolution is the FT of the

envelope of the interference signal.

The steps outlined in equations 2.16 to 2.21 are also represented graphically in Fig. 2.6.

Equation 2.21 and Fig. 2.6(d) both indicate that there is a duplication of the information

on either side of the zero-delay plane. This is called the mirror or complex conjugate arti-
fact and highlights that, in a standard configuration, FD-OCT systems cannot distinguish

whether a reflector is located before or after the reference plane in the axial direction.

As such, only the positive side of the Fourier transform is typically used when imaging

samples. However, certain special OCT systems can remove this artifact by measuring

both the amplitude and the phase of the complex interference signal. Such a system is

presented in Chapter 9 of this thesis.

Practical implementations

In practice, two methods can measure the interference signal spectrally. The first is using

a spectrometer, which uses a dispersive element (prism or grating) to spatially separate

different spectral components across multiple detectors. This implementation is called

spectral-domain OCT (SD-OCT). The second approach is to scan the illumination wave-

length in time and record the interference signal’s intensity using single-element detec-

tors. This method is usually called swept-source OCT (SS-OCT), although it is also referred

to as optical frequency domain imaging (OFDI). SD- and SS-OCT differ slightly in their op-
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Figure 2.6 Example FD-OCT signal at different stages in acquisition and processing. (a)
Positions and amplitude reflectivities of three reflectors in the sample arm. (b) Acquired
interference spectrum containing both the DC and the interference component. (c) Dark-
corrected interference spectrum, i.e., with DC component removed. (d) Fully processed
A-line mapping the axial positions and relative reflectivities of the reflectors.

tical configuration, as illustrated in Figs. 2.7 and 2.8. While these two techniques provide

the same fundamental information, some key differences exist between the two. SD-OCT

systems rely on linear detector arrays to measure the interference spectrum at the output

of a spectrometer system. The A-line rate is therefore determined by the integration time

of the sensor as well as the read-out delay. In SS-OCT, the A-line rate is determined by the

sweep rate of the wavelength-swept laser source. SS-OCT systems typically reach sweep

rates of several hundreds of kHz, with some advanced experimental systems achieving

A-line rates well into the MHz range [67, 68]. SD-OCT systems only achieve somewhat

slower scan speeds of 100–250 kHz.

Another key difference between SD- and SS-OCT is the use of fiber-based optical circu-

lators in SS-OCT (see Fig. 2.8). This enables enhanced collection efficiency of the back-

scattered light and balanced detection, which strongly attenuates the DC and autocorrela-

tion components of the interference signal while doubling the cross-correlation term (see

Eq. 2.6). Balanced detection in SS-OCT takes advantage of the fact that the interference

signal (cross-correlation term) at the two output branches of the 50/50 coupler are out of

phase by π radians, while the other terms (DC and autocorrelation) remain in phase. Both

signals are measured and then subtracted from one another, resulting in the coherent ad-
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dition of the interferometric signal and the attenuation of the other terms. The DC and

autocorrelation signals would be suppressed entirely in ideal balanced detection. How-

ever, slight differences in the spectral response of the 50/50 fiber coupler and the two

detectors lead to small residual signals. The effective attenuation is called the common
mode rejection ratio (CMRR) and is typically on the order of 25–30 dB. Balanced detec-

tion is also possible in SD-OCT but is less common due to the high cost of having two

spectrometers and the challenges associated with matching the two devices spectrally.

The two configurations also differ in their usual wavelength range. SS-OCT is typically

limited to wavelength ranges above 1000 nm by the available wavelength-swept laser

sources. SD-OCT, on the other hand, may operate below 1000 nm [69]. A typical wave-

length range is around 800–900 nm, but systems operating in the VIS range have also been

demonstrated. Lower center wavelengths for SD-OCT are favored by the availability of

high-performance and affordable silicon and CMOS detectors in the sub-1000 nm range.

The lower central wavelength of SD-OCT systems allows them to obtain much higher ax-

ial resolution than SS-OCT, reaching micron or sub-micron values. However, this gain

in axial resolution also comes at the expense of the maximum imaging depth, limited by

the penetration of light into the tissue. The choice of wavelength range, and therefore of

system type, is usually dictated by the target application.

Figure 2.7 Example of an SD-OCT system. Spectral separation occurs during the detection
using a spectrometer.
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Figure 2.8 Example of an SS-OCT system. Spectral separation occurs during the illumi-
nation using a swept-source laser which continuously changes its wavelength in time.
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Sensitvity advantage of FD-OCT

As demonstrated above, FD-OCT allows the retrieval of the same information of interest

as TD-OCT: the axial position and reflectivity of reflectors in a sample. It also offers the

advantage of not requiring a scanning optical delay line. However, the critical advantage

of FD-OCT is a significant sensitivity enhancement. This was suggested in the literature

in the late 90s [70–72], but was only widely accepted after 2003, when three publica-

tions provided the mathematical derivation and experimental validation for this sensitiv-

ity advantage, equivalent for both spectral-domain OCT and swept-source OCT [73–75].

Qualitatively, the gain provided by FD-OCT techniques can be explained in two ways,

depending on the implementation (SD- or SS-OCT). In SD-OCT, the interference signal

is spread onto M spectral bands that are summed coherently when reconstructing the

signal. In addition, because FD-OCT only measures the real part of the complex interfer-

ence, the signal level is reduced by a factor of 2. As a result, the signal level of SD-OCT

systems is equal to that of TD-OCT, reduced by a factor of 2. Simultaneously, the noise

contributions of each spectral channel are added incoherently, resulting in an overall de-

crease of the noise level by a factor of M. The resulting signal-to-noise ratio (SNR) of

SD-OCT is given by Eq. 2.22 [73]. In SS-OCT, each spectral band can be delivered with

a power equivalent to the total power of the broadband source in TD-OCT. The coherent

addition of all spectral bands during signal reconstruction leads to an increase in signal

level of M2, while the incoherent addition of noise results in an increase of only a factor

M. Similarly to SD-OCT, a signal reduction factor of 2 is also applied in SS-OCT. As such,

the resulting SNR of SS-OCT systems is identical to that of SD-OCT and corresponds to

a gain of M/2 over TD-OCT. It should be noted that Eq. 2.22 assumes a uniform power

spectrum. Additional factors must be added for gaussian or other non-uniform spectral

shapes, but the proportionality to M remains [49].

SNRSD = SNRSS = SNRTD ·
M
2

(2.22)

Most FD-OCT systems have a number of spectral channels M on the order of 1000–2000.

The corresponding SNR gain compared to TD-OCT is about 500–1000. This allowed FD-

OCT systems to measure deeper into tissue and, most importantly, to operate at signifi-

cantly higher speeds without compromising image quality. Modern systems are routinely

able to scan at A-line rates of several hundred kHz while maintaining sensitivities above

100 dB. This high-speed imaging has enabled real-time measurement protocols in var-

ious clinical fields and functional imaging modes, assessing the OCT signal’s temporal

evolution and related tissue properties.
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2.1.5 Clinical applications of endoscopic OCT

The sensitivity and speed advantages of FD-OCT systems have led to an explosion of

clinical applications in the last two decades, spearheaded by the field of ophthalmology,

where OCT has become a gold standard for general retinal examination, diagnosis of var-

ious pathologies, and treatment monitoring [48, 76, 77]. Today, over 30 million retinal

OCT scans are performed each year, corresponding to an incredible one procedure per

second [77, 78]. This number is remarkable, especially considering that the technique

was developed only 30 years ago [45]. Comparatively, endoscopic implementations of

OCT have achieved less widespread acceptance. This can be attributed to several rea-

sons, including the additional requirement for the design and fabrication of reliable and

safe endoscopic probes, the need for the development of diagnostic criteria, and the com-

petition with long-standing diagnostic methods [76]. Nonetheless, several applications

have emerged as promising candidates in various fields, chief amongst which are cardi-

ology and gastroenterology. Other disciplines where endoscopic OCT is applied include

pulmonology, urology, gynecology, and laryngology.

In cardiology, intracoronary OCT has notably been applied to evaluating the vulnera-

bility of atherosclerotic plaque [79, 80], guidance and assessment of percutaneous coro-

nary interventions (i.e., stent placement in blood vessels) [81] and the characterization

of arterial morphology [82]. In plaque assessment, in particular, OCT shines for its high

resolution and ability to differentiate various types of atherosclerotic lesions based on sig-

nal intensity and attenuation [80]. However, several studies have shown that OCT may

misclassify certain plaque types due to imaging artifacts or insufficient specificity of the

scattering interactions occurring in the tissue on which the OCT signal is based [83–85].

Consequently, there has been significant effort in developing and validating multimodal

intravascular probes, which supplement the morphological information from OCT with

biochemical data from other techniques [86]. Some such combinations are listed in Ta-

ble 2.1 in Section 2.1.7, where multimodal OCT is discussed in more detail.

OCT has also been implemented extensively in gastrointestinal (GI) imaging. The pri-

mary application, and also the target clinical application of this thesis, has been the early

detection of cancerous and pre-cancerous lesions in the esophagus (both EAC and SCC).

However, OCT is also being investigated as a means to image other organs and/or patholo-

gies including eosinophilic esophagitis [87, 88], stomach cancer [89, 90], celiac disease by

means of intestinal imaging [91, 92], colon cancer [93], differentiation of inflammatory

bowel diseases [94, 95] and biliary tract strictures [96]. In the esophagus, OCT has been

implemented for the detection of the various stages of progression from intestinal meta-
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plasia (IM) and Barrett’s esophagus (BE) through low- and high-grade dysplasia (LGD

and HGD, respectively) to esophageal adenocarcinoma (EAC). Several descriptive studies

have identified distinctive anatomical characteristics in OCT images that can be used for

feature-based classification [1, 60, 90, 97, 98]. Examples of such features are presented in

Fig. 2.9.

Figure 2.9 Barrett’s esophagus with dysplasia. (a) Video endoscopic image reveals a
patchy mucosa consistent with specialized IM (SIM). (b) Histopathologic image of biopsy
with IM and LGD. (c) Cross-sectional OCT image highlighting regions with SIM without
dysplasia (blue arrow) and SIM with HGD (black arrow). (d) Expanded view of (c) taken
from the region denoted by the blue arrow, demonstrating good surface maturation (ar-
rowheads), indicative of SIM without dysplasia. (e) Expanded view of (c) taken from the
region denoted by the black arrow, demonstrating features consistent with HGD, includ-
ing poor surface maturation (black arrowheads) and the presence of dilated glands (red
arrowheads) in the mucosa. (f) A longitudinal slice highlights the transition from gastric
cardia through a 9-mm segment of SIM and finally into squamous mucosa. Scale bars
represent 1 mm. Image reprinted and caption extracted from Ref [1], Copyright (2008),
with permission from Elsevier.

These anatomical features were incorporated into diagnostic algorithms and used in prospec-

tive studies to identify IM, dysplasia and/or cancer with reported sensitivity and speci-

ficity values ranging from 0.75–1 and 0.33–1 (values from individual studies) [41–44,

98–102]. Two meta-analyses incorporating the results of these trials determined com-

bined sensitivities/specificities for the detection of dysplasia and early-stage cancer of

93%/54% [103] and 68–83%/75–82% [40]. Although these findings are promising, they
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fall short, albeit only slightly, of the criteria proposed by the American Society for Gas-

trointestinal Endoscopy of 90% sensitivity and 80% specificity for any imaging technique

to replace the current random 4-quadrant biopsy protocol [104]. In the last few years, sig-

nificant clinical and industrial efforts have been dedicated to improving the performance

of OCT and making it a standard tool for esophageal imaging. Two approaches have been

favored in this regard. The first is enhancing the system’s overall performance in terms

of resolution and speed, as well as implementing functional extensions of OCT. The sec-

ond, and the premise of this thesis, is the multimodal approach where OCT imaging is

complemented with other modalities that provide additional information.

2.1.6 Expanding OCT contrast

In the standard implementations presented in the previous sections, OCT only enables

imaging of backscattered light. While this enables high-resolution imaging of sub-surface

tissue morphology and the detection of various anatomical features, it only provides lim-

ited access to quantitative information about the sample properties. Several advanced

data analysis methods and functional extensions of standard OCT have been developed

to expand the technique’s ability to measure various optical, chemical, or physiological

properties and detect additional features. Such extensions include, but are not limited

to, polarization-sensitive OCT (PS-OCT), OCT angiography (OCTA) and flow detection

through doppler-OCT or speckle variance methods, spectroscopic OCT, and attenuation

coefficient (µOCT ) measurement. These methods are briefly discussed below, with an em-

phasis on their use in endoscopy. It is interesting to note that these extensions are not

mutually exclusive or necessarily incompatible with the multimodal approach. As such,

advanced multimodal OCT systems may well incorporate these functional extensions and

the additional optical signal(s).

Polarization-sensitive OCT

Under the paraxial approximation, light waves are transverse electromagnetic (TEM),

meaning that the electrical field vector is perpendicular to the propagation direction [47].

The exact orientation of the electrical field within the transverse plane and its evolu-

tion along the propagation vector is called the polarization state of light [47, 53]. This

property is of particular interest in biomedical optics because many light-tissue inter-

actions may change the polarization state and can be used as sources of contrast [105].

PS-OCT notably allows the measurement of tissue birefringence, optical axis, diattenu-

ation (i.e., the variable absorption of light depending on polarization), and depolariza-
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tion [105–107]. Birefringence occurs when materials have refractive indices dependent

on the polarization state. In biological tissue, this occurs especially in the presence of

structured fibrous materials such as muscle, collagen, or nerve fiber, and is called form

birefringence [108–111]. Given this enhanced sensitivity to fiber structures, PS-OCT has

been used in various applications of ophthalmology and dermatology. Endoscopic appli-

cations have only recently emerged due to the technical difficulty associated with polar-

ization control in optical fibers. Indeed, optical fibers exhibit birefringence due to imper-

fections and mechanical stress, such as bends or torsion. However, advanced processing

and calibration methods have been developed recently to account for fiber-induced bire-

fringence and perform measurements in-vivo [112–114]. Endoscopic applications include

the evaluation of atherosclerotic plaques in cardiology [115, 116] and, more recently, the

measurement of smooth airway muscle in pulmonology [113, 117, 118].

While PS-OCT offers a wealth of additional information compared to classical OCT, this

comes at the cost of some additional system complexity and advanced data processing [106].

The added contrast is also specific to certain tissue types exhibiting sufficient form bire-

fringence. As such, the application should be carefully evaluated to determine the benefit

of implementing PS-OCT.

OCT angiography

OCT angiography (OCTA) refers to imaging vasculature in biological tissue. Tissue vascu-

larization holds valuable clinical information as numerous pathological conditions can be

associated with irregular vessel structures and abnormal vessel growth or reduction [119,

120]. A few examples of such conditions include cancer [121], inflammation [120], burns

and wounds [122], and diabetic retinopathy [123]. OCTA is performed by measuring the

motion of scatterers within blood vessels. This motion is detected by observing variations

in the OCT signal between two time points. Several different methods exist to quantify

these changes based either on the intensity or the phase of the signal [124].

Phase-based methods include Doppler OCT (DOCT), which, in modern FD-OCT systems,

measures the depth-resolved phase shift between two overlapping A-lines [125]. DOCT

has the advantage that it can directly provide absolute quantification of flow speed and

direction, but the disadvantage that it may only do so for the flow component in the axial

direction. Several methods with advanced data processing, special beam-scanning pat-

terns, or multi-beam acquisition have been proposed to overcome this limitation, but at

the cost of enhanced system complexity and computationally heavy, non-real-time signal



32

processing [125]. Moreover, most implementations have been demonstrated for retinal

or dermatological imaging and far less extensively in endoscopic applications, although

some research does exist [126]. Phase-based methods have the additional limitation that

they are sensitive to bulk tissue motion and the overall phase-stability of the system,

both of which are more difficult to control in an endoscopic setting than in bench-top

systems [124].

Intensity-based methods offer several advantages over their phase-based counterparts.

Firstly, they are sensitive both to transverse and axial flow. Secondly, as they rely on the

magnitude of the OCT signal, they do not depend on the phase stability of the system.

Intensity methods measure temporal variations of the OCT signal from B-scan to B-scan

to detect the presence of flow. This can be achieved in several different ways, including

image correlation metrics [127, 128] and by analyzing speckle variance [129, 130]. While

these methods can detect flowing scatterers and thus map the microvasculature network,

they do not provide direct information on the absolute flow velocities as is possible with

phase-based methods. Intensity-based methods also remain sensitive to bulk sample mo-

tion as they require consecutive B-scans in the same location or at least with significant

overlap. Overall, intensity-based methods have been preferred in endoscopic applica-

tions primarily for their sensitivity to transverse flow. Endoscopic OCTA has notably

been demonstrated in the esophagus [99, 131] and the rectum [132].

Spectroscopic OCT

As explained in previous sections, OCT imaging is performed by collecting interference

spectra spanning a certain wavelength range. These spectra are then Fourier transformed

to reconstruct the depth-resolved reflectivity profile of the sample. However, these inter-

ference spectra also contain spectroscopic information about the sample. This informa-

tion can be recovered through time-frequency analysis (TFA) of the OCT interferogram,

resulting in a depth-resolved estimation of the optical properties of the sample [133,134].

Briefly, it is possible to recover the wavelength-resolved reflectivity profile (i.e., a pro-

cessed A-line) by windowing the interference signal around a certain wavelength and

with a given window width. By sliding this window across the entire interference spec-

trum, the reflectivity profile for all wavelengths can be recovered. The choice of window

type and width in this time-frequency analysis plays an important role in the extracted

profiles’ depth and spectral resolution. Several variants exist including the short-time

Fourier transform (STFT), the wavelet transform, and the Wigner distribution [134–136].

After correction for various effects such as sensitivity roll-off and confocal point PSF, it
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is possible to extract depth-resolved optical properties from the power spectrum, such as

the absorption coefficient, µa, and the scattering coefficient, µs, through fitting or calibra-

tion measurements.

As such, spectroscopic OCT (SOCT) enables the extraction of optical properties on a mi-

crostructural scale. This effectively circumvents many problems associated with diffuse

techniques such as diffuse reflectance spectroscopy (DRS) or differential pathlength spec-

troscopy (DPS), which only provide optical properties averaged over larger volumes and

without depth information. Moreover, SOCT differs from standard OCT only in the data

processing algorithms. While it offers several advantages at little additional cost, the

applicability of SOCT methods is limited by the utilized wavelength range. Indeed, the

spectroscopic information can only be retrieved for wavelengths within the spectral range

of the OCT system. Many chromophores of interest (blood in particular) have spectral fea-

tures in the VIS region and fewer in the NIR. Moreover, these features are usually spec-

trally broad, requiring wide spectral ranges to capture them effectively. Applying SOCT

methods to conventional OCT systems may, therefore, provide limited added value. On

the other hand, VIS or ultra-broadband systems may provide more insight with SOCT but

incur additional complexity regarding fiber systems, optics, laser sources, and detectors.

OCT attenuation coefficient

Beyond providing qualitative anatomical imaging, the OCT signal can also be analyzed

to extract quantitative information. This includes parameters such as the OCT attenua-

tion coefficient, µOCT, and the backscattering coefficient, µb,NA. These parameters relate

to the sample’s optical properties, including the scattering and absorption (µs and µa,

respectively) and the scattering phase function, p(θ), which describes the probability of

scattering direction. While the exact relationship between the measured parameters and

the tissue optical properties remains an unsolved problem, the parameters may provide

additional contrast that is not directly visible in standard OCT images [137, 138]. More-

over, these parameters (µOCT in particular) have shown great promise in their ability to

differentiate tissues with similar appearances in OCT images. The attenuation coefficient

has notably been applied in pre-clinical studies in gynecology, urology, laryngology and

cardiology both ex and in vivo [84, 139–142].

Quantitative OCT is advantageous because it provides an objective metric to detect or

differentiate various tissue types without requiring changes to standard OCT systems.

Moreover, it is compatible with endoscopic imaging, as demonstrated by several previ-
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ous studies [84, 140, 142]. However, accurate system calibration is crucial to account for

system-dependent signal variations such as sensitivity roll-off and confocal point-spread

function [138, 143], which can add to the experimental load when several different endo-

scopic devices are used. The extracted parameters are also highly model-specific. There

currently exist several models describing light propagation for OCT as well as competing

methodologies for extracting µOCT [137, 138, 144], potentially leading to different thresh-

old values and conflicting classifications. Therefore, consensus on the methodology will

be necessary before establishing validated quantitative discrimination criteria.

2.1.7 Multimodal endoscopic OCT

Multimodal OCT refers to the combination of OCT with one or several other modalities.

These added techniques usually aim to provide complementary information to OCT, en-

hancing the system’s diagnostic capabilities. In the case of OCT, which provides exquisite

morphological information, it is often combined with methods targeting specific biologi-

cal or chemical components indicative of physiological state or certain pathologies. How-

ever, OCT has also been implemented in multimodal systems for its high imaging speed

and ability to scan large regions of tissue in a short time. In such systems, OCT functions

as a targeting system to identify regions of interest (ROI), which are then imaged with

another technique with enhanced imaging performance, but slower imaging speed [76].

Providing a full review of all multimodal systems that utilize OCT in conjunction with

other modalities is beyond the scope of this thesis. Indeed, many such devices, imple-

mented in medicine or experimental biology, are bulk microscopy systems intended for

studying biological systems rather than detecting pathologies. They are, therefore, less

relevant to the proposed research objectives. In this section, we will focus on multimodal

systems that are either already applied in an endoscopic setting or have the potential to

be. An overview of such systems is provided in Table 2.1. In this table, all systems com-

bine OCT with at least one other technique, which complements the imaging achievable

with OCT alone.

Some of the core challenges in combining techniques lie in ensuring co-registration of

the multiple modalities, achieving simultaneous or time-efficient sequential imaging, and

minimizing cross-talk, all within the size constraints of an endoscopic probe. Another key

challenge lies in developing diagnostic algorithms that effectively incorporate information

from multiple modalities.
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Table 2.1 List of multimodal OCT systems that have either already been implemented in endoscopic applications or have
the potential to be.

Application (or intended application) Added modalities Endoscopic? Year Ref.
pH sensing yes 2021 [145]
VIS autofluorescence + color imaging yes 2019 [146]
Fluorescence lifetime yes 2022 [147]

Cancer detection

VIS fluorescence spectroscopy no 2008 [148]

Colorectal cancer detection
NIR fluorescence yes 2018 [149, 150]
NIR fluorescence yes 2018 [151]
VIS fluorescence yes 2012 [152]
VIS fluorescence yes 2021 [153]Esophageal imaging
Color imaging yes 2021 [154]

Airway imaging
VIS fluorescence yes 2013 [155]
VIS fluorescence yes 2015 [156]
VIS autofluorescence yes 2014 [157]
Photoacoustic + ultrasound yes 2015 [158, 159]
diffuse NIR spectroscopy yes 2013 [160]
VIS fluorescence yes 2012 [161]
NIR fluorescence yes 2011 [162]
NIR fluorescence yes 2014 [163]
NIR autofluorescence yes 2016 [164]
NIR autofluorescence yes 2015 [165]
Fluorescence lifetime yes 2020 [166]
Fluorescence lifetime no 2018 [167]
Fluorescence lifetime yes 2018 [168]

Intravascular atherosclerotic plaque imaging

Multiphoton luminescence yes 2015 [169]
Multiphoton + reflectance yes 2021 [170]

Morpho-chemical tissue characterization
Fluorescence lifetime no 2017 [171]
Photoacoustic + ultrasound yes 2011 [172]

Ovarian cancer detection
VIS autofluorescence yes 2022 [173]

Oocyte maturity evaluation in IVF model pH sensing yes 2022 [174]
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Fluorescence-based techniques

As apparent in Table 2.1, the modality most often combined with OCT is some form of

fluorescence imaging, including autofluorescence imaging (AFI), fluorescence imaging us-

ing exogenous fluorophores in the VIS and NIR spectral ranges, and fluorescence lifetime

imaging (FLIM). In AFI, the fluorescent signal of endogenous molecules such as colla-

gen, keratin, elastin, porphyrins, reduced nicotinamide adenine dinucleotide (NADH),

and oxidized flavin adenine dinucleotide (FAD) is measured after excitation with short

wavelengths (UV and blue VIS light typically — although NIR AFI has also been demon-

strated) [175]. Variations in the relative intensities of the fluorescent emissions can re-

veal changes in metabolic activity or tissue remodeling, which can, in turn, indicate a

pathological state [176]. The contributions from different fluorophores are usually sep-

arated into distinct detection channels through spectral filtering. Alternatively, the full

spectrum can be measured as a function of wavelength (i.e., fluorescence spectroscopy).

When the fluorophores of interest present significant overlap in their emission spectra, it

becomes difficult to distinguish their contributions. FLIM solves this by differentiating

fluorophores based on their fluorescence lifetime, defined as the average time an elec-

tron remains in the excited state prior to radiative decay and emission of a photon [176].

Moreover, FLIM signals are affected by chemical factors and can, therefore, be used to

gain insight into the microenvironment of cells and tissues [177].

Fluorescence imaging can also be performed using exogenous contrast agents, which have

both significant advantages and disadvantages over endogenous fluorophores. The pri-

mary limitation of using exogenous markers is that only a small number of substances

are permitted for in vivo use. Those that are typically lack specificity to the target dis-

eases [178]. However, these fluorophores and others may be conjugated with tracer molecules

or antibodies that enable highly specific fluorescence imaging [179]. Moreover, the emis-

sion spectra of these exogenous dyes may be tailored to the application, allowing multi-

plexed imaging with multiple dyes and higher fluorescence efficiencies.

Ultrasound and photoacoustic imaging

OCT has also been combined with ultrasound (US) and photoacoustic imaging (PAI).

While OCT and US share many similarities regarding cross-sectional imaging capabil-

ities, their resolution and maximum imaging depth differ. OCT provides microscopic

detail on tissue structure, but only up to a limited depth, while US provides significantly

enhanced imaging depth at lower resolution. Compared with conventional OCT imag-
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ing, combining OCT with US enables imaging of deep tissue structures and improves the

interpretability of OCT images by matching them with co-registered US images, a well-

established technique with which clinicians are already familiar.

As depicted in Fig. 1.1, PAI allows deeper imaging than OCT while maintaining compa-

rable resolution. The technique relies on pulsed optical illumination to generate thermal

expansion through light absorption, creating acoustic waves in the tissue. Ultrasound

transducers then detect these acoustic waves as they would be in conventional US [180].

Because PAI relies on the absorption of light to generate an acoustic wave, it is sensitive

to the optical absorption coefficient. Using multispectral PAI, which performs measure-

ments using multiple illumination wavelengths, it becomes possible to quantify the rel-

ative concentrations of the different chromophores present in tissue [181]. As such, the

information provided by PAI is complementary to that obtained with OCT, which relies

principally on scattering for contrast.

RGB imaging and reflectance spectroscopy

Color- or RGB-imaging refers to the reconstruction of color images as they would appear

when obtained with a camera. This implies that each pixel is assigned a red/green/blue

triplet that encodes the color appearance. Fundamentally, color appearance allows the

separation between tissue types, as depicted in Fig. 2.9 , or physiological state [182, 183].

For example, a redder tissue may indicate increased perfusion or inflammation. It is

also possible to enhance the contrast generated by certain chromophores by illuminat-

ing the sample with specific colors or wavelengths for which these chromophores absorb

differently than others. For example, narrow-band imaging (NBI) illuminates the sample

exclusively with blue and green light, absorbed significantly more by blood, appearing

darker than the surrounding tissue. NBI has been used to highlight surface microvascula-

ture and superficial mucosal patterns due to the shallow penetration depth of blue/green

light [184, 185]. Aside from providing additional tissue contrast, combining OCT with

RGB imaging has the advantage of facilitating the interpretation of OCT datasets by pro-

viding a familiar visualization. This is especially true in endoscopic applications where

white light video endoscopy (WLE) is widespread, such as in esophageal and colorectal

imaging.

Aside from direct visual interpretation, RGB images can also provide information on the

optical properties of the studied sample. Indeed, each color channel can be interpreted

as a spectral band collecting light reflected off the sample. In biological imaging, the re-



38

flected light depends on the illumination as well as the reflectance spectrum of the sam-

ple. This reflectance spectrum depends on the optical properties of the sample as well as

the imaging geometry. The exact relationship between the reflectance and these parame-

ters is highly relevant to endoscopic applications and is discussed further in Section 2.3.

Because of this relationship between color, reflectance spectrum, optical properties, and

molecular composition, RGB imaging can provide insight into the relative abundance of

relevant chromophores in biological tissue.

In essence, RGB imaging is also a form of spectroscopic imaging. Indeed, the reflected

light is separated into three (broadband) spectral channels. By extending this principle

to more narrow-band channels, it is possible to directly assess the reflectance spectrum

of the sample, which can be analyzed to extract optical properties and molecular con-

tent. These methods are usually referred to as multi- or hyperspectral imaging (MSI and

HSI, respectively). Such spectroscopic imaging methods are central to this thesis and are

explained in more detail in Section 2.3.

2.1.8 OCT endoscopes

The implementation of in vivo, endoscopic OCT is contingent on developing safe, ro-

bust, and reliable endoscopes. Fundamentally, all endoscopes must accomplish three core

functions:

1. transport light to and from the sample;

2. focus the light onto the sample;

3. perform a stable scan of the laser beam on the sample to obtain B- and C-scans.

In the sections below, we briefly discuss each of these functions (in reverse order) and

their impact on endoscope design.

Scanning and stabilization

The intended clinical application of the endoscope, or rather the organ in which it will be

used, defines some of its key parameters: scan pattern, size, and shape. OCT endoscopes

can be roughly separated into two categories by imaging direction: forward-viewing and

side-viewing. In luminal (i.e., tube-shaped) organs, it is convenient to utilize a side-

viewing probe with circular scanning. This allows imaging of circular cross-sections of

the organ. Coupled with axial motion along the organ’s axis, this results in a helical scan
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and comprehensive volumetric imaging. Such probes represent the majority of OCT en-

doscopes because of the abundance of luminal structures in the human body and the

simplified engineering compared to forward-viewing probes. Forward-viewing probes

are typically used in non-luminal organs for biopsy guidance, device placement, or treat-

ment monitoring. They are, however, less suited for surveying larger areas of tissue for

screening purposes [2]. Within the context of this thesis, we concentrate on side-viewing

probes, as they are more adapted to the chosen clinical application. Several examples of

different side-viewing endoscopes are presented in Fig. 2.10.

Size and shape obviously impact which organs the endoscope can reach and, therefore,

image. However, these parameters may also influence imaging stability by controlling

the distance between the endoscope and the sample surface. Maintaining this distance

is necessary for proper imaging because of the limited depth of focus of the laser beam

and the limited imaging range of OCT. Failure to do so will result in out-of-focus, blurry

images. In luminal organs, if the endoscope is the same size as the lumen, it will natu-

rally be held in place by the walls of the organ and maintain a constant distance from

the tissue surface. In Fig. 2.10, the left column consists of smaller diameter devices, of-

ten called catheter probes, which have diameters ranging from a few millimeters down

to several hundred microns [2, 146, 186]. Such endoscopes are used in applications in

cardiology, pulmonology, urology, and gynecology in small lumens such as blood vessels,

small airways, or biopsy [140, 186–191]. In the same figure, the right column presents

two endoscopes designs for large lumen imaging, primarily applied in esophageal imag-

ing. The top two (D & E) are rigid, pill-shaped devices called tethered capsule endescopes
(TCE) [192–195], while the bottom one (F) is composed of a small diameter catheter (sim-

ilar to those in the left column) surrounded by an inflatable balloon sheath [196]. For all

endoscopes in Fig. 2.10, B-scans are acquired through the rotation of the laser beam and

C-scans through the axial motion of the device, typically through the retraction or pull-
back of the device. By synchronizing the rate of retraction with the rotation of the probe,

it is possible to image the sample entirely along the length of the pullback.

The endoscopes in Fig. 2.10 can be further subdivided based on how the rotational mo-

tion of the beam is generated. Endoscopes A, B, D, and F belong in the proximal scanning
category, where the rotation is generated upstream of the endoscope and transmitted to

the complete assembly by a torque coil. Proximal scanning has the advantage of strongly

reducing the overall cost of the device, such that they become disposable. However, prox-

imal scanning also causes distortions in the images due to stress-induced refractive index

changes and non-uniform rotation speeds (typically referred to as non-uniform rotation
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Figure 2.10 Various designs of side-viewing OCT endoscopes. The probes in the left col-
umn (A-C) are for small-diameter lumens, while those in the right column (D-F) are for
large lumens. (A) Catheter probe using microlens and proximal scanning. (B) Catheter
probe using ball lens and proximal scanning. (C) Catheter probe using ball lens and distal
scanning. (D) Tethered capsule endoscope using proximal scanning. (E) Tethered capsule
endoscope using distal scanning. (F) Inflatable balloon catheter with distal scanning. Fig-
ure partially adapted from [2].
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distrortion or NURD). In proximal scanning, the device used to generate the fiber rotation

is called a fiber-optic rotary joint (FORJ). In its simplest form, a FORJ transfers light from

a static fiber to a rotating one, typically using a pair of lenses. The FORJ also usually

handles the pullback using linear translation stages.

The second category is called distal scanning and uses a micromotor inside the endoscope

to achieve beam scanning (e.g., endoscopes C and E in Fig. 2.10). Distal scanning has

the advantage of enhanced stability (i.e., less NURD) and does not induce signal distor-

tions. Distal scanning endoscopes have been reported as the favored solution for OCTA

and PS-OCT applications [112,197,198], which are sensitive to the distortions induced by

proximal scanning. Distal scanning also enables higher scanning speeds than proximal

scanning. However, including the micromotor in the endoscope also has several down-

sides. Firstly, such micromotors often carry a high price tag (> 1000 $) which precludes

using such endoscopes as disposable devices. Moreover, the micromotors can be fragile,

making the endoscope more delicate to handle. Secondly, the endoscopes are subject to

stricter clinical and fabrication requirements. Being non-disposable, they must undergo

repeated cleaning or sterilization protocols which can degrade the optical performance

over time. Furthermore, using an electrical device in vivo also carries additional safety

requirements. Finally, although micromotors as small as 1 mm exist, the engineering com-

plexity and costs associated with designing and fabricating submillimeter, distal-scanning

endoscopes are significant.

Focusing

The second key function that the endoscope must perform is to focus the light into the

sample with the correct working distance and numerical aperture. To achieve this, light

from the single-mode fiber core is allowed to expand in a glass space or a coreless fiber

before being focused onto the sample by a focusing element. Although most OCT en-

doscopes use gradient-index (GRIN) lenses, focusing has also been demonstrated using

standard refractive lenses [199], ball-lenses [200], diffractive lenses [194, 201, 202], and

ellipsoidal mirrors [203]. Each variant offers advantages and disadvantages in terms of

size, robustness, cost, commercial availability, and optical performance. Within the con-

text of multimodal imaging, it is imperative to consider the chromatic behavior of the

focusing element if it is shared between two or more modalities that do not use the same

spectral range. This includes both chromatic focal shifts and back-reflections from op-

tical interfaces. The problem of chromatic behavior also appears in the FORJ used in

conjunction with proximal scanning endoscopes. Indeed, backreflections may cause spu-



42

rious background signals, while focal shifts may reduce the coupling efficiency between

the static and rotating fibers.

Light transport

The last essential function of an endoscopic OCT probe is the transport of light to and

from the sample. This is achieved using single-mode optical fibers (SMF). Single mode

fibers have a small core diameters and a normalized frequency below 2.405, resulting in

a unique possible propagation mode in the waveguide, i.e. single-mode operation. This

is necessary for OCT imaging to preserve the temporal coherence and the phase of the

signal. Without single-mode propagation, the signal from a reflector would accumulate

different delays relative to the reference arm by traveling along the different available

propagation modes, i.e. multimode propagation (not to be confused with multimodal

imaging which refers to the combination of techniques). Multimode propagation would

result in duplicate images after OCT data processing. Fibers operating in this regime are

logically called multimode fibers (MMF). They typically have a larger core diameter and

can accomodate much higher light throughput. For multimodal imaging, the same fiber

may be used to transmit the optical signals from the other modalities aside from OCT. In

this configuration, however, the collection efficiency for the other optical techniques (such

as reflectance or fluorescence imaging) is often insufficient for in vivo imaging due to the

small diameter of the SMF core. One solution is to use one or more additional fibers for

the added modality. However, this can increase the complexity of the optical design and

compromise the co-registration of the various modalities. Another approach, and the one

adopted in this thesis, is the use of double-clad fiber (DCF), which is comprised of two co-

centric channels in which light can be transported: a single-mode core and a multimode

inner cladding. This technology is explained in detail in the following section.

2.2 Double-clad fiber technologies

A double-clad fiber (DCF) is a fiber comprised of three concentric layers, two of which

are capable of guiding optical signals. These are a single-mode core, a multimode in-

ner cladding, and an outer cladding, as depicted in Fig. 2.11. Optical signals may be

transmitted through both the core and the inner cladding with little to no cross-talk. In

imaging applications, this allows coherent imaging (e.g., OCT) through the core, while

the larger diameter and numerical aperture of the inner cladding provide enhanced col-

lection efficiency, useful in other imaging techniques such as reflectance or fluorescence

imaging [204–206]. Moreover, the concentric geometry guarantees alignment-free co-
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registration of the two channels. As such, DCF represents an excellent tool for multimodal

endoscopic imaging, particularly for systems aiming to combine OCT with other tech-

niques. This has been widely recognized in the scientific community as the vast majority

of the multimodal systems presented in Table 2.1 are, in fact, DCF-based systems. Beyond

imaging and diagnostic systems, double-clad fibers have also been implemented in ther-

apeutic applications, where the MM inner cladding is used to transmit high-power light

for laser therapy while the core is used for concurrent imaging and guidance [207, 208].

Figure 2.11 Schematic representation of a double-clad fiber (left) and a double-clad fiber
coupler (right).

To maximize the utility of DCFs, it is necessary to be able to address the two channels

(core and inner cladding) separately. Double-clad fiber couplers (DCFC) were developed

to provide a fiber-based solution to this problem. In recent years, our group has proposed

asymmetric double-clad fiber couplers that consist of a DCF fused to a MMF with higher

etendue [209–211], as depicted in Fig. 2.11. Such couplers can be designed to operate in

extraction mode, where the aim is to extract the light collected in the inner cladding of the

DCF (i.e., high transfer from port S to port B), injection mode, where light is coupled from

the MMF to the inner cladding of the DCF (i.e., high transfer from port B to port S), or bi-
directional mode, where both injection and extraction occur, but at lower efficiencies [212].

In all cases, the SM operation in the DCF core is preserved (> 95% transfer between port

A and port S, in both directions). Port R is typically not used and terminated with a

beam dump to minimize return losses. This separation of channels into two output ports

is particularly interesting because it enables independent filtering and detection. The

appropriate detectors can then be used for each modality, and separate filtering may be

performed to minimize cross-talk between the modalities. In this thesis, DCFCs are used

in extraction mode in the systems presented in Chapters 3, 4 and 7, and in bi-directional
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mode in the system described in Chapter 5.

2.3 Imaging reflectance spectroscopy

In the broadest sense, spectroscopy is defined as the study of the interaction between mat-

ter and electromagnetic radiation as a function of wavelength or frequency [46]. This in-

cludes a wide variety of linear and non-linear interactions such as scattering, absorption,

fluorescence, multiphoton fluorescence, Raman scattering, and many more. In this the-

sis, we concentrate on the study of absorption and scattering in the VIS and NIR spectral

ranges (roughly 400–1700 nm) using reflectance spectroscopy methods. These techniques

include point-scanning hyper- and multispectral imaging (HSI and MSI, respectively) and

single-fiber reflectance spectroscopy (SFR).

2.3.1 Hyper- and multispectral imaging

Hyper- and multispectral imaging refers to imaging a scene or sample at several wave-

lengths across a certain spectral range [213, 214]. The distinction between the hyper- and

multi- prefixes comes from the number of spectral bands acquired, where HSI usually has

many (typically a continuum across a specific range) while MSI has a few distinct bands.

In reflectance-mode HSI and MSI measurements, the stack of images is stored in a 3D data

volume called hypercube, which has two spatial (x,y) and one spectral (λ) dimensions, as

depicted in Fig. 2.12. More advanced HSI and MSI measurements can also have higher

dimensionality and include the axial (z) or temporal (t) dimensions. Figure 2.12 also de-

picts several strategies to acquire the 3D hypercube. Point scanning implies that signal

is only acquired from one spatial location at a time and that all spectral components are

measured simultaneously by a spectrometer. Pushbroom HSI systems use a 2D detector

with one dimension measuring a spatial dimension while tho other measures the spectral

content. Staring HSI systems acquire the full 2D image (i.e., both spatial dimensions) for

each spectral band one at a time. This can be achieved by filtering the reflected light or

with band-by-band illumination. Finally, snapshot systems acquire the full hypercube at

once but at the cost of resolution in either the spatial or spectral dimensions (often both).

With recent development in spectral filter fabrication, a convenient way to perform snap-

shot HSI is with a 2D image camera where spectral filter arrays have been applied to the

sensor [214–216]. Therefore, the number of spatial data points is divided by the number

of different spectral filters, resulting in lower spatial resolution.

To extract meaningful spectroscopic information about the sample, the data acquired with
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HSI/MSI must be corrected to account for several factors, such as illumination spectrum,

system response, imaging geometry, and dark signal. The corrected spectral reflectance

R(λ) is calculated following:

R(λ) =
Iraw − Idark

Iwhite − Idark
, (2.23)

where Iraw is the raw signal measured with the sample, Idark is the dark signal measured

with no illumination, and Iwhite is the signal from a reference sample with a known re-

flectance spectrum, usually a Spectralon diffuse reflectance target [213]. Once obtained,

the corrected reflectance can be used in various clinically useful ways, such as extracting

(approximate) maps of optical properties or chromophore concentrations [217], contrast

enhancement between specific components [218] (e.g., blood with narrow-band imaging),

or automatic tissue classification.

HSI and MSI have been implemented in a wide variety of medical applications for dis-

ease diagnosis and surgical guidance. In particular, the techniques have shown great

promise in cancer detection. Most systems presented in literature analyze excised tissue

or biopsy samples, however several endoscopic applications have emerged such as in the

cervix [219], GI-tract (esophagus, stomach, intestines, and colon) [218, 220–226], and lar-

ynx [227]. Endoscopic systems mostly rely on snapshot and staring acquisition modes as

they do not require moving parts in the distal part of the endoscope. However, Yoon et al.

also demonstrated an endoscopic pushbroom system where the imaging plane is trans-

ferred out of the body via a fiber bundle and scanned externally [224,225]. With ongoing

advancements in camera miniaturization and filter technologies, it is expected that many

more HSI/MSI endoscopy platforms will be implemented in the coming years.

While HSI/MSI systems have shown great potential in differentiating different tissues or

identifying pathological tissue, the method is still lacking in its ability to connect the

measured reflectance spectra to the true biochemical properties of the images sample as

well as relating the spectral variations to the diseased state of tissue [228]. This can be

attributed partly to the complexity of the widefield imaging geometry, where many pa-

rameters remain at least partially uncontrolled. Such parameters include the distance

to the sample, the sample surface geometry, the illumination profile, the glare compo-

nent, and the heterogeneity of the sample. Moreover, it is well known that, without sig-

nificant approximations, extracting optical properties from reflectance measurements is

an ill-posed, under-determined inverse problem that may have multiple different solu-

tions [228, 229]. Despite this fundamental limitation, spectral imaging may still provide



46

Figure 2.12 Schematic representation of HSI/MSI hypercubes for different acquisition
strategies. In each figure, the black arrows indicate the "direction" of the scan necessary
to acquire the full hypercube. The colored voxels indicate the data points acquired within
a single measurement step.
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valuable diagnostic information by applying the ever-expanding arsenal of advanced clas-

sification methods directly to reflectance spectra.

In the scope of this thesis, it is interesting to consider how such HSI/MSI may be com-

bined with side-viewing OCT probes and the double-clad fiber technologies presented

in the previous sections. Within this context, the point-scanning acquisition mode is fa-

vorable as it enables true co-registration between the OCT and spectral imaging without

substantially complicating the endoscope design. Moreover, by utilizing internal illu-

mination (i.e., using the same fiber for both illumination and collection), the imaging

geometry is significantly simplified and approaches that of single fiber reflectance spec-

troscopy (SFR): a point spectroscopy method for which the recovery of optical properties

has been extensively studied. Within this thesis, we investigate combined OCT and HSI

with external illumination in Chapter 3, with internal illumination in Chapters 4 and 5.

2.3.2 Single fiber reflectance spectroscopy

Single fiber reflectance spectroscopy (SFR) is a point spectroscopy technique initially de-

rived from diffuse reflectance spectroscopy (DRS). DRS uses a combination of two fibers,

one for input and one for output, to probe the optical properties of the sample. SFR refers

to the case where the source-detector separation is reduced to 0, such that the illumina-

tion and collection are performed through a single fiber. In this thesis, we also investigate

an extension of SFR dubbed imaging single fiber reflectance spectroscopy (iSFR), where

the fiber is not in direct contact with the sample but imaged onto the sample with some

optical components. More specifically, we investigate iSFR in conjuction with double-

clad fiber, which enables the combination with OCT. These configurations are illustrated

in Fig. 2.13.

SFR offers several advantages that make it particularly appealing for endoscopic appli-

cations. Its small form factor (usually a few hundred microns in diameter) is generally

beneficial as it can easily be integrated into small devices and even biopsy needles. Fur-

thermore, SFR has a small sampling volume and shallow penetration depth, roughly pro-

portional to the fiber diameter [230]. The small sampling volume allows SFR to be sensi-

tive to tissue changes on a small spatial scale rather than averaging over a large volume.

The shallow penetration depth is advantageous for detecting neoplastic lesions appearing

in the superficial layers of epithelial tissue. As such, the technique has already been ap-

plied for cancer detection in various organs including the cervix [231, 232], breast [233],

prostate [234], pancreas [235, 236], esophagus [37], and lungs [237].
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Figure 2.13 Schematic representation of the sensing configuration for diffuse reflectance
spectroscopy, single fiber reflectance spectroscopy and imaging single fiber reflectance
spectroscopy. The red zone in the sample represents the probed volume, through which
most detected photons propagate before being collected by the detector fiber. The iSFR
with DCF depicts core illumination and cladding collection although other modes are
possible.
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Unlike for DRS, the measured signals for SFR cannot be described using the diffusion ap-

proximation to the radiative transfer equation (RTE), as the average photon path length

in the sample is on the same order of magnitude as the transport mean free path [238].

As such, photons are described as being in the subdiffuse regime rather than the diffuse

regime. Subdiffuse photons only scatter a few times before being detected and are, there-

fore, much more sensitive to the scattering phase function, p(θ), which describes the prob-

ability distribution of scattering angles. While this sensitivity to the phase function com-

plicates the modeling of the signal compared to the diffuse regime, it also provides an ad-

ditional contrast mechanism for tissue differentiation [37]. No analytical solutions exist

to describe subdiffuse propagation. However, several semi-empirical models have been

proposed to relate the measured reflectance spectrum to the sample optical properties

(µa,µs and p(θ)) and the measurement geometry, including fiber diameter and numerical

aperture [237–243]. To this day, the best model is the one developed by Post et al. [241],

which boasts a median error of 5.6% when validated with Monte Carlo (MC) simulations

across a wide range of optical properties. It is important to point out that the practical

implementation of this model requires at least two measurements with fibers of different

diameters (dubbed multi-diameter of MDSFR). The model relies on least-square fitting to

extract the optical properties from the reflectance spectra. If only one fiber size is used,

the equation system is underdetermined, leading to an unstable fitting process [244]. Ex-

perimentally, MDSFR may lead to errors as the signal collected from the two fibers does

not originate from the same location on the sample.

Finally, it is critical to recognize the similarities between the (contact) SFR measurement

geometry and that of non-contact iSFR. In their models, Post et al. describe reflectance as

a function of the sample’s optical properties and fiber properties (size and NA). In iSFR,

the fiber size and NA are simply projected onto the sample by the optical components

with some magnification. As such, the models should still apply, and SFR theory may be

used to extract accurate optical properties. It is important to note that performing iSFR

with DCF leads to a slightly different illumination/collection geometry, which will likely

require adapting the standard SFR models, despite the dominant propagation regime still

being subdiffuse. Combining iSFR with a scanning mechanism makes it possible to extend

iSFR from a point measurement to an imaging application, similar to point-scanning HSI.

2.4 Concluding remarks

In conclusion, OCT has already made its mark in a wide variety of endoscopic applica-

tions. However, it has yet to establish itself as a standalone replacement for tissue biop-
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sies, including in esophageal imaging. Beyond structural imaging, advanced OCT meth-

ods provide access to additional functional and morpho-chemical information. Aside

from functional extensions, combining OCT with additional modalities to compensate

for its shortcomings also shows great promise. However, this approach requires a careful

selection of the added modality based on the target application and target structural,

chemical, or biological markers. Moreover, designing multimodal systems and endo-

scopic probes requires considerable effort to ensure optimal operation of all integrated

techniques. Double-clad fibers and associated technologies may provide an avenue for

concurrent and co-registered by simultaneously using the SM core of the DCF for OCT

imaging and the MM inner-cladding for the secondary method. Amongst the several can-

didate techniques, we selected VIS-NIR spectroscopic imaging as the second modality

because it has already been applied in a wide variety of fields for the specific purpose of

cancer detection. We investigate the various embodiments of spectroscopic imaging, in-

cluding HSI, MSI, and imaging SFR, and identify each method’s technical and theoretical

aspects that may be incorporated into the final multimodal system to achieve maximum

performance.
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CHAPTER 3 COMBINED OPTICAL COHERENCE TOMOGRAPHY AND
HYPERSPECTRAL IMAGING USING A DOUBLE-CLAD FIBER COUPLER

3.1 Introduction

Optical coherence tomography (OCT) is a high-speed, low-coherence interferometry tech-

nique that allows high-resolution, depth-resolved imaging in biological tissue [45]. In re-

cent years, it has become a gold standard technique in ophthalmology [48,77,245] and an

emerging tool in various other fields such as cardiology [82], gastroenterology [192, 246],

laryngology [247], gynecology [248, 249], and dermatology [250]. OCT is particularly

interesting for its ability to provide micron-scale, 3D imaging up to several millimeters

deep into biological tissue. However, as detailed in Chapter 2, in its standard imple-

mentation OCT only provides limited information about the bio-molecular content of

the studied sample [76]. While spectroscopic OCT (S-OCT), a functional extension of

OCT, may provide depth-resolved spectroscopic information [135, 251–254], most rele-

vant chromophores have few spectral features in OCT’s NIR band, limiting the efficacy

of the approach. S-OCT may be extended to the VIS spectral range where more relevant

spectral features are located, but this comes with numerous additional technical difficul-

ties. Such difficulties include (but are not limited to) the availability of coherent sources

and associated high-speed detectors with sufficient bandwidth and spectral resolution for

meaningful spectral analysis, the presence of significant dispersion, and the limited pen-

etration depth of VIS light. As such, the access to molecular composition remains limited

with OCT alone.

Hyperspectral imaging (HSI), on the other hand, provides 2D images (without depth

resolution) of the sample in different spectral bands [213], as depicted in Fig. 2.12. A

reflectance spectrum is acquired for each pixel in the field of view (FOV). These re-

flectance spectra carry information about the local optical properties, which can be an-

alyzed to extract chemical and physiological information. The method has been imple-

mented successfully in a variety of fields, such as surgical guidance [255–257], wound

assessment [258], and diagnosis of cancer [259–261], retinal diseases [262–264], and cir-

culatory diseases [265–267].

The combination of OCT and HSI enables a more complete analysis of the studied tissue

because they provide complementary data. While other groups have previously demon-

strated this combination in free-space [268, 269], we are the first to combine the two in
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a single all-fiber system, based on the use of double-clad fiber (DCF) and a double-clad

fiber coupler (DCFC). As depicted in Fig. 2.11, a DCF possesses two independent chan-

nels, one multimode (MM) inner-cladding, and one single mode (SM) core, each of which

can carry a signal independently. Through the use of a DCFC, it is possible to separate

these two channels efficiently [270–272] to perform parallel imaging with two techniques.

DCFC-based systems combining OCT with other techniques have been demonstrated pre-

viously, including combinations with fluorescence imaging [155,156], spectrally-encoded

confocal microscopy [273], and laser marking [207]. This fiber-based approach provides

enhanced robustness simplifying the implementation of such systems in a clinical setting

and their potential miniaturization into endoscopic devices. We herein present the com-

bination of OCT and HSI using a DCFC. OCT is performed through the SM core of the

DCF, while HSI spectra are collected through the MM inner-cladding and measured with

a spectrometer. We first characterize the performance of the proposed setup and then

demonstrate combined imaging on biological tissue.

3.2 Methods

3.2.1 Experimental setup

The experimental setup is presented in 3.1. It consists of a commercial OCT system

(OCM1300SS, Thorlabs, USA) with a DCFC (DC1300LE, Castor Optics, Canada) inserted

in the sample arm. The commercial OCT system incorporates a wavelength-swept laser

(SL1325-P16, Thorlabs) centered at 1325 ± 50 nm, with a sweep rate of 16 kHz and an

integrated MZI-clock for k-linearization. OCT light is split into the sample and reference

arm by a Michelson-type interferometer module (INT-MSI-1300). The sample arm port

is connected to a segment of SMF28, which is fusion spliced to the DCF at port A of the

DCFC, such that the SMF28 signal is coupled exclusively into the DCF core. The OCT

light is transported in the DCF core from port A to port S, where it is collimated using a

16 mm collimation lens (C2: FC260APC-C, Thorlabs). The collimated beam is scanned

on the sample using a two-axis galvanometer (G: GVS002, Thorlabs) and an uncoated

50 mm plano-convex lens (L: LA1131, Thorlabs). The galvanometer-based scanner and

lens are placed exactly one focal length apart to achieve a telecentric scan. The OCT light

backscattered from the sample and collected by the DCF core is transported back from

port S to port A and to the interferometer module. It is important to note that DCF has

the same dispersion properties as SMF28. As such, the fiber length in the reference arm is

simply the sum of all fiber lengths in the sample arm. No additional hardware dispersion

compensation methods were implemented. In the module, the interference signal with
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the reference arm is detected by a 15 MHz dual-balanced detector. The electrical signal is

then digitized, processed, and displayed using the integrated digitizer and software.

Figure 3.1 OCT-HSI optical setup: Ref, reference arm port; Smp, sample arm port; SM,
single-mode fiber; MM, multimode fiber; DCF, double-clad fiber; DCFC, double-clad fiber
coupler; C1 and C2, collimation lenses; G, dual-axis galvanometers; L, focalization lens;
R, retroreflector prism; LF, light guide fiber. Figure reproduced from Guay-Lord, Attendu
et al. [3] with permission from SPIE.

HSI illumination is carried out using an external halogen lamp (MKII fiber optic light,

Nikon Inc., USA) coupled into a light guide (LF). For a given position of the galvanome-

ters, light from a particular spot on the sample is collected by the DCF inner-cladding.

This light is extracted from the inner cladding by the DCFC (port S to port B) with ≥60%

efficiency and measured by a spectrometer (Maya2000, Ocean Optics, USA). Although the

spectrometer can detect light from 200 to 1100 nm, the measurement range for our exper-

iments was restricted to the range from 450 to 800 nm, primarily due to the spectrum of

the HSI illumination source. It is important to note that some HSI light couples into the

core of DCF and is transported to the OCT detector. However, no cross-talk was observed

as the OCT detector is not sensitive to the VIS light from the halogen lamp. In the oppo-

site scenario, where the OCT signal (centered at 1325 nm) couples into the inner cladding,

there is also no cross-talk as this signal is outside the detection range of the spectrometer.

OCT and HSI acquisitions are currently carried out sequentially due to the difference in

acquisition speeds: 16 kHz for OCT and 125 Hz for HSI. To minimize motion artifacts,
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the sample was firmly immobilized throughout both acquisitions. The shared FOV dur-

ing imaging of biological tissue was ∼ 6 × 6 mm2. During acquisitions, the illumination

sources for both techniques were left on to evaluate potential cross-talk. OCT C-scans of

512 × 512 × 512 pixels were acquired with the commercial software in about 20 s. HSI

acquisitions were performed with in-house Labview software (Labview, National Instru-

ments, USA). Due to the low acquisition speed, HSI images were limited to 75× 75 pixels

for a total measurement time of 45 s. We also perform spectral binning of 10 adjacent

spectral pixels to enhance SNR, resulting in a 4.3 nm spectral resolution.

3.2.2 Signal and image processing

The spectral reflectance of each pixel, R(λ), is determined using:

R(λ) =
Is(λ)− Ib(λ)
Ir(λ)− Ib(λ)

, (3.1)

where Is, Ib, and Ir are the measured sample, background, and dark spectra, respectively.

The background is measured with no sample, while the reference measurement is per-

formed with a Spectralon reference target (SRS-99-020, Labsphere, USA), which has a

uniform spectral reflectance from 250–2500 nm. Using the reflectance spectrum it is

possible to predict the reflected power spectrum, I(λ), for a given illumination, S(λ), as

described by:

I(λ) = R(λ) · S(λ). (3.2)

From the reflected signal, it is possible to determine the color appearance the sampled

region would appear to a camera or the human eye. For the human eye, the spectrum can

be converted into RGB coordinates using the well-established CIE1931 spectrum-to-color

conversion methods [274] (more details on this in Chapter 4).

The spectral reflectance can also be used to extract molecular information about the sam-

ple. A simple but helpful approximation is the logarithm of the inverse reflectance (LIR),

which is described in Eq. 3.3 and estimates the absorbance spectrum of the sample [275]:

LIR(λ) = − log10 [R(λ)] . (3.3)

The absorbance spectrum is of interest because it is a linear combination of the absorbance

of the constituents, such as blood, water, fat, and melanin, in the case of biological tissue.
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These components can then be emphasized in the images by selecting wavelength bands

corresponding to specific absorption peaks. Moreover, the relative concentrations of the

components, which is clinically relevant information, can be estimated using spectral un-

mixing methods [276].

3.2.3 Data fusion

During the OCT acquisition, the FOV was defined in the commercial OCT software, which

internally generated a voltage ramp to drive the galvanometer-mounted steering mirrors

in the scanner head. During the HSI acquisition, the user directly defined this voltage

ramp. While the two resulting FOVs were matched visually, some minor differences re-

mained. As such, image transformation was necessary to achieve true co-registration be-

tween both modalities. This was done by imaging a simple structure that could be visu-

alized with both techniques. For this purpose, we used the crosshair pattern on a NIR

viewing card (VRC2, Thorlabs). First, a maximum intensity projection of the superficial

pixels of the OCT C-scan was taken to obtain a 2D image of the crosshair pattern. An

HSI image at a wavelength with high contrast between the crosshair and the background

was selected and resized to match the OCT data in pixel size. Both images are then con-

verted to binary masks based on simple thresholding and used as input for a 2D affine

image registration algorithm (imregtform in Matlab). This algorithm includes translation,

rotation, scale, and shear transformations. The image registration algorithm outputs an

affine transformation function that can be applied to all subsequent measurements shar-

ing the same scanning parameters. The overlayed OCT and HSI images at different steps

in the registration process are presented in Fig. 3.2. The overlay of the OCT image with

the resized HSI image highlights the importance of image registration, as some features

are separated by over 1 mm.

After registration, datasets from the two techniques are combined by overlaying the 2D

images from the HSI channel onto the surface of the OCT 3D volumes. The surface to-

pography of the OCT C-scan is obtained using a custom surface detection algorithm based

on pixel intensity, vertical intensity gradient, and outlier analysis for neighboring pixels

within a specific range. Once the surface is identified, color pixels from the 2D HSI im-

age are applied to 7 pixels above the OCT surface. The number of pixels is selected to

optimize color visibility while maintaining the surface topography. All image processing

steps were performed in Matlab (Matlab, Mathworks, USA).
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Figure 3.2 Overlayed OCT (purple & black) and HSI (green) images of the crosshair pat-
tern on a NIR laser card at different steps in the image registration process. Scale bars are
2 mm.

3.3 Results

3.3.1 System characterization

The numerical aperture of the OCT beam in the image plane was estimated to be ∼ 0.04.

This leads to a theoretical lateral resolution of 13 µm, using the 90/10 edge response crite-

rion and assuming a gaussian point-spread function. The experimental lateral resolution

was found to be 14.5 µm using a USAF1951 resolution target (R3L3S1P, Thorlabs) and the

same edge response criterion. The theoretical axial resolution is assumed unchanged from

the system specifications and equal to 12 µm in air. Experimentally, the axial resolution

was found to be 17.4 µm by measuring the full width at half-maximum (FWHM) of the

signal peak for a mirror. This loss in axial resolution can be attributed to an uncorrected

dispersion mismatch due to fiber length differences. For HSI, the lateral resolution is de-

termined by the size of the projection of the inner cladding onto the sample plane and the

same 90/10 edge response criterion used for OCT. The theoretical value is ∼ 330 µm, and

the experimental one was measured at 345 µm.

3.3.2 Combined imaging

A healing epithelial wound on the hand of a healthy volunteer was imaged with the multi-

modal system to demonstrate its performance when applied to biological tissue (approved

by Ecole Polytechnique’s Ethics Committee under project #BIO-08/09-01.). The imaged
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area was placed in OCT’ focal plane and immobilized during the sequential acquisitions

to minimize motion artifacts. The two light guides from the halogen lamp were placed at

an angle on either side of the sample to avoid collecting strong specular reflections and to

achieve approximately uniform illumination.

Figure 3.3 OCT and HSI images from a healing epithelial wound: (a) White-light CCD
image. (b) Typical OCT B-scan. (c) En-face OCT reconstruction. The blue line indicates
the position of the B-scan presented in (b). (d) En-face color image reconstructed from
HSI data. (e) LIR representation as a function of wavelength for two regions of interest
(ROIs) identified in Fig.2 (d). (f) En-face LIR image at 575 nm, identified as the dashed
line in (e). Scale bars are 2mm. Figure reproduced from Guay-Lord, Attendu et al. [3]
with permission from SPIE.

Figure 3.3(a) presents a photograph of the imaged area taken with a CCD camera under

fluorescent lighting. Figure 3.3(b) presents a B-scan of the healing wound. This cross-

sectional view allows the visualization of the depth of the damage, which extends below

the surface of the tissue. Figure 3.3(c) an en-face view of the OCT C-scan computed using

a maximum intensity projection along the depth axis. The en-face view highlights the
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high level of detail achievable with OCT. Figure 3.3(d) is the RGB image reconstructed

from the HSI reflectance and demonstrates that approximate color reconstruction can be

achieved with point scanning HSI. However, Fig. 3.3(d) also highlights the low lateral res-

olution of the HSI channel. The LIR spectra for the two regions of interest (ROI) identified

in Fig. 3.3(d) are depicted in Fig. 3.3(e). The measured spectra closely follow the absorp-

tion spectrum of oxygenated hemoglobin, obtained from literature [277] and presented

in the red dashed line. This correspondence indicates that the LIR may provide a qual-

itative estimate of the absorption properties of the sample. From the LIR, certain chro-

mophores can be highlighted by displaying the HSI images at spectral bands correspond-

ing to specific absorption peaks, as illustrated in Fig. 3.3(f). In this figure, the LIR image

at 575 nm is presented, which corresponds to an absorption peak of hemoglobin, depicted

in Fig. 3.3(e) with the vertical dashed line. The higher LIR in the vicinity of the wound

in Fig. 3.3(f) could indicate a larger relative concentration of oxygenated hemoglobin in

this area. However, great care should be taken in interpreting such LIR images. Firstly

LIR remains an approximation that does not fully capture the relationship between the

reflectance and the sample’s optical properties. Secondly, the proposed analysis does not

account for the specific illumination/collection geometry, illumination non-uniformities,

and variations in the surface topology of the sample, all of which could influence the local

reflectance from which LIR is derived.

Figure 3.4 Combining OCT and HSI data. (a) OCT en-face projection overlaid with RGB
image. (b) OCT B-scan with HSI extracted true-color overlay. An epithelial region is
forming in the wounded area (ER). (c) Dual modality 3D rendering of the hand. Figure
reproduced from Guay-Lord, Attendu et al. [3] with permission from SPIE.

Various combinations of OCT and HSI data are presented in Fig. 3.4. Figure 3.4(a) was

generated by overlaying the reconstructed color image presented in Fig. 3.3(d) with the

OCT en face view presented in Fig. 3.3(c). Such a combination allows imitating color
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imaging while retaining the high level of surface detail from the en face OCT image, re-

sulting in a higher apparent lateral resolution than afforded by the HSI channel alone. Fig-

ure 3.4(b) presents a B-scan with the corresponding color pixels overlaid onto the surface.

By repeating this process for all B-scans, the combined 3D volume can be constructed, as

illustrated in Fig. 3.4(c). A similar volumetric representation could be generated using

other colormaps extracted from the HSI data, such as reflectance or LIR images.

3.4 Discussion

The preliminary measurements presented in Figs. 3.3 and 3.4 demonstrate the potential of

combining OCT and HSI. The general tissue architecture and subsurface structures, such

as the extent of the wounded area or the epithelial regrowth, are visualized with OCT. Si-

multaneously, HSI provides complementary insight into the biochemical composition of

the sample through color imaging and approximate absorbance. For example, the LIR im-

age at the hemoglobin absorption peak, presented in Fig. 3.3(f), displays a zone of higher

absorption surrounding the wound. This increase in absorption could indicate a higher

concentration of hemoglobin associated with inflammation or increased tissue perfusion.

Moreover, the HSI image reveals that this zone extends beyond the limits of the wound

as visualized with OCT in Fig. 3.3(c). As such, each technique can access information

invisible to the other, which further exemplifies the value of their combination.

However, several technical improvements are necessary for a successful implementation

in a clinical setting. The current system implementation performs the OCT and HSI ac-

quisitions sequentially and requires about 65 seconds for a full scan. Sequential acqui-

sition is detrimental because it lengthens the imaging time and makes the system sensi-

tive to motion artifacts. For clinical applications, it would be necessary to perform the

acquisition of both techniques simultaneously and significantly reduce the total measure-

ment time. Simultaneous acquisition would be feasible through software and hardware

improvements to the setup. Currently, the HSI acquisition rate is limited by the spec-

trometer scan rate of 125 Hz. The spectrometer could be replaced with commercially

available, high-speed devices with scan rates matching the OCT A-line frequency. Alter-

natively, existing line scan cameras with scan rates over 100 kHz could be used to develop

custom high-speed spectrometers. Synchronized measurement would then require dedi-

cated software for both acquisition and data processing. The current signal levels during

HSI measurements indicate that the acquisition rate could be increased over an order of

magnitude while maintaining sufficient signal strength. Increasing the acquisition rate

(and decreasing the integration time correspondingly) further could require increasing
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the illumination intensity. This could be achieved by increasing the source power or us-

ing optics to concentrate the illumination to imaged area. However, maximum permis-

sible exposure considerations may become relevant at this point. It is also interesting

to note that the registration process presented in Fig. 3.2 would not be necessary with

synchronous acquisition due to the shared scan pattern.

The illumination method for HSI may also be improved. Currently, the proposed sys-

tem relies on external illumination. This geometry would be compatible with bench-top

imaging systems and endoscopic applications that already utilize white light illumina-

tion [278–280]. However, these devices are typically forward viewing, complicating the

miniaturization of the scanning mechanism necessary for OCT and point-scanning HSI.

Moreover, the forward viewing geometry is not optimal for tubular organs, which are bet-

ter imaged using side-viewing devices such as the ones presented in Fig. 2.10. An alter-

native would be to replace the external white light with a supercontinuum laser injected

into the core of the DCF. This would significantly enhance the miniaturization potential of

the distal part of the system and enable the fabrication of sub-millimeter endoscopes, as

demonstrated by previous DCF-based multimodal endoscopes [156,281]. Internal illumi-

nation would also improve light throughput as the full power of the illumination would

be concentrated in the imaged region, potentially enabling reduced integration times and

faster HSI acquisition. Furthermore, this would improve the lateral resolution for HSI

by reducing the spatial extent of the probed volume. Improved lateral resolution is also

possible with external illumination by increasing the NA in the sample plane, reducing

the size of the projection of the inner cladding on the sample. However, because OCT and

HSI share the optics used for focusing, increasing the NA would also reduce the depth of

field for OCT imaging, which may impede imaging deep in the sample.

Aside from technical developments, improvements are also necessary in signal processing

and modeling. In this work, HSI data was used to present approximate absorbance maps

and gain qualitative insight into the molecular composition of the sample. Several exist-

ing models allow more advanced quantitative analysis of HSI data through classification

techniques, spectral unmixing, or inverse propagation models [276,282–284]. Such meth-

ods have been applied in clinical applications and have shown great promise by providing

quantitative diagnostic information [260,285]. As such, it is relevant to determine if these

methods apply to the proposed setup and how they should be adapted if necessary. A pri-

mary focus in future work will be on the adaptation and development of models to extract

absolute optical properties from the measured reflectance spectra.
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3.5 Conclusion

In conclusion, we have demonstrated the first combination of OCT and HSI using a double-

clad fiber coupler. Combined OCT and HSI imaging may be of great clinical value as they

provide information on the 3D sample morphology and its chemical makeup. In cancer,

for example, tissue remodeling could be visualized with OCT, while changes in molec-

ular composition, such as perfusion and blood oxygenation due to neovascularization,

could be observed with HSI. The use of DCF and DCFC also provides the opportunity

for miniaturization into an endoscopic device which could provide enhanced diagnostic

capabilities compared to standard video-endoscopy.
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Chapter context

In this chapter we investigate multispectral imaging as a high-speed alternative to the full

hyperspectral imaging approach presented in the previous chapter. While MSI reduces

the number of spectral data points, it enables the implementation frequency-domain

multiplexing (FDM) as an alternative to the conventional time-domain multiplexing or

spectral division of the different wavelengths. Moreover, FDM allows concurrent and

co-registered imaging at OCT acquisition rates, which is crucial for in-vivo applications,

with reduced synchronization requirements. In the proposed system, the illumination for

both techniques is internal, removing the external illumination utilized in the previous

chapter. This significantly enhances the lateral resolution for the spectral imaging and

the potential for miniaturization into endoscopic devices. However, the resulting illu-

mination/collection geometry has a less well defined relationship between the measured

https://doi.org/10.1117/1.JBO.25.3.032008
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reflectance and the optical properties of the sample, leading to complications in the anal-

ysis. Furthermore, we investigate frequency-domain multiplexing as an alternative to the

conventional time-domain method.

Abstract

We present a system combining optical coherence tomography (OCT) and multispectral

imaging (MSI) for co-registered structural imaging and surface color imaging. We first de-

scribe and numerically validate an optimization model to guide the selection of the MSI

wavelengths and their relative intensities. We then demonstrate the integration of this

model into an all-fiber bench-top system. We implement frequency domain multiplexing

for the MSI to enable concurrent acquisition of both OCT and MSI at OCT acquisition

rates. Such a system could be implemented in endoscopic practices to provide multi-

modal, high-resolution imaging of deep organ structures that are currently inaccessible

to standard video endoscopes.

4.1 Introduction

Optical coherence tomography (OCT) is a powerful imaging modality which relies on in-

terferometry to image subsurface structures [45]. It provides cross-sectional images of

tissue morphology up to several millimeters deep, with axial resolutions ranging from

1 to 20 micrometers [287, 288]. Using optical fiber technology, OCT has been adapted

to endoscopic imaging in various fields, which include cardiology [289], gastroenterol-

ogy [2, 192, 246], laryngology [290], urology [291], and gynecology [191]. Furthermore,

highly miniaturized OCT probes have enabled access to deep organ structures that are in-

accessible to standard video endoscopes [292]. As such, OCT has the potential to expand

current diagnostic capabilities in endoscopic practices.

Despite its great promises, OCT suffers from certain shortcomings. Firstly, OCT produces

images that differ significantly from the color images obtained in standard white light

video endoscopy (WLE), the standard of care for initial evaluation in many instances in

gastrointestinal and pulmonary endoscopy [293, 294]. Differences such as the imaging

scale, the perspective (cross-sectional vs. en-face) and the lack of color may potentially

add to the challenges of interpretation and clinical translation for OCT. Secondly, in its

standard implementation, OCT provides only limited information regarding the molec-

ular composition of the sample. While some variants of OCT with enhanced molecular

sensitivity exist, they typically present some performance trade-offs or limitations with
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respect to speed, sensitivity or experimental complexity [133, 292]. An alternative to

enhancing the molecular sensitivity of OCT is the multimodal approach, whereby OCT

is combined with other complementary techniques. For instance, OCT has previously

been combined with fluorescence imaging [151, 156], multiphoton microsocopy [295],

Raman spectroscopy [296], fluorescence lifetime imaging [168, 171] and hyperspectral

imaging [3]. In each of these instances, the added modality provides molecular insight,

complementary to the morphological imaging with OCT.

Another candidate for combination with OCT is multispectral reflectance imaging (MSI).

This technique is similar to hyperspectral imaging (HSI), where images of a scene are cap-

tured at multiple spectral bands [213]. The difference between the two modalities lies in

the number of spectral bands captured, where MSI has a few and HSI has many. In both

cases, this results in a 3D dataset with two spatial dimensions and one spectral dimen-

sion. Each reflectance spectrum carries information on the attenuation properties of the

studied sample, which can be used to infer molecular and/or physiological properties.

While HSI may be better suited to detect subtle spectral differences, it also generates a

significant amount of redundant data as well as additional experimental and computa-

tional complexity. In the case of MSI, a careful selection of the spectral bands allows the

simplification of the setup without compromising molecular imaging capabilities, albeit

for a selected set of molecular markers. Furthermore, the spectral reflectance informa-

tion in the visible (VIS) range can be used to reconstruct the color of the sample. This

can provide clinicians with a familiar perspective as well enable the continued use of cur-

rent WLE evaluation protocols, where color is key in the identification of physiological

features [182, 183].

To this effect, we propose to combine OCT with a multispectral reflectance imaging sys-

tem optimized to reproduce the sample’s color as it would appear under white light en-

doscopy. Both modalities are combined in a single optical fiber through the use of a

double-clad fiber coupler (DCFC) [209]. This allows for simultaneous OCT and MSI while

conserving the potential for miniaturization. The miniaturization of the proposed system

into a small diameter endoscopic probe could enable concurrent OCT, color imaging, and

select spectral analyses of deep organ structures that are not accessible to standard WLE

endoscopes. Both modalities are acquired concurrently and are intrinsically co-registered.

We first present an optimization protocol for the selection of the MSI wavelengths and

their relative intensities. We then demonstrate its implementation in a bench-top sys-

tem where all MSI spectral bands are multiplexed in the frequency domain. Finally, we

evaluate the system’s performance for reflectance measurements, color reconstruction and
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high-resolution imaging.

4.2 Theory

4.2.1 Fundamentals of color reconstruction

The color appearance of an object can be reconstructed based on the spectral power distri-

bution of the light reflected off the object that is then detected (using the eye or a camera).

This reflected spectrum is defined as the multiplication of the illumination spectrum,

I(λ), and the spectral reflectance of the object, R(λ). Using the standardized CIE 1931

color-matching functions x̄(λ), ȳ(λ) and z̄(λ) (2◦ Standard Observer), this spectrum may

be converted into a set of color coordinates in CIE XYZ color space [297]. The mathemat-

ical operations presented in Eqs. (4.1)-(4.4) can, therefore, be used to simulate the color

appearance of a sample of known reflectance under any arbitrary illumination:

X =
1
N

∫
λ
I(λ)R(λ)x̄(λ)dλ; (4.1)

Y =
1
N

∫
λ
I(λ)R(λ)ȳ(λ)dλ; (4.2)

Z =
1
N

∫
λ
I(λ)R(λ)z̄(λ)dλ; (4.3)

N =
∫
λ
I(λ)ȳ(λ)dλ, (4.4)

where X,Y and Z represent the color coordinates and N is a normalization factor. In Eqs.

(4.1)-(4.4), the integration range covers the VIS spectral range, i.e. λ = [380,780] nm. The

color coordinates in the XYZ color space can then be transformed into RGB coordinates

for display, or into other color spaces for further analyses [297, 298].

4.2.2 Optimizing spectrally-sparse color reconstruction

Equations (4.1)-(4.4) show that the XYZ coordinates, and therefore the color, of a sam-

ple differ when illuminated with a broadband (white) light source as opposed to several

narrow-linewidth lasers. However, it is possible to select the number, the wavelengths

and the relative intensities of such lasers in order for the color appearance to be as close

as possible to that under a reference illuminant. In the case of such multi-laser scheme,

the illumination spectrum, I(λ), can be approximated as a sum of delta functions multi-
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plied by relative intensity terms, as described in Eq. (4.5):

I(λ) =
n∑
i

I(λi)δ(λi), (4.5)

where the subscripts i and corresponding λi refer to the different laser lines used. This

approximation is valid under the assumption that the reflectance spectrum and the color-

matching function are almost constant over the spectral width of the laser line. By insert-

ing (4.5) into Eqs. (4.1)-(4.4), the color coordinates can be expressed as sums rather than

integrals:

CC =
1
N

n∑
i

I(λi)R(λi)fcm(λi); (4.6)

N =
n∑
i

I(λi)ȳ(λi), (4.7)

where CC are the color coordinates (X, Y and Z) and fcm(λ) are the corresponding color-

matching functions. In Eq. (4.6) the constant factor that relates the integral of I(λ)R(λ)fcm(λ)

over the narrow spectral width of a single laser line to the multiplication of single terms

I(λi)R(λi)fcm(λi) will be factored out by the normalization by N .

Using Eqs. (4.1)-(4.4) for broadband illumination or Eqs. (4.5)-(4.7) for multi-laser il-

lumination, it is possible to compute the color coordinates under any illumination for a

sample of known reflectance. We can then optimize our choice of wavelengths and relative

intensities to minimize the color difference between the color obtained under broadband

illumination and the one obtained under multi-laser illumination. The color difference,

typically denoted as ∆E, can be assessed quantitatively by comparing two sets of color

coordinates. Associated with the characterization of color difference is the concept of just
noticeable difference (JND). In color vision, the JND refers to the minimum ∆E that can be

detected at least half of the time by a human observer [299]. In other words, it repre-

sents the limit of human perception. By definition, the JND is set to ∆E = 1 [297, 300]. A

common measure of color difference is obtained by computing the Euclidean norm of the

difference between two color coordinate vectors in CIELAB, a color space derived from

CIE XYZ [301]. However, this color difference metric is known to present perceptual

non-uniformities meaning that a given ∆E is more noticeable for certain colors than for

others [297, 298]. This may then lead to imbalanced optimization, favoring certain colors
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over others. We therefore selected the ∆E2000 color difference metric, as it was specifically

developed to have improved perceptual uniformity [302, 303].

Mathematically, the optimization problem presented above can be expressed as:

minimize
λi ,I(λi )

1
2
∥∆E(λi ,I(λi))∥2 ;

subject to
λi ∈ [380,780] nm;

I(λi) ≥ 0.

(4.8)

In this system, ∆E(λi ,I(λi)) is a vector containing the ∆E2000 color differences computed

for multiple samples, λi are the n selected wavelengths and I(λi) are the relative inten-

sities associated with each wavelength. To achieve optimal reconstruction over a broad

range of colors, it is not sufficient to perform this optimization on a single sample. In-

deed, this may lead to a wavelength/intensity configuration that performs well for the

selected sample, but very poorly for samples with different reflectance spectra and colors.

Therefore, the process must be performed for multiple different output colors simulta-

neously, in order to optimize the overall color rendering ability of the multi-wavelength

illumination.

It is interesting to note that this optimization can also be performed with fixed wave-

lengths. Such an optimization yields the relative intensities that result in optimal color

reconstruction for the selected spectral lines. This scenario is useful as it is more repre-

sentative of reality, where lasers are not available at any arbitrary wavelength or if non-

optimal wavelengths are used (as is the case for the experimental system presented in this

work) due to practical limitations such as cost, availability or other technical limitations.

As such, the optimization over all wavelengths and intensities can be used to identify the

optimum wavelengths ranges. The intensity-only optimization can then be performed us-

ing commercially available wavelengths that closely match the optimal ones, in order to

realistically evaluate color rendering capabilities.

4.3 Materials and methods

4.3.1 Numerical optimization for color reconstruction

The color-rendering performance of a multi-wavelength laser source was simulated and

optimized against that of a xenon white arc lamp (SLS401, Thorlabs, Newton, USA), as

xenon illumination is commonly used in upper gastro-intestinal white light video en-
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doscopy. However, the same analysis can be performed for other reference illuminants.

The 24 reflectance spectra of a Macbeth ColorChecker, also know as a ColorChecker Clas-

sic (X-rite, Grand Rapids, USA), were used as the colored samples in the optimization

process [304]. The color coordinates of each square under the reference illumination were

computed using the corresponding reflectance spectra and Eqs. (4.1)-(4.4) (reflectance

data available online [304]). The optimization problem described in Eq. (4.8) was solved

using the fmincon solver from MATLAB (MathWorks, Natick, USA) to identify the n opti-

mal wavelengths and their relative intensities. The optimization was carried out for 3 to

5 wavelengths, using the ∆E2000 color difference in the objective function (Eq. (4.8)). The

initial point for the optimization was set to equally spaced wavelengths between 450 and

650 nm with equal initial intensity. We also performed several intensity-only simulations

using commercially available wavelenghts that closely matched the optimal wavelengths

identified through the optimization process.

To validate the accuracy of color reconstruction for biological samples, we simulated the

appearance of the inner mucosa of a lip under multispectral illumination. For this pur-

pose, we used a reflectance hyper-cube (i.e., an image with a full reflectance spectrum for

each pixel) acquired using a hyperspectral camera (Specim IQ, Specim Spectral Imaging

Ltd, Oulu, Finland). During the acquisition of hyperspectral images, a white reference

reflector (SRS-99, Labsphere, North Sutton, USA) was included in the field of view (FOV)

from which we determined the reflectance spectra.

4.3.2 System description

The experimental setup is presented in Fig. 4.1. In this setup, we use two distinct light

sources. The first is a wavelength-swept laser scanning the range from 1260 to 1340 nm

for OCT (OCS1300SS, Thorlabs, Newton, USA) with a sweep frequency of 16 kHz. The

second source is a four-wavelength system which combines the output of four separate

lasers (405, 488, 561 and 638 nm) into a single fiber (L4Cc, Oxxius, Lannion, France)

for MSI. These wavelengths were not selected through the optimization process detailed

above, but came pre-configured with the multi-laser system. In this multi-wavelength

source, each laser can be controlled and modulated independently. The output of the

OCT source is first split into a sample and reference arm using a 90/10 single-mode fiber

coupler (TW1300R2A2, Thorlabs). The illumination signals of both modalities are then

combined into a single SMF28 fiber using a home-built wavelength-division multiplexer

(WDM). The output of the WDM is then spliced to a double-clad fiber coupler (DCFC,

DC1300LEFA, Castor Optics, inc., St-Laurent, Canada). The illumination light is trans-
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ported in the core of the double-clad fiber (DCF) from port A to port S, where it is colli-

mated using a reflective collimator (RC, RC04APC-P01, Thorlabs). The collimated beam

is scanned using a 2-axis galvanometer system (G, GVS002, Thorlabs) and a VIS-coated

achromatic doublet lens (L, AC254-075-A, Thorlabs) in a telecentric configuration. Light

backscattered from the sample is then collected in both the DCF core and inner cladding.

Light in the inner cladding is extracted from port S to port B by the DCFC, where it is

measured by a fast avalanche photodetector (APD, APD120A, Thorlabs). As the spectral

range of the photodetector is from 400 to 1000 nm, it is not sensitive to OCT wavelengths

and, therefore, only detects the MSI signal. Moreover, the frequency filtering used to

extract the MSI signal (see section 4.3.3) further attenuates any potential noise from the

OCT signal. Light collected into the fiber core is transported back to the WDM. As this

component is reciprocal, VIS light is mostly extracted back to the VIS laser. In this con-

figuration, it is not necessary to include any isolation to protect the laser source, as the

intensity levels returning to the laser are minimal. The returning OCT signal is trans-

ported, via a fiber circulator (CR2, CIR-1310-50-APC, Thorlabs) to a 50/50 single-mode

fiber coupler (TW1300R5A2, Thorlabs) where it interferes with the signal from the refer-

ence arm. The reference arm consists of a segment of SMF28 fiber length-matched to the

total fiber length of the WDM and DCFC, a collimator (C1, CFS5-1310-APC, Thorlabs),

a free-space segment matching the space between the fiber tip at port S and the sample

and a mirror (R). It is important to note that the optical properties of the DCF used in

the DCFC are matched to that of SMF28 fiber. As such, the component does not induce

dispersion in the OCT signal and the fiber lengths in the reference arm can be matched

one-to-one with those in the sample arm. Paddle polarization controllers (PC1 and PC2,

FPC560, Thorlabs) are used in both interferometer arms to optimize the interference sig-

nal. The interference signal after the 50/50 coupler is detected using a balanced detector

(DB Detection, PDB440C, Thorlabs). The OCT signal is unaffected by any residual VIS

light as it lies outside of the spectral range of the DB detector. A custom A-line trigger

(not shown) is used to trigger both OCT A-line and MSI acquisition. Custom LabView

(National Instruments, Austin, USA) software is used to control the scan and synchro-

nized acquisition of both modalities. The acquisition is performed using an AlazarTech

ADC (ATS9440, AlazarTech, Pointe-Claire, Canada) with 20 MS/s sampling frequency.

Scanning is synchronized and driven using a National Instruments DAC (PCI-6111, Na-

tional Instruments).
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Figure 4.1 Experimental setup. CR1, CR2: fiber circulators; WDM: wavelength-division
multiplexer; DCFC: double-clad fiber coupler; SM, MM, DCF: single mode, multi-mode
and double-clad fiber respectively; C1: collimator; RC: reflective collimator BD: beam
dump; G: 2D galvanometer scanning system; L: focusing lens; R: mirror/retroreflector;
PC1, PC2: paddle polarisation controllers; APD: avalanche photodetector.
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4.3.3 MSI signal acquisition and processing

All four spectral components of the MSI are acquired simultaneously and at the same

pixel rate as the OCT A-line rate (16 kHz) through the use of frequency domain multi-

plexing. Each laser in the four wavelength source is modulated sinusoidally at a distinct

frequency: 700, 800, 900 and 1000 kHz for 405, 488, 561 and 638 nm respectively. Us-

ing Fourier analysis, the collected intensity for each wavelength is identified and used to

compute the reflectance as follows:

R(fi) =
Isam(fi)− Idark(fi)
Iref(fi)− Idark(fi)

, (4.9)

where each intensity measurement I(fi) corresponds to the height of the peak in the

Fourier domain at the corresponding frequency, fi . These values can be measured by per-

forming a fast Fourier transform (FFT) on the signal after DC removal. A Hanning win-

dow is also applied prior to FFT to remove potential side lobes due to signal truncation.

The dark measurement is performed without a sample, while the reference measurement

is performed using a 99% white diffuse reflectance standard (SRS-99, Labsphere, North

Sutton, USA). It is important to note that the reflectance measurements do not require

the illumination intensities to match those determined in the optimization procedure. In-

deed, once the reflectance is known at the selected wavelengths, the color appearance can

be simulated in post-processing. During the reference measurements, the axial position of

the reference sample is monitored with OCT and always positioned at the same location

to avoid any variations in the illumination and collection areas. The axial position of the

first surface of samples is likewise controlled.

Selecting the modulation frequencies for the multi-laser source requires considering cer-

tain properties of the FFT. For the MSI acquisition to run in parallel with the OCT acquisi-

tion, the longest sampling time corresponds to that of a single A-line. As such, the small-

est resolvable frequency difference is given by ∆fmin = 1/τA-line = fA-line. The MSI modula-

tion frequencies must, therefore, be selected such that they are sufficiently far apart to be

resolvable. The shape of the modulation must also be considered. Ideally, analog modula-

tion with a sinusoidal waveform should be used as it results in a single peak in the Fourier

domain. However, most commercial lasers only permit analog modulation up to several

MHz, which might be restrictive for higher acquisition speeds. Digital (TTL) modulation

typically allows much higher modulation frequencies, but with a square waveform. This

results in multiple peaks in the Fourier domain at multiples of the fundamental modu-

lation frequency. To avoid cross-talk between the different wavelengths, care should be
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taken that the fundamental frequency peaks do not overlap with secondary peaks from

another laser. It is important to point out that not all lasers allow high-speed modula-

tion. In particular, diode-pumped solid-state lasers (typical wavelength range from 530

to 600 nm) do not usually permit such high modulation frequencies. It is then necessary

to combine these lasers with an external modulator. In our experimental setup, the 561

nm channel of the multi-laser system included an acousto-optic modulator with a 3 MHz

bandwidth.

All of these criteria were respected when defining our acquisition parameters. All fre-

quencies and their spacing are greater than fmin = 16 kHz, below the 3 MHz analog mod-

ulation limit, and below the maximum measurable frequency of 10 MHz defined by the

20 MS/s sampling rate.

4.3.4 OCT signal acquisition and processing

The OCT signal is sampled simultaneously with the MSI signal, using the same multi-

channel ADC. Sampling is carried out at 20 MS/s with 1312 samples per A-line. The k-

clock output of the OCT swept-laser is not used as one of the two signals would inevitably

have to be re-sampled. The OCT signal is first corrected for background and high-pass fil-

tered to remove low-frequency components. It is then re-sampled using a cubic spline to

achieve k-linear sampling and multiplied by a complex window for dispersion compensa-

tion. The re-sampling indices and the appropriate dispersion correction vector were iden-

tified using a calibration method based on two mirror measurements [305]. Dispersion

compensation is particularly important in this scenario as the use of the WDM induces a

significant dispersion mismatch between the two interferometer arms.

4.4 Results

4.4.1 Numerical optimization for color reconstruction

The results of the optimization protocol with 3 to 5 illumination wavelengths are pre-

sented in Table 4.1. All relative intensities are normalized to the intensity of the first

wavelength. In this table, the ⟨∆E2000⟩ column refers to the mean color difference across

the 24 colored squares of the ColorChecker and ⟨∆E2000⟩lip column to the mean color

difference over all image pixels of the lip mucosa. Table 4.1 shows that color recon-

struction below the JND threshold can be achieved with as few as 4 wavelengths for the

ColorChecker. Figure 4.2 depicts the color appearance of the ColorChecker under the
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reference illumination (xenon) and under the multispectral illumination configurations

described in Table 4.1. It should be noted that the color appearance of Fig. 4.2 may

vary slightly depending on the color calibration of the monitor or the printer used by

the reader. The ∆E2000 values for all 24 color squares of the ColorChecker and for all

illumination configurations of Table 4.1 are also presented in Fig. 4.3 in bar chart format.

Table 4.1 Optimization results for simulations with free-running wavelengths.

Nλ ⟨∆E2000⟩ ⟨∆E2000⟩lip Wavelengths [nm] Relative intensities [A.U]
3 2.47 2.38 466, 537, 607 1, 1.07, 1.13
4 0.96 1.45 460, 518, 570, 619 1, 0.88, 0.92, 1.04
5 0.48 0.90 451, 497, 545, 589, 634 1, 1.12, 1.05, 0.93, 1.24

Table 4.2 Optimization results for intensity-only simulations. The first three rows used
commercially available wavelengths closest to those presented in Table 4.1. The last row
corresponds to the wavelengths from the 4λ laser source used in our experimental setup.

Nλ ⟨∆E2000⟩ ⟨∆E2000⟩lip Wavelengths [nm] Relative intensities [A.U.]
3 2.60 2.18 465, 540, 607 1, 1.09, 1.11
4 2.49 3.55 460, 520, 561, 630 1, 0.65, 1.02, 1.50
5 0.86 1.61 454, 491, 546, 589, 633 1, 1.26, 1.26, 0.89, 1.39
4 3.61 10.50 405, 488, 561, 638 1, 0.11, 0.12, 0.15

The optimization protocol was also performed with fixed wavelength values (see Table

4.2). All relative intensities are normalize to that of the first wavelength. The fixed wave-

length values were selected from a list of commercially available lasers compiled from

the catalogs of several suppliers (Oxxius, Coherent, Lasos, LaserGlow, and Cobolt). The

wavelengths that were the closest to those identified in the free-running simulations were

used in the intensity-only simulations. The last row of Table 4.2 describes the optimiza-

tion results using the wavelengths from the multi-laser source used in our experimental

setup. Fig. 4.4 consists of the images reconstructed from the lip reflectance hyper-cube,

using the different illumination configurations presented in Table 4.2.
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Figure 4.2 Reconstructed color appearance of the ColorChecker under the reference illu-
minant (right square) and multispectral illumination schemes presented in Table 4.1 (left
square - from top to bottom 3, 4 and 5λ respectively). The ∆E2000 color difference is indi-
cated above each sample.
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Figure 4.3 Color difference values for the different wavelength configurations listed in
Table 4.1. Each bar represents one of the 24 colored squares (ordered from left to right
and top to bottom in Fig. 4.2). The horizontal dashed line indicates the JND.

4.4.2 System characterization

We imaged a USAF 1951 resolution target to assess the lateral resolution of both modal-

ities. We measured a lateral resolution of 28 µm for OCT and 22 µm for the overall MSI

signal (total intensity projection). The individual wavelengths were found to have lateral

resolutions of 23, 19, and 19 µm for 405, 561 and 638 nm, respectively. The resolution

for 488 nm could not be measured due to the lack of contrast. The theoretical values, as

defined for Gaussian beams using the Rayleigh criterion, are 27 µm for OCT and 9, 11, 12

and 14 µm for 405, 488, 561 and 638 nm, respectively (using NA = 0.027). Images of the

test target are presented in Fig. 4.5, for both large and small FOVs. The low contrast in

the 488 nm images and the contrast reversal in the 405 nm images are caused by the low

reflectivity/higher absorption of the chrome patterns at those wavelengths. All images

for a given FOV were acquired concurrently.

4.4.3 Experimental reflectance measurements

To test color reconstruction with MSI, reflectance measurements were carried out on

blue, green, yellow and red Spectralon color standards (CSS-04-020 B/G/Y/R, Labsphere,

USA), for which calibrated reflectance spectra are available. The reflectances at the four
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Figure 4.4 Reconstruction of true-color images of a lip from hyperspectral data. (a) Refer-
ence image under xenon illumination. (b) Color difference histograms of the ∆E2000 im-
ages (bottom images of subfigures (c)-(f)). (c)-(f) Reconstructed color images (top) using
the wavelength/intensity configurations listed in Table 4.2 and the ∆E2000 image (bottom)
when compared to the reference image.
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Figure 4.5 Multimodal imaging of a USAF resolution target. The top row is an 18x18
mm2 FOV, and the scale bar is 4 mm. The bottom row is a zoomed-in, 1.2x1.2 mm2 FOV,
outlined in red in the top left image. The scale bar in the bottom images is 250 µm. The
first column is OCT imaging, the second is an average intensity projection (AIP) with all
four MSI wavelengths, and the last four are the individual MSI wavelengths extracted
from a single acquisition.

experimental wavelengths were defined by comparing sample, reference, and dark mea-

surements as described in Eq. 4.9. The sample, reference, and dark measurements are

presented in bar plot format in Fig. 4.6, where the black bar is the dark, the colored is

the sample, and the white bar is the reference. Each subplot presents the intensity mea-

surements at the 4 wavelengths for one color target. The bar plots and left axis depict the

height of the peak in the Fourier domain while the grey lines and the right axis show the

experimental and theoretical reflectance values. These reflectance values were then used

to reconstruct the color of each color target, as illustrated in Fig. 4.7. The three columns

show the color under xenon illumination, the theoretical color under our 4λ illumination

and the experimental color under the 4λ illumination.

4.4.4 Combined imaging

Co-registered OCT and MSI imaging was demonstrated on biological samples exhibit-

ing a broad range of colors, namely: a mandarine peel, a lime peel and a strawberry, all

placed on a blue piece of paper. The FOV was 7x7 mm2 and is depicted in Fig. 4.8(a)

in dashed lines. OCT and MSI signal were acquired simultaneously. The OCT volume

was processed for surface detection using a home-built algorithm. As both modalities are

intrinsically co-registered and equally sampled in the lateral dimensions, each pixel in

the reconstructed color image 4.8(b) corresponds to a single A-line in the OCT volume. It
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Figure 4.6 Experimental reflectance measurements on Spectralon color targets. (left axis)
The bar plots depict the height of the peak in the frequency domain corresponding to
each wavelength. For each wavelength, the dark (black bar), sample (colored bar), and
reference (white bar) are shown. (right axis) The grey lines show the theoretical (dashed)
an the experimental (solid) reflectance values, obtained from Eq. (4.9).
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Figure 4.7 Reconstructed color of Spectralon color targets under 3 illumination schemes.
From left to right: xenon illumination, theoretical color under 4λ illumination (using
experimental wavelengths - see last row of Table 4.2) and experimental color under the
same 4λ illumination. From top to bottom: blue, green, yellow and red Spectralon targets.
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is, therefore, possible to apply one color pixel from the reconstructed color image to the

surface of each A-line. This can be visualized in 2D (see Figs. 4.8(d) and (e)) or in 3D (see

Fig. 4.8(c)). The reflectance values used to compute the color were obtained relative to a

measurement of the white Spectralon standard. The blue vertical surface visible between

the lime and mandarine peel in Fig. 4.8(c) is the blue paper visible in subfigures (a) and

(b).

Figure 4.8 Combined OCT and MSI imaging of a fruit sample including mandarin peel,
lime peel, and strawberry. (a) CCD picture of the sample. (b) True color image recon-
structed from the MSI reflectance data. The red lines indicate the locations of the cross-
sections presented in sub-figures (d) and (e). (c) 3D rendering of the fruit sample with
color pixels super-imposed onto the sample surface. The red arrows identify features also
visible in sub-figure (d). (d) & (e) OCT cross-sections with color pixels super-imposed
onto the sample’s surface.
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4.5 Discussion

4.5.1 Numerical optimization for color reconstruction

The effectiveness of color reconstruction using multispectral illumination can be assessed

qualitatively by considering Fig. 4.2, which shows that 4λ illumination enables near per-

fect color reconstruction. The color rendering capabilities of multi-laser illumination can

also be evaluated quantitatively using the ∆E2000 and the JND. As illustrated in Fig. 4.3

and described in the ⟨∆E2000⟩ column of Table 4.1, the 4λ illumination achieves a mean

color difference just below the JND threshold, while 5λ illumination drops well below it.

In Table 4.1, we demonstrate that it is possible to accurately reproduce the color of a

sample under a reference illumination, using only a few laser lines. The results of the

optimization process with free-running wavelength values are, however, difficult to re-

produce experimentally, as laser are not available at all arbitrary wavelengths. Table 4.2

presents the result of the optimization process when the wavelengths are set to commer-

cially available values, and only their relative intensities are optimized. When comparing

the optimization results (⟨∆E2000⟩ column) of Table 4.1 with the first three rows of Ta-

ble 4.2, we see that the accuracy of the color reconstruction with commercially available

wavelengths decreases slightly, but remains viable. The feasibility of accurate color re-

construction is further supported by Fig. 4.4, in which images of a human lip are recon-

structed from hyperspectral data, using the wavelength configurations described in Table

4.2. A first observation, when comparing the Figs. 4.4(c)-(e) with the reference image (Fig.

4.4(a)), is that all images perform qualitatively well. In the case of Fig. 4.4(f), where the

wavelengths deviate significantly from the optimal values outlined in Table 4.1, the color

distortions are much more apparent. Typically, changing a wavelength by a couple of

nanometers does not substantially degrade the color reconstruction. More significant de-

viations from the optimal wavelengths cause larger color differences, as observed in Figs.

4.4(d) and 4.4(f). In the context of this work, there is a significant mismatch between our

experimental wavelengths and the optimal ones, as the multi-laser source came precon-

figured.

Another interesting observation is that, for intensity-only optimization with commercial

wavelengths, 3λ outperforms 4λ for the lip images. However, it is important to note

that 4λ still performs better than 3λ for the ColorChecker (⟨∆E2000⟩ column). As such,

4λ performs better for general color reconstruction (ColorChecker), but poorer for this

particular biological sample (lip). This can be explained by the fact that, for 4λ illumi-

nation, the optimization protocol leads to slightly poorer color rendering for red colors,



82

which happen to be dominant in this particular scene. The color reconstruction was also

tested over multiple other hyperspectral datasets (not shown, data available online [306])

and, on average, 4λ performed better than 3λ. The slightly decreased performance of

the 4λ configuration could also be explained by the fact that the commercial wavelengths

depart more significantly from the ideal values presented in Table 4.1 than for 3 or 5λ

illumination. It is interesting to note that, in the context of in vivo use, where certain

colors are predominant, better color reproduction can be achieved by weighting the op-

timization process in favor of these dominant colors. However, care should be taken to

not over-emphasize the expected colors, as this may lead to a poorer reconstruction of the

less frequent colors when they do appear in a scene, as might be the case when imaging

pathological tissue (e.g. necrotic, inflammed or infected tissue).

In light of these results, it is feasible to achieve high fidelity color reconstruction with

3, 4, or 5 commercial laser sources. A larger number of wavelengths is preferable as it

leads to increased color rendering performances across a broad range of colors, as well

as a reduced sensitivity to the wavelength selection. The latter has important practical

implications as lasers at more exotic wavelengths may come at a significantly higher cost.

Finally, the use of more wavelengths is also interesting as it may enable additional spec-

troscopic analyses.

4.5.2 System performance

Our system was able to achieve concurrent and co-registered OCT and multispectral

imaging, as illustrated in both Figs. 4.5 and 4.8. Figure 4.5 shows that it is possible to

separate the different frequency components in the MSI signal to reconstruct images for

each spectral band. However, the lateral resolution values for MSI were worsened com-

pared to the theoretical values by factors ranging from 1.3 to 2.5. Two principal factors

contribute to this effect. The first is the significant axial chromatic aberrations induced

by the imaging lens (L in Fig. 4.1). Indeed, the focal shift between the MSI and OCT

wavelengths is expected to be on the order of 1 mm. To not compromise the structural

imaging with OCT, the system was optimized such that OCT was in focus while the MSI

was slightly out of focus. This led to a broader point spread function (PSF) and thus

poorer imaging resolution. These chromatic effects may be corrected through the use

of more advanced color-correcting optical components or by replacing any refractive el-

ements with reflective optics. The use of reflective optics is also interesting because it

removes any problems associated with back-reflections, which contribute to background

noise. In our experiments, back-reflections were apparent in the OCT images when the
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scanning beam had a normal incidence to the imaging lens leading to a localized decrease

in SNR. The second effect is the multimodal nature of the VIS illumination. Indeed, the

MSI illumination is carried out through the fiber core of the DCF, which has optical prop-

erties identical to an SMF28 fiber. All four MSI wavelengths are well below the cut-off
wavelength for such a fiber (1250 nm), and the propagation in the DCF core is therefore

multimodal. This causes distortions in the wavefront, which lead to an aberrated PSF

and poorer lateral resolution. This effect could be addressed through the use of photonic

crystal fibers, which are single mode at all wavelengths. However, this is not feasible in

this setup as the DCFC technology is currently not compatible with such fibers. While

these effects result in sub-optimal optical performance, the system’s performance is ad-

equate for practical intents and purposes. Indeed, if diffraction-limited resolution were

achieved for the VIS wavelengths, a much denser sampling would be necessary to satisfy

the Nyquist criterion. This would lead to much longer acquisition times and a significant

oversampling for OCT.

It is also relevant to notice that through the combined use of the DCFC and the WDM,

the system is entirely fiber-based. As such, it is highly robust to movement and vibrations

and requires simplified laser safety considerations. These factors may facilitate future

implementation in a clinical setting.

4.5.3 Reflectance measurements

The reflectance measurements depicted in Fig. 4.6 indicate significant differences be-

tween the theoretical and the experimental reflectance values for all four Spectralon sam-

ples. This is due to the difference in measurement geometry. The collected intensity for

any given wavelength and imaging geometry can be described as a Beer-Lambert law that

accounts for the different path lengths inside the sample, assuming a homogenous ab-

sorption coefficient. This expression can also be reformulated as the expected value of the

attenuation for a given path length distribution:

I(λ) = I0(λ)
∫ ∞

0
e−µa(λ)lρ(l)dl = I0(λ)⟨e−µa(λ)l⟩ , (4.10)

where I0(λ) is the initial intensity of the collected light without attenuation, µa(λ) is the

absorption coefficient, l is the photon path length and ρ(l) is the photon path length

distribution (PPLD) which is defined by the sample scattering properties and the illu-

mination/collection geometry. Any reflectance measurement is then defined as the ra-

tio of the measured intensity with and without attenuation, but with the same PPLD:
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R(λ) = I(λ)/I0(λ) = ⟨e−µa(λ)l⟩. Two reflectance measurements of the same sample (fixed µa)

could then only be expected to return the same value if they also share the same PPLD.

The theoretical reflectance values described in the specification of the Spectralon color

standards are determined by illuminating the sample with a large diameter pencil beam

and collecting all of the diffuse light with an integrating sphere. In the experiments pre-

sented in this work, both illumination and collection are carried out through a single fiber

and the imaging optics (i.e. in a confocal geometry). As such, the collected photons have

a significantly different propagation regime than in the widefield case. It can, therefore,

be expected that the PPLD and the measured reflectance values will differ from the theo-

retical values.

It should be noted that some of the measured reflectances return values greater than 1 (see

Fig. 4.6 for the yellow and red Spectralon targets). This effect may be attributed to the

measurement uncertainty associated with the sample, reference, and dark measurements.

The resulting relative uncertainty on the measured reflectance was on the order of 15%.

All measured reflectances over unity were still within the range of 1 ± 0.15. It is also

possible that the scattering properties of the white and colored Spectralon targets are not

identical due to the presence of the additional chromophores. The PPLD would then be

different, which may result in reflectance values greater than one.

The variation in measured reflectance caused by the imaging geometry also influences

the reconstructed color, as illustrated in the third column of Fig. 4.7. It is, therefore, in-

evitable that color differences appear between acquisitions with video cameras and wide-

field illumination, and point scanning systems such as the one presented in this work.

These differences may be accounted for by defining approximate correction factors which

would consist of both system and sample specific components. Such correction factors

require the study of the propagation of light in the sample as a function of the sample’s

optical properties and the system specific imaging geometry. The theoretical framework

for this analysis has already been developed in a non-imaging technique called single
fiber reflectance spectroscopy (SFR) where reflectance measurements are carried out with

single-fiber probes in direct contact with the sample [239, 307–309]. These SFR models

may be adapted for non-contact imaging with the DCFC setup to accurately determine

the correction factors necessary to recover the reflectance as measured by a video camera.

Furthermore, these models may be used to estimate both the optical and physiological

properties of biological samples.
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4.5.4 Multimodality, spectroscopic analyses and future work

The clinical utility of combined OCT and MSI lies in the simultaneous access to both

depth-resolved structural information and surface color. OCT may reveal sub-surface

structural pathological features, while color information provides a familiar perspective

that may also be used for diagnostic purposes. Figure 4.8 illustrates such combined imag-

ing. It demonstrates the feasibility of reconstructing high-resolution color images co-

registered with OCT imaging. Furthermore, MSI is not limited to color reconstruction.

Indeed, it would be relatively simple to change or add wavelengths that would allow other

types of clinically valuable spectroscopic analyses. Such analyses may include oxime-

try or blood hematocrit measurements that may be indicative of abnormal/pathological

conditions such as inflammation or neoplastic angiogenesis. Furthermore, the same op-

timization process presented here could be used to reproduce sample appearance under

narrowband imaging illumination. The addition of wavelengths would not compromise

color reconstruction as the signal from each wavelength can be addressed independently.

The spectroscopic information could then be processed and overlayed onto the OCT data

for simultaneous visualization. Such analyses would rely on accurate propagation mod-

els to infer optical properties from the measured reflectance values. Future efforts will,

therefore, be concentrated on adapting the afore-mentioned SFR models to our imaging

setup.

4.6 Conclusion

We have presented several key steps in the development of a combined optical coherence

tomography and multispectral imaging system. This includes an optimization procedure

to guide the selection process of MSI wavelengths and their relative intensities for opti-

mal color reconstruction. Using this procedure, we demonstrate that it is theoretically

possible to reproduce the color of a sample as it would appear under broadband illumi-

nation using only a few wavelengths. Furthermore, we developed a fiber-based system

which allows concurrent and co-registered imaging with both modalities. MSI signals

are multiplexed in the frequency domain, acquired using a single detector and separated

in post-processing using Fourier analysis. We demonstrate the system’s ability to carry

out high-speed, high-resolution, and simultaneous imaging with both modalities. Future

efforts will be centered around modeling of light transport in samples to extract optical

properties as well as better reconstruction of color.
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CHAPTER 5 COMBINED OPTICAL COHERENCE TOMOGRAPHY AND
ULTRA-BROADBAND, IMAGING SINGLE-FIBER REFLECTANCE SPECTROSCOPY

5.1 Introduction

Optical coherence tomography is a powerful interferometric technique that provides high-

speed, high-resolution, depth-resolved imaging [45]. Over the last three decades it has

shown great promise as a diagnostic tool in various fields including ophthalmology [310,

311], gastroenterology [2, 292], cardiology [80, 289], pulmonology [112, 312], and urol-

ogy [291, 313–315]. While OCT is an effective method to assess morphology and de-

tect microstructural changes, its standard implementation lacks sensitivity to molecu-

lar content. Variants of the technique with enhanced chemical sensitivity have been de-

veloped; however, they still present limitations or performance tradeoffs compared to

other optical modalities [76,292]. An alternative to overcome these limitations is a multi-

modal approach, combining OCT with one or several other techniques with complemen-

tary contrast mechanisms. These include modalities such as fluorescence [155, 156, 273]

and fluorescence lifetime imaging [171], multiphoton microscopy [316], Raman spec-

troscopy [296,317], and hyper- or multispectral imaging [3,318,319]. Such combinations

provide additional insight into the sample biology, which may lead to enhanced diagnos-

tic and tissue differentiation capabilities.

Another potential candidate for combination with OCT is a spectroscopy technique called

single-fiber reflectance spectroscopy (SFR). SFR evolved organically from diffuse reflectance

spectroscopy (DRS) as researchers measured ever smaller source-detector separations un-

til they perfectly overlapped. As its name indicates, SFR measures the reflectance spec-

trum of the sample and relies on the use of a single fiber for both illumination and collec-

tion. In its typical implementation, SFR is performed with a multimode fiber in contact

with the sample; however, it may be carried out in a non-contact manner with optics

projecting an image of the fiber tip onto the sample. This enables scanning of the sam-

pling location, which leads to imaging SFR (iSFR) rather than the single-point approach.

Analysis of the reflectance spectra provides information on the absorption and scattering

properties of the sample, which can be correlated to molecular content and physiological

parameters such as tissue perfusion or blood oxygenation [37,241,242,320,321]. A key ad-

vantage of SFR is that, due to the illumination/collection geometry, the signal is primarily

composed of light propagating in a sub-diffuse regime resulting in a very superficial and

spatially constrained sampling volume [241, 242, 320]. Moreover, the sub-diffuse regime
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renders the measurements susceptible to the scattering phase function [242], which can

also provide insight into tissue microstructure. As such, by producing complementary

information on the sample and having a compatible form, iSFR appears to be a viable

modality for combination with OCT.

In this work, we present the combination of OCT with broadband, imaging single-fiber

reflectance spectroscopy using double-clad fiber (DCF) and a double-clad fiber coupler

(DCFC). This system performs OCT at 1300 nm through the core of the DCF and iSFR

with core illumination and inner-cladding collection over the extended spectral range of

450–1650 nm. As such, this chapter combines the full spectral measurement from Chap-

ter 3 with the internal illumination demonstrated in Chapter 4. In this configuration,

OCT provides information on the sample morphology, while broadband spectroscopic

imaging provides insight into the molecular composition. The extended spectral range

of the spectroscopic channel covering both VIS and NIR allows sensing several important

biological chromophores, including blood, water, and fat, as depicted in Fig. 5.1. As such,

measurements of the full spectrum over this extended range may be used to identify key

spectral features for tissue classification and develop diagnostic algorithms. Moreover,

identifying important spectral features may guide the choice of spectral bands for multi-

spectral illumination schemes, such as the one presented in Chapter 4. While broadband

hyperspectral systems have been developed in the past, they do not investigate the specific

imaging geometry (with point-scanning and overlapping illumination and collection) or

the corresponding propagation regime. In this subdiffuse regime, the optical features dif-

ferentiating between healthy and malignant tissue might differ from conventional wide-

field HSI. Beyond identifying characteristic spectral features, by removing all chromatic

effects with the RSH, this system can also be used to develop non-contact SFR models, an

ongoing project discussed briefly in Chapter 10.

There are several technical challenges associated with developing the proposed system.

We first present and characterize an all-reflective scanner head (RSH), which allows achro-

matic and backreflection-free imaging at all wavelengths. We also detail the method for

multiplexing and demultiplexing the optical signals and evaluate potential cross-talk be-

tween the modalities. Finally, we present preliminary imaging with OCT, iSFR, and both

modalities simultaneously to demonstrate the capabilities of the multimodal system.
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Figure 5.1 Absorption spectra of key biological chromophores. Colored boxes indicate the
OCT and iSFR spectral ranges. Absorption coefficient data extracted from [4].

5.2 Methods

5.2.1 Experimental setup

Figure 5.2 presents a schematic of the experimental system. It consists of a standard

1300 nm SS-OCT fiber system with additional components added to the sample arm.

These components include a broadband, free-space beam combiner (BC) and a double-

clad fiber coupler (DCFC, DC1300LE2, Castor Optics, St-Laurent, Canada) inserted into

the sample arm. The free-space BC allows the injection of the OCT laser (Axsun swept

laser 1310, Excellitas Technologies, Mississauga, Canada) and a broadband supercontin-

uum laser (EXU-6, NKT, Birkerod, Denmark) into a single fiber for illumination. The

broadband supercontinuum light is combined with the OCT light with a non-polarizing

beamsplitter (NPBS, BS030, Thorlabs, Newton, NJ, USA) optimized for reflection (90%)

across the OCT spectral range. This preserves the OCT signal power at the cost of the su-

percontinuum light, which is only transmitted with an average efficiency of ∼10%. Both

signals are then coupled into the core of a 3 m segment of SMF-28, spliced to port A

of the DCFC, using a reflective collimator (RC, RC04APC-P01, Thorlabs). It is impor-

tant to note that several fold mirrors not depicted in Fig. 5.2 are used for alignment pur-

poses. The SMF-28 segment spliced to port A of the DCFC prevents the injection of light

into the cladding of the DCF. For OCT, this is important to avoid ghost signal resulting

from light briefly propagating in the inner cladding of the DCF before coupling back into
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the core [207]. For iSFR, this is important to achieve core illumination without residual

cladding illumination. All light exiting the DCF at port S of the DCFC is focused onto the

sample using a custom reflective scanner head (RSH). The detail of the RSH is discussed

in a sub-section below. After interaction with the sample, back-scattered light is collected

in the DCF at port S. Detection is performed in the core of the DCF for OCT and through

the inner cladding for iSFR. Light captured in the inner cladding is extracted to port B

and routed to the spectral detection module, also discussed in a sub-section below. OCT

light is returned to the OCT fiber system through the free-space beam combiner for de-

tection and acquisition. A bandpass filter (BPF) composed of a 1400 nm shortpass and a

1200 nm longpass filter removes most of the iSFR signal collected in the DCF core that

may generate cross-talk between the two modalities in the OCT channel.

Figure 5.2 Experimental setup: (PC) polarization controller, (FBG) fiber Bragg grating,
(CR) broadband circulator, (C) collimator, (ND) variable neutral density filter, (BD) beam
dump, (BPF) bandpass filter, (NPBS) non-polarizing beamsplitter, (RC) reflective colli-
mator, (DCFC) double-clad fiber coupler, (RSH) reflective scanner head, (SMF) single
mode fiber, (MMF) multimode fiber, (PCF) photonic crystal mode fiber, (DCF) double-
clad fiber.
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AO reflective scanner head

The use of broadband light proposed in this paper produces technical difficulties for stan-

dard refractive optics, such as significant chromatic aberrations and back-reflections. In-

deed, refractive optics are not designed with such a broad wavelength range in mind and

present significant chromatic focal shifts, which can considerably degrade image quality

and reduce fiber coupling efficiencies. Furthermore, anti-reflection coatings are not com-

monly available over the entire spectral bandwidth, leading to significant back-reflections

and background signals, potentially drowning out the useful signal. Fortunately, these

undesirable chromatic effects can be addressed through reflective optics. To this effect,

we designed an imaging head comprised exclusively of reflective components, presented

in Fig. 5.3. This scanner head consists of a parabolic reflective collimator (RC04APC-P01,

Thorlabs, Newton, NJ, USA), a deformable mirror with a tunable focal length (DM, Revi-

bro, Revibro Optics, Bozeman, MT, USA), a flat mirror (PF10-03-P01, Thorlabs) mounted

on a high-stability kinematic mount (Polaris, Thorlabs) for beam folding, a fixed spherical

mirror (CM254-250-P01, Thorlabs), a 75 mm focal length off-axis parabolic mirror (OAP,

MPD139-P01, Thorlabs) and either a flat mirror on a gimbal mount (GMB1, Thorlabs) for

manual scanning or a dual-axis scanning mirror system (MR-15-30, Optotune, Dietikon,

Switzerland). The RC first collimates the output of the DCF fiber. The deformable mirror

and the spherical mirror are arranged in a slightly off-axis 2f configuration to provide

beam expansion. The focal length of the deformable mirror can be tuned between 70 mm

and infinity (flat mirror) by an analog voltage input. The enlarged, collimated beam is

then focused by the OAP and scanned with the 2D beam-steering mirror. It is important

to note that, in contrast with typical scanner heads, focusing is performed before scan-

ning, as the parabolic mirror does not permit telecentric scanning. In this configuration,

the focal plane will inevitably be spherical, affecting image quality for larger fields-of-

views (FOV). This can be corrected dynamically by inducing minor variations of the focal

length of the DM, thereby making the beam incident on the OAP slightly convergent or

divergent and causing small axial shifts of the focal point. By synchronizing the DM with

the scanning mirror, it becomes possible to achieve a flat focal plane over the entire FOV.

The maximum FOV size, over which a flat imaging field can be achieved, is determined

by the maximum axial focal shift, limited to a few mm by increasing optical aberrations

as the system deviates from the ideal 2f configuration.

It is important to recognize that the 2f beam expander is an essential part of the proposed

optical design. Firstly, it provides beam expansion necessary to achieve an adequate nu-

merical aperture at the imaging plane, which would otherwise be limited by the 4 mm
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Figure 5.3 Cross-section of the reflective scanner head with beam path overlay (in blue).
This schematic depicts beam scanning with a flat mirror and a gimbal mount for manual
adjustments.

clear aperture of the DM. Secondly, it allows an axial shift of the focal distance, which re-

quires the beam incident on the OAP to be convergent or divergent. As the DM is limited

to positive focal lengths (i.e., limited to concave shapes), obtaining a divergent beam at

the OAP would not be possible without the 2f setup.

The RSH was designed with all components positioned relative to the base plate, ensur-

ing high fabrication tolerances. All non-optical components were milled out of aluminum,

which was anodized to reduce the potential for the transport of contaminants. It is impor-

tant to note that while manufacturing tolerances were very tight, precision alignment was

still necessary to achieve optimal optical performance. We, therefore, added precision tip

and tilt screws to the DM and spherical mirror. A second aluminum plate encloses the

optical components for laser safety purposes.

Spectral detection

The detection module in the setup, indicated as Spectro. in Fig. 5.2, consists of a free-

space spectral splitter realized with a 950 nm dichroic beamsplitter (DMLP950, Thor-

labs). All input and output fiber ports are collimated or injected using reflective collima-
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tors (RC08SMA-P01, Thorlabs) to maximize collection efficiency and minimize chromatic

effects. VIS and NIR signals are then routed to two spectrometers with wavelength ranges

400–1000 nm and 900–1650 nm, respectively (AvaSpec-ULS2048CL-EVO & AvaSpec-

NIR256-1.7-EVO, Avantes, The Netherlands). These spectrometers represent the limit-

ing factor in the system’s overall acquisition speed, with a maximum acquisition rate of

about 300 spectra/s. Images were mostly acquired with a corresponding integration time

of 3 ms.

5.2.2 Operation & measurement protocol

Deformable mirror focus calibration

The DM used here has four actuator rings that can be controlled independently to achieve

various mirror shapes, including parabolic. However, all four rings were driven using the

same voltage signal in this instance, resulting in a spherical mirror shape. We established

through ray-tracing simulations that the improvement in optical performance achieved by

using a parabolic shape was not significant. Furthermore, this considerably simplified the

mirror calibration and control. Indeed, the device used in this setup is a prototype unit

without a feedback loop. Accurate calibration of the voltage to focal length relationship

is necessary to adjust the overall focal length of the RSH properly. We performed this

calibration through 3D beam profiling for different driving voltages and axial positions. A

challenging aspect of the DM calibration is its temperature and humidity sensitivity. We

observed significant daily variations in the calibration curve, although these variations

could be accounted for relatively simply with an offset in the driving voltage ramp. It

should be noted that the DM supplier (Revibro Optics) now offers the same device with a

feedback loop that automatically compensates for day-to-day variations. Due to the low

acquisition rates of the spectrometers, most imaging was constrained to a smaller number

of points and, to maintain adequate spatial sampling, smaller FOVs of only a few mm2.

In these smaller FOVs, the focal plane remains almost flat across the imaging field, and

no DM synchronization was implemented. In this case, the DM control voltage was set to

a constant value, identified through visual inspection of OCT images.

System control & synchronization

Proper synchronization is essential between the scanning mirror and the DM for in-focus

imaging across the entire FOV, and between the OCT and spectroscopy acquisition hard-

ware, for truly co-registered imaging. As mentioned above, the acquisition of spectral
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data represents the system’s bottleneck in terms of speed. The spectrometers were there-

fore used as the master clock for the complete system. A single hardware trigger signal

generated by a digital to analog converter card (PCIe-6323, National Instruments, USA)

was used to drive both spectrometers, the OCT acquisition board, the 2D beam scan-

ning system, and the DM. For every galvanometer angular position, a single spectrum

was acquired in each spectroscopy channel and multiple OCT A-lines (depending on the

selected spectrometer integration times), which were then averaged in the spectral do-

main (i.e., before FFT) for an enhanced SNR. All components were controlled through an

in-house Labview (National Instruments) interface, which also handled the acquisition,

processing, and display.

Data processing

OCT data was processed following a conventional OCT processing pipeline. K-linearization

of the data was achieved using the k-clock integrated into the swept-laser source. Multiple

interference spectra were acquired and directly averaged together for each scan position

in the spectral domain. Care was taken to avoid fringe washout from averaging too many

spectra or due to phase instabilities between subsequent acquisitions. The averaged sig-

nal was then corrected for the background signal and highpass filtered to remove the DC

and low-frequency signals further. Numerical k-linearization and dispersion compensa-

tion were applied when necessary, following the method presented in [305]. The signal

was then windowed, and Fourier transformed to obtain the processed A-lines.

Spectral data was processed according to Eq. 5.1:

R(λ) =
Ssample(λ)− Sdark(λ)

Sref(λ)− Sdark(λ)
, (5.1)

where Ssample, Sref, and Sdark are the signals acquired from the sample, reference, and

dark measurements, respectively. The reference sample used here was a 99% Spectralon

white diffuse reflectance target (SRS-99-010, Labsphere, USA) which has a spectrally flat

response over the 250–2500 nm range. The dark signal is the signal measured in the

absence of a sample. It is important to note that the reflectance of the Spectralon target is

only 99% in the diffuse sense, where all the scattered light is collected. Here, illumination

and collection are carried out over a limited solid angle due to the low NA. As such, the

reference signal measured with the Spectralon target accounts for the spectral shape of the

illumination but does not constitute the maximum possible reflectance. Values calculated

with Eq. 5.1 can, therefore, exceed unity.
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5.3 Results

5.3.1 RSH field curvature correction with focus shifting

The spherical focal plane of the system is depicted in Fig. 5.4. For a given curvature of

the DM, the focal plane is located at a distance f0 + ∆f from the 2D scanning mirror’s

center of rotation, indicated by the red dot at the top of the figure. To achieve a flat

imaging field, the distance ∆f has to be adjusted as a function of θ, the angle between the

undeviated beam and the measurement point. The maximum achievable radial position,

rmax, is determined by the maximum focal shift, ∆fmax, for which high-quality focusing

can be achieved. Here we define, albeit arbitrarily, high quality focusing as producing

a diffraction-limited spot in the sample plane. The maximum angle and corresponding

maximum radial imaging range can be computed by solving Eqs. 5.2 and 5.3:

cosθmax =
f0 −∆fmax

f0 +∆fmax
; (5.2)

rmax = (f0 +∆fmax) · tanθmax. (5.3)

To achieve the flat imaging field as presented in Fig. 5.4, the system must be able to shift

the focal plane by ±∆fmax and not only in the positive direction. However, we may define

f0 freely provided acceptable focusing can be achieved in the f0 ±∆f range. Using f0 =

38 mm, as is the case in the actual setup, the maximum radial range and corresponding

square FOV are presented in Tab. 5.1 for different ∆fmax values. It is interesting to note

that the FOVs presented in Tab. 5.1 are large relative to comparable refractive scan lenses.

Table 5.1 Theoretical imaging ranges with focal plane adjustments.

∆fmax [mm] rmax [mm] FOV [mm2]
0.5 9.0 12.7× 12.7
1.0 13.0 18.4× 18.4
1.5 16.3 23.1× 23.1
2.0 19.4 27.4× 27.4
3.0 25.0 35.4× 35.4
4.0 30.5 43.1× 43.1

The RSH’s ability to generate diffraction-limited spots in the focal plane was evaluated for

different focal shifts using Zemax. We found that the focal plane could be shifted from -

4 mm to +50 mm, limited by the DM’s focal length range [70 mm;∞]. However, the upper

limits of the focal shift range are less relevant for imaging applications as they result in
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Figure 5.4 Geometrical representation of the focal length adjustment performed with
the RSH. The red dashed line is the focal plane without DM adjustments, and the black
dashed line is the target flat focal plane with DM adjustments.
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very low NA and large spot sizes. Figure 5.5 presents the spot diagrams for the focal shift

range of [-4;+20] mm. In such a spot diagram, the beam is considered diffraction limited

if all rays (blue spots) fall well within the Airy disk, depicted in black in each diagram.

As such, ∆f = −5 mm is the extreme value at which the beam will no longer achieve the

ideal spot (at 1300 nm — this limit is wavelength-dependent).

Figure 5.5 also highlights another relevant behavior of the RSH: a variation in the Airy

disk size corresponding to a variation in NA in sample space. This effect is caused by

changes in the overall focal length and beam size variations at the off-axis parabolic

mirror. By changing the focal length of the DM, the beam expands more or less be-

fore reaching the OAP. Moreover, these two effects build upon each other, resulting in

a non-negligible variation of NA of [0.047;0.017] across the ∆f = [−4;+8] mm range. It

is important to consider this effect, as using both extremes within one image would re-

sult in significant variations in lateral resolution. For example, using ∆f = ±4 mm and

f0 = 38 mm as presented in Tab. 5.1, the spot size would vary from 8.9 µm to 19.0 µm

within the image (at 1300 nm). Too many parameter combinations (wavelength, spot size,

Rayleigh range, choice of f0 and ∆f ) influence this effect to discuss all scenarios, but the

effect should be evaluated for the intended implementation. Indeed, it may represent a

limiting factor that could prevent us from achieving the large theoretical FOVs listed in

Tab. 5.1.

We characterized the experimental performance of the RSH by performing beam profiling

at different axial positions and DM deformations. To preserve the DM, the driving voltage

was limited to 80% of its maximum range resulting in the focal shift range of [0;+8] mm.

Figure 5.6 presents the theoretical and experimental performance of the RSH. For the

evaluated ∆f range, the experimental data points are close to the theoretical values indi-

cating that we achieve focusing close to the diffraction limit. The spot size variation with

focal shift also follows the expected trend closely. The X and Y waist sizes overlap almost

perfectly, indicating minimal astigmatism. However, for distances far away from the fo-

cus (i.e., at multiple Rayleigh lengths), we observed some non-ideal behavior in the beam’s

divergence (not shown), indicating the presence of some degree of aberration. While this

is unlikely to affect imaging performance, we will investigate this in the future.
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Figure 5.5 Zemax spot diagrams for focal shifts ranging from [-5;+20] mm. Diffraction-
limited focusing occurs when the blue rays fall well within the black Airy disk.
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Figure 5.6 Experimental spot sizes for different focal shifts. The waist value corresponds
to the 1/e2 radius determined through beam profiling at 1300 nm.

Extended depth-of-field OCT with focus scanning

Aside from flattening the focal plane, the DM also allows us to perform focus scanning.

By acquiring multiple B-scans and shifting the focal plane to different depths within the

sample, we can avoid blurring at depths that are out of focus [322]. This is particularly

interesting for OCT imaging with a higher NA, where the depth-of-focus is strongly re-

duced (∝ 1/NA2). In Fig. 5.7, four B-scans were acquired with the focal plane shifted to

different depths in the sample. The combined image (bottom) is a maximum intensity

projection (MIP) of the four B-scans, which has sharp features across the entire ∼ 5 mm

imaging depth, although the beam only had a Rayleigh length of about 1 mm. The bottom

image does present some slight blur in certain locations, which can be attributed to the

MIP, small sample motion, or lack of repeatability from the scanning device. An alter-

native to using a MIP would be to select an in-focus, horizontal slice of each B-scan and

stitch these slices together vertically.

5.3.2 Preliminary imaging

By imaging a printed ColorChecker target, we demonstrate our ability to perform spectro-

scopic imaging or iSFR over the wavelength range of 450–1650 nm. As visible in Fig. 5.8,
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Figure 5.7 OCT imaging of a mandarine slice with focus scanning. The bottom image
is generated by performing a maximum intensity projection of the top images, each ac-
quired with the focal plane located at a different depth. The red arrows highlight in-focus
features, while the blue arrows highlight out-of-focus features. Scale bars are 1 mm.
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we can obtain continuous spectra over the entire wavelength range for each pixel in the

image. Figures 5.8(A)–(J) present spectral images at several wavelengths. From these im-

ages, we can observe that all wavelengths are in focus and produce sharp images, thanks

to the achromatic nature of the RSH. It is interesting to notice the variation in the relative

brightness of the squares at different wavelengths indicative of the different reflectance

spectra for each color square in the target. The system also provides sufficient lateral reso-

lution to distinguish the different cyan/magenta/yellow/black (CMYK) ink dots from the

printer used to print the sample. The CMYK ink used in printers has almost no contrast

in the NIR, resulting in near-identical images across the entire NIR band, as illustrated

by Figs. 5.8(G)–(J). Figure 5.8(H) presents the RGB reconstruction from the spectral data

(main image) and a CCD photograph of the sample (inset). The close match between the

two demonstrates the ability of iSFR to reproduce high-resolution, photo-realistic images

through point-scanning measurements. However, it is important to note that this photo-

realism is only achievable for highly scattering samples (paper in this instance) where

the propagation volume of the collected photons is near-identical for widefield and point

illumination. Figure 5.9(B) illustrates a scenario where this condition is not satisfied.

The dip in reflectance between 1300 and 1400 nm, and the slight degradation in the image

quality in Fig. 5.8(H), is caused by saturation of the NIR spectrometer by the high intensity

of the OCT laser at these wavelengths. The swept-laser used for OCT is approximately

two orders of magnitude more powerful in terms of spectral power density (W/nm) than

the broadband illumination used for iSFR. While the OCT signal can be and is used for

iSFR, this mismatch in power leads to inefficient use of the dynamic range of the NIR

spectrometer. A tradeoff between signal quality outside the OCT range and saturation

within the range is often necessary. As such, it may be preferable to acquire the two

modalities sequentially rather than concurrently. While the OCT signal may negatively

impact the quality of the iSFR signal, the broadband illumination for iSFR has no impact

on the OCT images. This can be attributed to the bandpass filter in the sample arm of the

OCT system, the lack of interference effects between the OCT and SFR light, and to lower

spectral power density of the SFR illumination.

We also performed combined OCT and iSFR measurements on biological samples. Fig. 5.9

presents combined imaging of a piece of porcine liver. In biological tissue with lower

scattering, the propagation regime of the photons collected with the system differs sig-

nificantly from the diffuse photons collected by our eyes. As such, the color appearance

can no longer be directly reconstructed by applying color conversions to the reflectance

spectrum, as illustrated in Fig. 5.9(B), where the color differs significantly from the pho-
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Figure 5.8 Broadband spectroscopic imaging of a printed ColorChecker target. (A)–(J)
Reflectance images at various wavelengths: 480, 530, 560, 630, 750, 850, 1200, 1360,
1400 & 1500 nm. (K) Reconstructed color image of the target. The inset in the bottom left
is a photograph of the sample (L) Reflectance spectra of ROIs indicated in (K). The curve
color matches the color of the ROI. The black dashed lines indicate the spectral bands
used in the images in (A)–(J). The red dashed line indicates the wavelength at which the
spectra were merged (λ = 950 nm). The dark band labeled OCT indicates the approximate
spectral range of the OCT illumination. All scale bars are 1 mm.
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tograph in (A). More advanced analysis of the propagation of the collected photons is

necessary to extract absolute values of optical properties and potentially reconstruct color-

accurate images. Nonetheless, the reflectance signal can still highlight spectral differences

and reveal hidden features. The logarithm inverse reflectance (LIR), an approximation of

the sample absorbance, of the two ROIs in Fig. 5.9(B) are plotted in (D). This plot high-

lights several relevant absorption peaks highlighted by black arrows. The first two, in

the VIS range, are absorption peaks of HBO2, while the third, in the NIR range, is an ab-

sorption peak of water. Figure 5.9(D) highlights the spectral differences between the two

ROIs. Figure 5.9(C) presents the reflectance at the water absorption peak. At this spectral

band, previously invisible features of the lobule are revealed, as highlighted by the red

arrows. Simultaneous OCT measurements also reveal complementary information about

the sub-surface structure of the sample. In Figs. 5.9(E) & (F), we can observe structural

features that are not visible in the superficial iSFR images. Notably, the connective tissue

outlining the individual lobules can be traced, and individual blood vessels can be iden-

tified. Overall, Fig. 5.9 illustrates the wide variety of approaches that can be adopted to

study the sample with the proposed setup. Structural information can be gathered with

OCT, while iSFR can be leveraged to reveal hidden features or differentiate between dif-

ferent tissue types. Combined quantitative analysis to extract absolute optical properties

is also possible, but it is left to future work.

5.4 Discussion

5.4.1 RSH & system design

The proposed RSH offers several advantages over conventional, lens-based scanner heads.

First and foremost, it allows achromatic imaging across an ultra-wide spectral bandwidth

of 450–1650 nm. Second, it allows very large FOVs by flattening the image field. Finally,

because it relies exclusively on reflective optics, it does not contain any optical interfaces

that can generate unwanted backreflections. This feature is vital for reflectance mode

spectral imaging. However, the design also presents some shortcomings. The first is a

distortion of the imaging field called the keystone effect. This distortion is associated with

the scanning mechanism and is visible in the images of the ColorChecker target in Fig. 5.8.

In these images, the target appears slightly rounded and trapezoidal when in reality, it is

perfectly rectangular. Numerical compensation of this effect, through resampling or non-

linear corrections of the scan pattern, is possible but has not been implemented yet. A

second shortcoming is the radial nature of the beam scanning. Even with a flattened

focal plane, the direction of the light rays will be radial from the center of rotation of the



104

Figure 5.9 Combined OCT and iSFR imaging of porcine liver. (A) Photograph of the sam-
ple. (B) Color reconstruction from VIS reflectance spectra. The two ROIs are connective
tissue (blue) and the center of a lobule (red). The horizontal lines passing through the
ROIs indicate the location of the cross-sectional views presented in (E) and (F). (C) Re-
flectance image at λ = 1462 nm corresponding to an absorption peak of water. The red
arrows highlight lobule features not visible in the color reconstruction. (D) Logarithm
inverse reflectance of the ROIs in (B). The black arrows indicate spectral features of bio-
logical relevance. From left to right: 542 & 579 nm, two absorption peaks of HbO2 and
1462 nm, an absorption peak of water. The dark band labeled OCT indicates invalid data
due to signal artifacts. (E) OCT B-scan through the blue ROI. The red arrow highlights the
continuation of the connective tissue below the sample’s surface. (F) OCT B-scan through
the red ROI. The red arrow indicates a vessel passing through the center of the lobule.
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2D scanner. As such, the spacing between neighboring A-lines will not be constant as a

function of depth. A final consideration is the efficiency of the RSH. Indeed, a double pass

through the device requires twelve mirror reflections. Assuming an average R=97.5%

efficiency per reflection for all wavelengths (with protected silver mirrors), R12 = 0.74,

implying that 26% of the total signal is lost. Care should be taken during alignment to

minimize further losses and maintain maximal efficiency.

The optical system presented in Fig. 5.2 enables the combination of OCT and broadband

supercontinuum light for iSFR. However, the coupling efficiency of the supercontinuum

light is extremely low. Because of the spectral overlap between the two sources, it is not

possible to use dichroic filters to combine them. As such, the two sources are combined

using a 90/10 (R/T) non-polarizing beamsplitter which has an average efficiency of 5–

10% for the supercontinuum channel. Combined with fiber coupling losses and those

from the various other optics in the beam path, it is estimated that the total transfer rate of

the supercontinuum is <5%. These high losses are compensated by the high power of the

laser source but need to be addressed if higher speed imaging is to be attempted. Current

imaging speeds are typically around 300 Hz, limited by the spectrometers, but signal

levels suggest that imaging at 1 kHz or 1 ms integration time would be feasible. However,

higher signal levels are necessary to hope to match OCT acquisition speeds and shorten

the overall measurement time. Combined with the demonstrated problems for acquiring

spectral data in the OCT range, this would encourage reducing the wavelength range to

remove the spectral overlap and enable the use of dichroic filters. Alternatively, the two

modalities could be acquired sequentially with direct coupling of the OCT light or the

supercontinuum light into the DCFC. However, sequential acquisition has the downside

that image registration would rely on the repeatability of the scanning mechanism, which

would not achieve true co-registration as with concurrent imaging.

5.4.2 Combined OCT and SFR analysis

A key aspect of utilizing iSFR for biomedical applications is the adaptation of current SFR

models to this new DCFC-based, non-contact geometry. The development of such models

would allow the processing of spectral data into absolute values of optical properties,

which could, in turn, be correlated to the physiological state of the tissue. However, there

remain several significant challenges in the way of achieving this. One of these challenges

is the management of glare. Glare refers to the signal returning from the Fresnel reflection

at the first sample interface. Because of the unknown surface roughness, the portion

of this Fresnel reflection which scatters back into the collection cone of the system is
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currently not controlled. In the extreme cases, strong specular signals are generated,

which drown out the remainder of the returning light, as seen in Fig. 5.9(B) and (C).

However, every other pixel also comprises some small amount of glare, which must be

accounted for in the signal analysis. OCT may be the solution to this problem as it already

provides a depth-resolved map of the sample reflectivity. Analyzing glare would therefore

imply evaluating the signal in the first few pixels of the sample in the OCT image.

Another challenge in SFR signal analysis is the underdefined nature of the problem when

using a single fiber [241]. Indeed, current models use a number of variables that exceed

the number of measurement points provided by a single fiber. To overcome this, two fibers

with different diameters are used to acquire more data and to obtain an over-defined prob-

lem. This variation of the technique is called multi-diameter SFR or MDSFR. Least-square

optimization is then applied to find the best fitting solution. For iSFR with the system pre-

sented here, there are two possibilities to reproduce MDSFR measurements. The first is

by using focus shifting to change the spot size and NA in the sample plane to emulate the

use of different fibers. The second possibility is using both available channels of the DCF

for illumination. Indeed, by using a bi-directional DCFC, it is possible to simultaneously

inject and extract light from the inner cladding of the DCF. Moreover, a wideband mul-

timode circulator could be implemented between the DCFC and spectrometers to ensure

robust coupling of light into the multimode branch of the DCFC. However, it remains

to be determined if switching between core and cladding illumination will sufficiently

change the imaging geometry to be equivalent to MDSFR measurements.

5.5 Conclusion

In conclusion, we have demonstrated a system capable of performing co-registered and

concurrent OCT at 1300 nm and iSFR over the extended spectral range of 450–1650 nm.

We demonstrated using an all-reflective scanner head with focus shifting capabilities to

perform achromatic imaging across large FOVs. This system provides a large amount of

data which allows the analysis of the imaged sample from a variety of different morpho-

chemical perspectives that may be used to identify features of interest or abnormalities.

More research is necessary into adapting SFR models to the non-contact imaging geome-

try to obtain robust and quantitative information on the sample’s optical properties. The

combination of OCT with iSFR data may contribute to this objective. The system pre-

sented in this work will likely serve as a platform for developing and validating such data

analysis methods.
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CHAPTER 6 PRELIMINARY GRIN-BASED TETHERED CAPSULE ENDOSCOPE
DESIGN FOR ESOPHAGEAL OPTICAL COHERENCE TOMOGRAPHY

6.1 Introduction

This research project’s overarching goal is to develop multimodal imaging systems and,

ultimately, their application to esophageal cancer detection. To this effect, we first in-

vestigated existing endoscope designs that may be used for multimodal optical coher-

ence tomography in the esophagus. Such designs include tethered capsule endoscopes

(TCE) [192,195,323] and inflatable balloon catheters [196,197,324]. These designs can be

implemented using either proximal or distal scanning mechanisms. In the context of this

project, we favored distal over proximal scanning to avoid the added complexity of devel-

oping our own wideband fiber-optic rotary joint (FORJ). Indeed, commercially available

FORJs have a limited spectral bandwidth and may generate unwanted effects such as poor

coupling, strong backreflections, and loss of modal integrity when used in conjunction

with double-clad fibers (DCF) [325]. Such effects are detrimental to multimodal imaging

and may be bypassed through distal scanning. We selected the TCE format for its larger

size and the associated simplification in the fabrication process. Furthermore, the larger

size allows more flexibility in optical design. Finally, OCT-based TCEs have been shown

to be usable in unsedated patients [192, 326], which would favor their use in potential

screening applications. We selected gradient-index (GRIN) optics for focusing because of

their low cost and the fact that it was possible to perform focal length adjustments. It is

worth noting that several other possibilities exist for focusing, such as microlenses [199],

ball-lenses [153], and diffractive lenses [194, 201]. However, these solutions require sig-

nificant expertise and advanced equipment, which was not available at the time.

In this chapter, we present a preliminary design for a tethered capsule endoscope us-

ing gradient-index (GRIN) optics and micromotor-based distal scanning. We demonstrate

preliminary OCT images but highlight the significant shortcomings of this design for use

in multimodal imaging, particularly in the case of reflectance mode imaging. We en-

countered many difficulties during the development and fabrication process because we

attempted to perform adjustments to the GRIN elements ourselves. Moreover, it quickly

became apparent that using GRIN elements would necessarily lead to performance com-

promises in terms of chromatic focal shift and background signal due to backreflections.

It is important to note that despite these significant performance reductions, this design

remains viable in specific scenarios. For example, the backreflections can be filtered out
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spectrally for combined OCT and fluorescence imaging. However, in the context of an

expensive and re-usable distal scanning endoscope, we ultimately opted to abandon this

more straightforward design to favor the no-compromise, all-reflective design presented

in Chapter 7.

6.2 Methods

6.2.1 Tethered capsule endoscope design & fabrication

The endoscope design, depicted in Fig. 6.1, is inspired from existing designs presented in

literature [192, 199]. The capsule comprises three parts: an aluminum top cap contain-

ing the micro-optics, a transparent PETG plastic tube (9245K21, McMaster, US), and an

aluminum bottom cap that holds the micromotor assembly for distal scanning. The opti-

cal assembly consists of a connectorized pigtailed SMF (SMPF0115-FC, Thorlabs, USA) or

DCF (DCF13, Thorlabs), a glass mating sleeve (51-2800-1800, Thorlabs), and a GRIN lens

(GRIN2913, Thorlabs). The GRIN lens was ground down and re-polished to achieve the

desired pitch, and a gap filled with high-transmission UV-curing glue (OP-4-20641, Dy-

max, USA) was left between the glass ferrule and the GRIN lens for manual adjustment

of the final focal length prior to fixation. The UV-curing glue also acted as an index-

matching medium. The micromotor (SBL04-08, Adamant Namiki, Japan) was held in

place using screws (visible in the schematic in Fig. 6.1). A 1 mm diameter 45° rod mir-

ror (47-628, Edmund Optics, UK) was glued on the axle of the micromotor to deviate the

beam by ∼ 90° towards the outer surface of the capsule. During the gluing process, care

was taken to not fixate the rod mirror perfectly perpendicular to the vertical axis, such

that the incidence angle on the plastic tube would not be normal and hard specular re-

flections would not be collected. The overall outer diameter of the capsule was 1/2" or

12.7 mm. The total length could be tuned slightly by adjusting the length of the plastic

tube. A proper working distance (WD, distance from the outer surface to the focal plane)

could be maintained by sliding the optical assembly in or out of the capsule. For the pro-

totype presented in Fig. 6.1, the total length came out to 32 mm, excluding the protruding

glass ferrule and pigtailed fiber.

6.2.2 ABCD model for GRIN-based focusing

Figure 6.2 depicts a standard optical configuration for GRIN-based focusing. This assem-

bly contains a single-mode fiber (SMF), a spacer that allows the beam to expand (usually

glass or air), and the GRIN lens for focusing. As its name indicates, a GRIN lens has an
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Figure 6.1 Tethered capsule endoscope. (left) Schematic representation of the device.
Drawing not to scale (right) Assembled device.

index profile that varies along the radial direction, given by:

n(r) = n0

(
1− α2r2

2

)
, (6.1)

where n(r) is the radial index profile, n0 is the index at the center of the GRIN lens (i.e.,

at r = 0), and α is the gradient constant. The propagation of a gaussian beam through

the system presented in Fig. 6.2 can be modeled using ABCD matrices [2, 327, 328]. This

matrix is constructed as follows:
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C D
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1 0

0
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︸    ︷︷    ︸
(1)

. (6.2)

In Eq. 6.2, the numbers below each matrix correspond to the interactions of the laser

beam with the elements of the optical system in Fig. 6.2. These are: (1) the refraction

at the fiber–spacer interface where nF and nS are the fiber and spacer refractive indices,

respectively; (2) the propagation through the spacer where zS is the length of the spacer;



111

(3) the refraction at the spacer–GRIN interface where n0 is the center refractive index

of the GRIN lens; (4) the propagation through the GRIN lens where α is the gradient

constant and zG is the length of the lens [329]; (5) the refraction at the GRIN–air interface;

(6) the propagation from the edge of the GRIN lens to the sample plane where zWD is the

working distance.

Figure 6.2 Schematic representation of GRIN-based focusing optics for endoscopic imag-
ing. The numbered elements correspond to the ABCD matrices in Eq. 6.2 in reverse order
(i.e., from right to left).

For a given ABCD matrix, the output Gaussian beam can be determined following:

q2

1

 = k

A B

C D

q1

1

 , (6.3)

where q1 and q2 are the input and output complex beam parameters, respectively, and k

is a constant meant to maintain the second component of the output vector equal to 1.

In single mode operation, a gaussian beam with waist w0 = MFD/2, where MFD is the

mode field diameter, is used to set the input complex beam parameter [330]. The relation

between the complex beam parameter and the gaussian beam is given by:

1
q(z)

=
1

R(z)
− iλ0

πnw(z)2 , (6.4)

where R(z) is the radius of curvature of the wavefront and w(z) is the waist radius. By

isolating the real and complex components in Eq. 6.4, it is possible to recover the beam

characteristics from the complex beam parameter. The imaging performance, including

the expected lateral resolution and depth-of-focus, can be derived from these characteris-

tics. It is important to note that this approach is only valid to model single-mode output
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from the fiber core [330], as is the case for OCT. For multimode operation at wavelengths

below the fiber cut-off wavelength (∼1260 nm in the case of SMF28), the gaussian beam

model no longer applies, and it is better to use the ray approximation and model the fiber

core as a point source with divergence described by the NA. In this case, the ABCD matrix

remains identical, but the beam vector becomes:

y2

θ1

 =

A B

C D

 0

θ2

 , (6.5)

where yi and θi are the beam height and angle relative to the optical axis, respectively

(initial beam height y1 = 0 for a point source). This geometrical optics approximation

does not inform us about diffraction effects to precisely predict beam size in focus but

may be used to predict the axial location of the focal plane.

Chromatic effects

In the context of multimodal OCT, which may use different spectral bands, it is crucial

to consider the chromatic effects of each optical component. In the ABCD matrix, each

of the refractive indices intrinsically has a wavelength dependence. For the fiber core

and spacer (if a glass spacer is used), these can be accounted for using the appropriate

Sellmeier equations [331] as described by:

n2(λ) = 1 +
∑
i

Aiλ
2

λ2 −C2
i

, (6.6)

using the coefficient presented in Table 6.1. It should be noted that the exact core index of

most fibers is proprietary information and that the values used here are approximations

that aim at modeling the chromatic variations. Because no information is known about

the wavelength dependence of the optical glue, we assumed a constant value of 1.50, as

provided by the specifications.

Table 6.1 Sellmeier coefficient for SMF28 components. The cladding is pure silica, while
the core is approximated to be doped with 4.7 % GeO2, based on the NA specification at
1310 nm. All wavelength values (λ and Ci) are in µm.

Description A1 A2 A3 C1 C2 C3
Pure silica (SiO2) 0.6961 0.4079 0.8975 0.0684 0.1162 9.896
Pure Germania (GeO2) 0.8069 0.7182 0.8542 0.0690 0.1540 11.84

For the GRIN lens, we used empirical equations provided by the manufacturer and ex-
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tracted from Zemax (Zemax OpticStudio, US) [332, 333], which describe the wavelength

dependence of the refractive index at the center of the GRIN, n0, and the gradient con-

stant, α (see Eqs. 6.7, 6.8, and Table 6.1):

n0(λ) = B+
C

λ2 , (6.7)

α(λ) = K0 +
K1

λ2 +
K2

λ4 . (6.8)

Table 6.2 Coefficients for wavelength-dependent parameters of GRIN lens.

Description Zemax material B C K0 K1 K2
GRIN2913 SLW-1.8 1.5868 8.14e-3 0.3238 5.364e-3 2.626e-4

Optimization of variables

In the proposed design, several parameters can be altered within certain constraints to

produce various image space NAs, defining spot sizes and Rayleigh ranges for a given

WD. Assuming unchanged materials, the design presented in Fig.6.2 has three variables:

the length of the spacer (zS), the length of the GRIN lens (zG), and the working distance

(zWD). There are, however, several constraints on these variables. The first are the max-

imum and minimum lengths permitted. The spacer length can range from 0 to 12 mm,

corresponding to the length for which the beam size is too large for the GRIN lens. The

GRIN elements used here are 1.8 mm in diameter. However, it is recommended that rays

traveling through the element not exceed 80% of this value to avoid aberrations and vi-

gnetting. We, therefore, validated the beam size at the GRIN input and the maximum

radial height of the rays traveling through it. The length of the GRIN lens can be between

0 and 5.57 mm, corresponding to the initial length as purchased. For values in between

these extremes, the GRIN lens was polished down. It should be noted that it is possible

to order custom GRIN elements with arbitrary lengths, which would expand the range of

possible lengths. This was not explored during the fabrication of this prototype. Finally,

the WD must be at least larger than the outer radius of the capsule, such that the focal

plane is located outside the last glass surface. For large WDs, the complete optical assem-

bly can be translated backward to position the focal plane in the desired location. This

ideal location was defined as 0.5 mm from the outer surface. The NA of the system should

also be considered as it defines the spot size, which is related to lateral resolution, and the

Rayleigh length, which affects the depth-of-focus and, therefore, the OCT imaging range.

We imposed the constraint that the full, two-sided depth-of-focus (2zR) be larger than
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1 mm in air at 1300 nm. This implies a maximum NA of 0.029 in image space. We also

imposed the constraint that the spot size (ω0) be smaller than 30 µm to maintain adequate

lateral resolution (∆x ∼ 1.16ω0). This resulted in a minimum NA of 0.0138.

Simulations and parameter optimization were performed in Matlab (Mathworks, US) with

the ABCD matrix model and Zemax (Zemax OpticsStudio, USA) with ray-tracing. The op-

timization was performed for λref = 1300 nm to avoid compromising the imaging qual-

ity for OCT, but chromatic effects were also considered for the wavelength range 400–

1500 nm.

6.2.3 Backreflections

Backreflections (BR) are an issue for most reflectance-based imaging techniques as they

preclude spectrally separating remitted light from the illumination. In the context of the

proposed TCE design, the primary sources of backreflections are material interfaces that

generate a Fresnel reflection due to the index difference. For uncoated glass-air interfaces,

the reflected signal can be up to 4%. For surfaces treated with antireflective (AR) coatings,

these backreflections can be minimized down to values below 0.5%. These spurious sig-

nals can be further attenuated by reducing the efficiency with which they couple back

into the system. While these values may appear low, the signal re-emitted in reflectance

mode imaging may be much lower, which results in a very poor signal-to-background

ratio (SBR) or, in the worst case, the useful signal being completely drowned out by the

background. Another issue is that all AR coatings are intended to operate within a limited

spectral range. Outside of this range, they generate BRs worse than uncoated surfaces.

Since no AR coatings exist that operate across the full VIS and NIR regions, they do not

represent a viable solution for multimodal systems that wish to combine VIS and NIR

imaging.

As such, we investigated how the design variables affected the coupling efficiency of the

backreflections. The coupling efficiency was quantified by evaluating the overlap between

the back-reflected beam and the inner cladding of a DCF (�clad = 105 µm). To simulate

this, the optical system was mirrored at the last interface, and the surface area of the out-

put beam was evaluated, as depicted in Fig. 6.3. In this Figure, the last interface generates

the strongest backreflections due to the significant index difference. The reflection at the

surface circled in red in Fig. 6.3 produces a ray with the exact same properties (position

and angle) as a ray that would continue within the GRIN element. As such, it will behave

identically and can be used to predict the path of the real backreflection.
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Figure 6.3 Schematic representation of the mirrored optical system used to quantify the
coupling efficiency of the backreflections at the last interface.

6.3 Results

6.3.1 Optimal focusing

First, we considered the scenario without a spacer, where the GRIN lens length is altered

to achieve the desired WD. In practice, the index-matching optical glue would still be

inserted to guarantee a good optical contact between the fiber tip and the GRIN lens.

However, the distance between the two is sufficiently small to be considered negligible.

Furthermore, this has no impact on the validity of the matrix model. Solutions were iden-

tified for working distances ranging from 7.5 mm to 12 mm in steps of 0.5 mm. These

solutions are presented in Table 6.3. Viable configurations (i.e., with a Rayleigh length

zR > 0.5 mm) were found for all WDs. It is interesting to note that zWD = 7.5 mm rep-

resents the shortest achievable WD as zG is approximately equal to the initial length at

purchase of the GRIN element. The values presented in Tab. 6.3 match closely for both

Zemax and Matlab simulations, indicating that both models are equivalent. This equiva-

lence is further supported by the near identical results for the chromatic behavior of the

optical assembly, presented in Fig. 6.4. The graphs presented in this figure highlight the

poor chromatic performance of GRIN lenses as the focal plane for VIS wavelengths would

be shifted several millimeters back into the capsule. Despite the relatively long Rayleigh

lengths achieved in these low-NA configurations, the wavelengths below 1300 nm would,

for the most part, be largely out of focus. This would result in blurred and low-quality

imaging for modalities operating at those wavelengths.

The second scenario considered was a fixed GRIN lens length. By varying the spacer
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length it is possible to achieve different WDs, as presented in Fig. 6.5 and Tab. 6.4. In

this scenario, the GRIN length was set to zG = 5.285 mm, corresponding to the GRIN

length with no spacer and a WD of 12 mm (see the last row of Tab. 6.3). It is apparent

both from Fig. 6.5(A) and the numerical data in Tab. 6.4 that increasing the spacer length

strictly reduces the WD. As such, zG = 5.285 mm is the maximum GRIN length with

which all zWD up to 12 mm can be obtained. The fact that the WD can be simply tuned

by adjusting the spacer length is practical as it simplifies the alignment procedure. By

placing an infrared laser viewing card (VRC2, Thorlabs) at the desired focal distance, the

spacer length can be manually tuned until the laser is in focus. It is also interesting to note

that using a spacer does not influence the chromatic focal shifts of the optical assembly,

as depicted in Fig. 6.5(B).

The final scenario considered was that of a fixed WD, with different combinations of

spacer and GRIN lengths. The analyses were performed for zWD = 8.5 mm, but the vari-

ables’ behavior was similar for other WDs. Table 6.5 and Fig. 6.6(A) show that it is possible

to tune the image space NA while maintaining a constant WD. This is particularly inter-

esting because it provides a measure of control over the lateral resolution and Rayleigh

length of the system without altering the position of the last surface of the GRIN lens,

which would allow the design of a pre-aligned housing for the optical components. Fi-

nally, Fig. 6.6(B) highlights that the chromatic effects are practically independent of the

[zS ,zG] combinations. While this does not solve the problem of chromatic focal shifts, it

does confer some predictability to the design once a WD is selected.

Figure 6.4 Chromatic focal shift for configuration with no spacer and variable GRIN lens
length. Results from Zemax (left) and Matlab (right) optimizations.
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Figure 6.5 Optimization results for a fixed GRIN length and variable working distance.
(left) Calculated spacer length from Zemax and Matlab. (right) Resulting chromatic focal
shifts for different working distances.

Figure 6.6 Optimization results for a fixed working distance (zWD = 8.5 mm). (left) Cal-
culated spacer length and corresponding NA from Zemax and Matlab. (right) Resulting
chromatic focal shifts for different combinations of spacer and GRIN lens lengths.
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Table 6.3 Optimization results with no spacer. All values were evaluated at λ = 1300 nm.
For each evaluated parameter (GRIN length, NA, waist size, and Rayleigh length), the left
and right columns contain the Zemax and Matlab results, respectively.

zWD [mm] zG [mm] NA ω0 [µm] zR [mm]
7.5 5.566 5.569 0.0223 0.0219 18.6 18.9 0.832 0.860
8.0 5.520 5.523 0.0210 0.0206 19.7 20.0 0.938 0.971
8.5 5.479 5.482 0.0198 0.0195 20.9 21.2 1.056 1.089
9.0 5.442 5.445 0.0188 0.0185 22.0 22.4 1.171 1.214
9.5 5.409 5.412 0.0178 0.0175 23.2 23.6 1.306 1.347

10.0 5.380 5.382 0.0170 0.0167 24.3 24.8 1.432 1.487
10.5 5.353 5.355 0.0162 0.0159 25.5 26.0 1.577 1.634
11.0 5.328 5.331 0.0155 0.0152 26.6 27.2 1.714 1.788
11.5 5.305 5.308 0.0148 0.0146 28.0 28.4 1.889 1.949
12.0 5.285 5.287 0.0142 0.0140 29.1 29.6 2.052 2.118

Table 6.4 Optimization results with fixed GRIN lens length (zG = 5.285 mm). All values
were evaluated at λ = 1300 nm. For each evaluated parameter (spacer length, NA, waist
size, and Rayleigh length), the left and right columns contain the Zemax and Matlab
results, respectively.

zWD [mm] zS [mm] NA ω0 [µm] zR [mm]
7.5 0.265 0.269 0.0224 0.0220 18.5 18.8 0.825 0.852
8.0 0.222 0.225 0.0211 0.0207 19.6 20.0 0.929 0.965
8.5 0.183 0.186 0.0198 0.0195 20.9 21.2 1.056 1.084
9.0 0.148 0.152 0.0187 0.0185 22.1 22.4 1.183 1.211
9.5 0.117 0.120 0.0178 0.0175 23.3 23.6 1.309 1.344

10.0 0.089 0.092 0.0169 0.0167 24.5 24.8 1.449 1.485
10.5 0.064 0.067 0.0161 0.0159 25.7 26.0 1.596 1.633
11.0 0.041 0.044 0.0154 0.0152 26.9 27.2 1.745 1.787
11.5 0.019 0.022 0.0148 0.0146 28.0 28.4 1.889 1.949
12.0 0.000 0.003 0.0141 0.0140 29.3 29.6 2.081 2.117

Table 6.5 Optimization results with fixed working distance (zWD = 8.5 mm). All values
were evaluated at λ = 1300 nm. For each evaluated parameter (spacer length, NA, waist
size, and Rayleigh length), the left and right columns contain the Zemax and Matlab
results, respectively.

zG [mm] zS [mm] NA ω0 [µm] zR [mm]
3.00 3.031 3.038 0.0286 0.0283 14.5 14.6 0.506 0.516
3.25 2.573 2.579 0.0264 0.0262 15.7 15.8 0.594 0.605
3.50 2.177 2.183 0.0247 0.0245 16.8 16.9 0.678 0.692
3.75 1.828 1.833 0.0234 0.0231 17.7 17.9 0.756 0.775
4.00 1.513 1.518 0.0223 0.0220 18.6 18.8 0.832 0.852
4.25 1.224 1.229 0.0215 0.0212 19.2 19.5 0.895 0.921
4.50 0.955 0.959 0.0208 0.0205 19.9 20.1 0.956 0.980
4.75 0.700 0.704 0.0203 0.0201 20.4 20.6 1.004 1.027
5.00 0.455 0.458 0.0200 0.0197 20.7 21.0 1.035 1.062
5.25 0.216 0.219 0.0198 0.0196 20.9 21.2 1.056 1.082
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6.3.2 Backreflections

Simulations with the mirrored optical systems were carried out for all configurations pre-

sented in Tables 6.3–6.5 and for several wavelengths in the 400–1500 nm range. The

individual results are depicted in Fig. 6.7, where the coupling coefficient was approxi-

mated as the ratio of the DCF inner-cladding area over the beam area. It is apparent from

Fig. 6.7 that the optimal configuration appears to be those with a shorter GRIN length and

a longer spacer from the third scenario outlined in the previous section. Nonetheless, the

average coupling ratio across all wavelengths, denoted by the dashed red line in Fig. 6.7,

is at least on the order of 10%, which is more than an order of magnitude larger than the

expected signal level from the sample, assuming a 4% reflection at GRIN-air interface. It

is important to point out that the GRIN lenses used in this setup were AR-coated for the

1100–1700 nm range (C-coating, Thorlabs), potentially resulting in much stronger specu-

lar reflections (upwards of 10%) for VIS wavelengths. As such, none of the configurations

evaluated here offer a significant reduction in the back-coupling of the BR.

Figure 6.7 Backreflection coupling efficiency as a function of configuration and wave-
length. The configuration number corresponds to the order in which they are presented
in Tables 6.3,6.4 and 6.5.

6.3.3 Preliminary imaging

After performing the analyses presented in the previous sections, it quickly became ap-

parent that a GRIN-based design would not yield good multimodal imaging. As such, we
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focused on fabricating an SMF-based GRIN assembly to demonstrate the functionality of

the OCT system alone. After polishing the GRIN lens, we obtained zG = 5.35 ± 0.05 mm

and a spacer length close to 0. The theoretical and experimental values for the NA, spot

size, and Rayleigh range are presented in Tab. 6.6. By comparing these values, we see that

we are underperforming slightly compared to the theoretical lateral resolution. This may

be caused by imperfections at the surface of the polished GRIN or inhomogeneities in the

optical glue, which can cause aberrations in the wavefront and prevent us from achieving

diffraction-limited operation. However, the performance is sufficient for TCE-based OCT

imaging for all practical intents and purposes. A preliminary image of fingers wrapped

around the device is presented in Fig. 6.8. In this image, several layers of the skin on the

finger are recognizable. However, several possible improvements remain, including bet-

ter dispersion compensation and synchronization of the acquisition speed with the motor

rotations. The lack thereof is highlighted by the sharp truncation in the image indicated

by the blue arrow in Fig. 6.8. Finally, the electrical drive wire, indicated by the red ar-

row in Fig.6.8, obstructed a small portion of the field of view. While this is inevitable

in this proposed design, others have proposed alternatives that allow shadow-free OCT

imaging [334].

Table 6.6 Theoretical and experimental results of the optical assembly. Experimental re-
sults were obtained using a custom knife-edge beam profiling system.

Theoretical Experimental
NA 0.016 0.017

ω0 [µm] 25.6 28.7
zR [mm] 1.43 1.34

6.4 Discussion

Through the simulations presented in this work, we have conclusively demonstrated that

single GRIN-based optical assemblies deliver poor performance for systems combining

OCT with other techniques, particularly those operating in spectral ranges different from

OCT. For future research, it would be interesting to assess more advanced builds, which

could include other optical elements such as microlenses or ball lenses. It would also

be interesting to investigate the use of negative GRIN lenses (i.e., with an inverted index

profile) to realize a color-corrected multi-GRIN assembly similar to modern achromatic

lenses. However, negative GRINs are challenging to find and are not currently sold as

off-the-shelf components to the best of our knowledge. GRIN lenses were selected for this
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Figure 6.8 Preliminary image with TCE device. The red arrow indicates the electrical
drive wires used to power the micromotor and the blue arrow shows a truncation in the
image due to a mismatch between the acquisition speed and the motor rotation speed.
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preliminary model for their relative simplicity, low cost, and availability of equipment for

polishing.

Another interesting avenue to explore is the use of tilted surfaces to reduce or remove

backreflections. Similarly to fibers terminated with APC connectors, there might be some

benefit to polishing the last GRIN surface at an angle. This analysis will likely need to ac-

count for the size of the DCF inner cladding and its NA. Furthermore, the backreflections

that couple directly from the core to the cladding of DCF fibers can also be an issue if not

properly managed.

6.5 Conclusion

In conclusion, we demonstrated that neither GRIN lenses nor the selected design for the

TCE device provided optimal performance. While the fabricated optical assembly per-

formed admirably for imaging, it is unlikely that it would do so in a multimodal system.

For these reasons, this project was abandoned in favor of the all-reflective approach pre-

sented in the next chapter.
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CHAPTER 7 ALL-REFLECTIVE TETHERED CAPSULE ENDOSCOPE FOR
MULTIMODAL OPTICAL COHERENCE TOMOGRAPHY IN THE ESOPHAGUS

7.1 Introduction

Esophageal cancer (EC) is a growing concern in Western countries due to rapidly rising

incidence rates [14]. It is amongst the deadliest cancers due to its asymptomatic nature

in the early stages of development. This results in most diagnoses occurring at advanced

stages, leading, in turn, to an average 5-year survival rate on the order of 20% [6]. Cur-

rently, surveillance and diagnosis of EC rely on white light video-endoscopy (WLE) and

random biopsies. However, this approach is poorly suited for early diagnosis as WLE can-

not detect the subtle changes associated with pre-cancerous lesions, and random biopsies

only sample small amounts of the organ [22]. In addition to low sensitivity for early stage

detection, screening or surveillance in risk groups is further inhibited by the high cost

of endoscopic procedures, which generally require sedation, specialized personnel, and

equipment [192].

Optical coherence tomography (OCT) has shown great potential as an alternate method

for early detection of EC. It overcomes many current limitations by providing non-invasive,

depth-resolved, sub-surface, microscopic imaging of the esophagus. Moreover, its non-

invasive nature and high imaging speed allow comprehensive imaging of the organ, in-

creasing the odds of detecting localized (pre-)cancerous lesions. Previous studies have

shown that OCT may be implemented to detect or differentiate various tissue types and

conditions such as Barrett’s Esophagus (BE), low– and high-grade dysplasia (LGD and

HGD, respectively), and specialized intestinal metaplasia (SIM) [1, 41, 42, 44].

Despite promising results, to this day, OCT alone has not demonstrated sufficient perfor-

mance to replace the standard practice of WLE and random biopsies. One approach to

enhance the diagnostic capabilities of standard OCT is to combine it with other modali-

ties that provide complementary information. Previously, systems for esophageal imaging

have combined OCT with autofluorescence imaging [152], fluorescence imaging with an

exogenous dye [153], and color imaging [154]. Other modalities have also been combined

with OCT in endoscopic systems developed for other organs and pathologies. Such com-

binations include fluorescence lifetime imaging [166–168], NIR fluorescence [151], diffuse

reflectance spectroscopy [160], multispectral reflectance imaging [146], and photoacous-

tic imaging [159]. The technical feasibility of such multimodal endoscopic systems has
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been demonstrated and could, in principle, be adapted for esophageal imaging. However,

a key question remains: which combination provides optimal sensitivity and specificity

for the early detection of EC?

This work presents the first-ever all-reflective tethered capsule endoscope (TCE) designed

to enable multimodal optical coherence tomography in the esophagus. It was designed to

be used in conjunction with all the DCF- and DCFC-based bench-top systems presented

in the previous chapters of this thesis. Adapting the concept of the all-reflective scanner

head presented in Chapter 5, the device relies on a single ellipsoidal mirror and several

beam-folding mirrors to focus light from a double-clad fiber onto the sample plane. The

exclusive use of reflective optics enables achromatic and backreflection-free imaging at

all wavelengths, bypassing all the issues highlighted in Chapter 6. Furthermore, it allows

the co-registered combination of OCT with various other modalities without needing to

re-engineer the optical design of the endoscopic probe. This will lead to more efficient

clinical translation of multimodal OCT systems and enable a platform approach to identi-

fying which combination of techniques is best suited for the early detection of esophageal

cancer. Here, we demonstrate combined OCT and VIS reflectance spectroscopy over the

500–700 nm range. We first present the key design, fabrication, and assembly steps nec-

essary to realize the tethered capsule and the tools developed for fine-tuning the internal

alignment. We then characterize the optical performance of the complete device and

present preliminary multimodal images. Finally, we discuss the limitations of the pro-

posed design and future improvements.

7.2 Methods

Figure 7.1 presents the proposed all-reflective design and a photograph of the assembled

device. In line with previously published TCE designs implemented in vivo [153,192,195,

199, 335], we designed to capsule to have an outer diameter of 13 mm. In the prototype

presented here, the total length was 35 mm (stiff length excluding the tether comprised of

the optical fiber and the electrical drive cable). Light delivery is performed using a DCF

for various forms of multimodal imaging. The key component differentiating this design

from others is the ellipsoidal mirror (EM) used to achieve finite conjugation between the

fiber tip and the focal plane. Precise design and alignment of the EM combined with beam

folding allow the positioning of the focal plane just outside the capsule, as illustrated in

Fig. 7.1(A). The use of the EM, in particular, and reflective optics, in general, makes the

assembly extremely sensitive to alignment errors [336]. As such, the tolerances applied

to the mechanical design were extremely high to ensure the proper positioning of all
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components. Moreover, the optical alignment was carried out in steps to ensure optimal

operation after adding each sub-assembly. Finally, beam scanning is performed using an

inverted micromotor to avoid a shadow associated with the electrical drive wire, inspired

by a previous design by Lopez-Marín et al. [334].

Figure 7.1 All-reflective tethered capsule endoscope. (A) Schematic representation of the
reflective TCE. The red and yellow light beams represent the illumination from the core
and inner cladding of the DCF, respectively. (B) Exploded view of the 3D CAD model.
(C) Photograph of the assembled tethered capsule endoscope with a red guide laser. The
scale bar is 5 mm.

7.2.1 Optical design

The optical design of the proposed capsule is centered around a single, off-axis ellipsoidal

mirror to achieve finite conjugation between the fiber tip and the measurement point lo-

cated 0.5 mm outside of the capsule surface. The EM surface is an ellipsoid of revolution,

also called a spheroid. It can be described by Eq. 7.1 in Cartesian coordinates:
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x2

a2 +
y2

b2 +
z2

b2 = 1, (7.1)

where a and b are the semi-axes of the elliptical cross-section along the XZ or the YZ plane.

This cross-section, depicted in Fig. 7.2, can be rotated along the semi-axis of length a to

form the full ellipsoidal surface. Spheroids have the property of having two foci, and that

any ray emitted from one focal point will be reflected to the other one, thereby achieving

finite conjugation. In practice, this implies positioning the fiber at one focal point such

that all emitted rays are imaged onto the second one, located at the sample plane.

Figure 7.2 Geometrical representation of the elliptical section of the ellipsoidal surface.
Variables f1 and f2 represent the two focal lengths, a and b are the lengths of the semi-
axes, c is the distance from the origin to the foci, and θ is the deviation angle of the center
ray.

Ellipses have the additional property that the lengths of the segments connecting the foci

to any point on the ellipse must add to 2a, as described in Eq. 7.2:

f1 + f2 = 2a. (7.2)

Based on Eqs. 7.1 and 7.2, it is possible to fully define the ellipsoidal surface for a target

pair of focal lengths and center deviation angle. In the case of the TCE, these focal lengths

were selected to satisfy three requirements. The first is a given value for the numerical

aperture (NA) in image space, roughly equal to the fiber core output NA multiplied by
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the angular magnification, Mα, of the ellipsoidal mirror: Mα = f1/f2. The image space NA

was chosen to achieve a sufficient depth-of-focus, characterized by the Rayleigh length

(zR) of a gaussian beam, and a target spot size, characterized by the beam waist (w0). It is

important to note that the SM output divergence and corresponding NA of the DCF core

are not well characterized by the specified fiber NA but rather by assuming a gaussian

beam propagation with waist equal to the mode-field diameter. As such, for single mode

operation of the DCF core, as is the case for OCT imaging, the fiber output NA is equal

to 0.09 and not 0.12 (DCF13, Thorlabs, USA). The second constraint is that the second

focal length (f2) be sufficiently long to enable the beam folding presented in Fig. 7.1(A),

such that the focal plane is located approximately 0.5 mm outside the outer surface of the

capsule. This constraint arises from the size of the individual components, such as the

ellipsoidal mirror, the micromotor, and the right-angle reflective prisms. The mechanical

constraints are discussed further in the following section. Interestingly, f2 may be ad-

justed by scaling f1 accordingly to maintain the desired angular magnification. However,

extending f1 increases the distance between the fiber tip and the EM, which results in a

longer total stiff length of the device. Finally, the third constraint is on the beam size at

various positions along the beam path. Beyond a certain diameter, the beam will begin to

clip on the housing, resulting in reduced beam quality and transmission efficiency. The

limiting factor here is the beam size of the multimode output of the inner cladding of the

DCF, which has a larger NA than that of the core: 0.2 for DCF13. This constraint applies

both when the inner cladding is used for illumination and collection.

For esophageal imaging, we selected an image space NA of 0.02, resulting in a theoretical

spot size of w0 = 21 µm and a Rayleigh length of zR = 1.04 mm at 1300 nm. For a SM core

output NA of 0.09, we used the combination of f1 = 6.5 mm and f2 = 30 mm to achieve

0.0195 image space NA with a 90° deviation. This resulted in a maximum beam diameter

at the EM of 2.6 mm from the DCF inner cladding. All parameters of the ellipsoidal

surface were derived from the target values of f1 and f2, and Eqs. 7.1 and 7.2. These

parameters were then used to diamond-turn 4 mm diameter custom EMs out of aluminum

(B-Con Engineering, Canada).

All other optical components are off-the-shelf 1 or 2 mm right angle prisms (Sumipro, The

Netherlands) used for beam folding. Finally, the DCF fiber was mounted into a 0.9 mm

ceramic ferrule with a standard FC/APC 8° angle polished tip (Diamond SA, Switzerland).

The DCF patch cord was terminated with an E2000 connector compatible with clinical

sterilization protocols.
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7.2.2 Mechanical design

The TCE is composed of a number of parts, as illustrated in the exploded view of the TCE

in Fig. 7.1(B). The first, colored in grey and located at the top of the image, houses the

fiber ferrule. The outside is threaded to enable fine adjustment of the fiber holder’s axial

position relative to EM by screwing it in and out of the second housing, in light blue in

the diagram. A nut is used to lock the ferrule holder in place once the optimal position is

found. The yellow component is the EM holder. The EM is held in the central slot and can

be locked in place using the screws visible next to the holder in the exploded view. A po-

sitioning groove was milled along the circumference of the EM at a known distance from

the mirror base. This allows the EM to position itself axially as the screws are tightened.

These screws are also used to perform fine adjustments of the EM position and orienta-

tion (tip & tilt), as described in the section on the alignment of the ellipsoidal mirror. The

semi-transparent grey part below the yellow EM holder is the housing for the 2.4 mm

diameter, hollow shaft micromotor (DBL024-05XX, Namiki Adamant, Japan). Care was

taken to leave several hundred microns between the bottom faces of the motor and the

EM to allow the motor electrical drive wire to be bent without being crushed. The final

1 mm prism reflecting the light towards the outside of the capsule (pink in the diagram)

is first mounted on a 600 µm diameter rod, which is then inserted and glued into the

hollow shaft of the micromotor. A high-strength, transparent glass window (DURAN®,

Technoglas, The Netherlands) allows the laser light through to reach the sample. Two

V-grooves were milled into the top and bottom notches over which the glass window is

slotted. These grooves are filled with polymer O-rings, visible in white Fig. 7.1(C), to add

resistance and keep the components from sliding apart prior to the final fixation with glue

(LOCTITE®AA-3921, Henkel Corporation, USA). The final part, located at the bottom of

the exploded view, is the capsule cap, which holds two 2 mm fold prisms/mirrors to re-

flect the laser beam up towards the prism fixated on the micromotor. All structural parts

of the TCE aside from the glass window were milled from aluminum. Two through-holes

were drilled into all structural parts in the plane perpendicular to the one containing the

laser path to ensure the proper rotational alignment of all parts relative to each other by

sliding straight rods through them (not shown in the diagram).

7.2.3 Assembly

Because of the off-axis nature of the optical assembly and the resulting sensitivity to

proper alignment, it was necessary to develop several intermediate assembly and veri-

fication steps to ensure the proper operation of the optical system.
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Ellipsoidal mirror alignment

The alignment of the EM and the fiber tip is critical to obtaining a diffraction-limited

spot in the sample plane. Despite the precision manufacturing of the mirror, the mir-

ror housing, and the fiber ferrule, some fine-tuning of the alignment remains necessary.

To obtain real-time feedback, the fiber & EM subassembly were mounted onto a custom

alignment tool presented in Fig. 7.3. This subassembly includes all parts at or above the

yellow EM housing in Fig. 7.1(B) except for the first beam folding prism (in brown). This

tool is mounted onto a scanning-slit beam profiler (BP209IR1, Thorlabs) such that the

theoretical focal plane (f2 = 30 mm here) is located precisely in the measurement plane

of the beam profiler. This measurement plane is not the surface of the device but rather

a few millimeters lower. The alignment tool is marked with centering lines that can be

aligned with the beam profiler to ensure the proper orientation of the device. A small ex-

tension is inserted in the back of the EM and can be used for gross rotational alignment.

Once completed, a clamp is fixed onto the extension, which can then be rotated using

the adjustment screws at the extremity of the rotation lever. The fine adjustment screws

for XY translation, tip, and tilt of the EM can be accessed via the diagonal groves in the

alignment tool. The EM slot in the housing is 200 µm wider than the outer diameter of

the EM to allow lateral translations and tip and tilt. The four fine alignment screws are

positioned in two pairs facing each other and can be controlled individually for tip and

tilt or in pairs for translation. Additionally, the threaded housing of the fiber ferrule can

be translated axially to adjust the distance between the fiber tip and the EM. All adjust-

ment mechanisms were used iteratively to achieve the expected diffraction-limited spot

size measured with the beam profiler. All optimization was performed at 1300 nm with

the single mode output of the DCF core. It is important to note that while it is possible

to achieve optimal alignment, the rudimentary nature of the alignment mechanisms does

not guarantee a quick convergence nor the reversibility of the fine adjustment. As such,

this process had to be repeated from the beginning several times to achieve the desired

result. Once the assembly is in its final position, the tightened adjustment screws fixate

the EM in place. The components’ positions are further stabilized by gluing the screws

and the mirror to the housing.

Motor shaft assembly

Another essential alignment is the orientation of the last prism, which deviates the laser

beam towards the outside. The laser beam should not reach the transparent window

under a normal incidence. Indeed, the air-glass and subsequent glass-air interfaces gener-
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Figure 7.3 Alignment tool for the fine alignment of the ellipsoidal mirror. (Left) Photo-
graph of the tool. (Right) Cross-section of the 3D CAD model. (1) Clamp for fine rota-
tional adjustments. (2) Adjustment screws to apply controlled rotation to the clamp. (3)
Extension inserted into the EM for rotational adjustments. (4) Grooves to access tip & tilt
screws. (5) Clamping mechanism for rotational adjustments. (6) Clamping mechanism
for fiber and EM housings. (7) One of four tip & tilt adjustment screws.
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ate strong specular reflections that would decrease the signal-to-background ratio (SBR).

A simple geometrical analysis shows that these specular reflections can be avoided if

the incidence angle is greater than the half angle of the cone of the focused beam, i.e.,

θinc > sin−1 (NA). In this case, the largest collection NA is that of the inner cladding or

NA=0.04, so the angle of incidence must be greater than 2.5°. Assuming a perfectly ver-

tical beam before the last prism, the incidence angle on the transparent window is equal

to twice the tilt angle of the prism compared to it being perfectly aligned with the cap-

sule’s vertical axis. As such, the prism must be titled at least 1.25°. For good measure,

we applied a 2° tilt to the prism resulting in a 4° angle of incidence on the glass surface.

This tilt was achieved by using the mount presented in Fig. 7.4. An alignment groove was

milled into a holder to guide a hollow rod to the back surface of a 2 mm reflective prism.

Polymer clamps were 3D printed to secure the components in place without damaging the

optical surface of the prism. Before placement, the hollow rod was filled with UV-curing

glue (LOCTITE®AA-3921, Henkel Corporation, USA). Once in place and secured, a UV-

compatible multimode fiber was inserted into the rod until some glue could be observed

flowing out from the rod/prism junction. The UV source injected into the fiber was then

activated for several minutes until the curing was complete. Particular care was taken

to avoid excessive overflow between the rod and prism, as this would hinder the proper

insertion of the rod into the hollow shaft of the micromotor. The tool was designed to

align the rod with the center of mass of the prism to minimize vibrations and radial shifts

during rotations. The rod and prism assembly were then inserted into the motor’s hollow

shaft and glued in place.

Focal plane adjustment

The distance between the focal plane and the EM is fixed and defined by the surface

parameters. However, the position of the focal plane relative to the outer surface of the

TCE can be adjusted by extending the vertical beam path after the first fold prism (see

Fig. 7.1(A)). This can be achieved by slightly pulling the motor housing and cap apart,

so long as the glass window remains securely on the notches. A final alignment tool was

developed to this effect, depicted in Fig. 7.5. This tool is placed flat on the beam profiler

and measures the beam diameter as the cap is moved closer or further away from the

capsule body. By comparing the measured beam size to prior beam profiling, it is possible

to extrapolate the exact position of the focus relative to the measurement plane and the

capsule surface. Once the desired focus position is achieved, the glass window and cap

can be fixed into place by curing the glue applied prior to assembly. The O-rings also have
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Figure 7.4 Motor shaft alignment tool & assembled prism and rod. (A) Loaded alignment
tool with prism clamp (1), rod clamp (2), prism (3), hollow rod (4), and rod alignment
groove (5). (B) Glued prism and rod assembly. Red arrows highlight the blue fluorescence
of the UV-curing glue. (C) Final assembly to be inserted into the micromotor. All scale
bars are 1 mm.
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the additional function of preventing glue overflow into the TCE.

Figure 7.5 Focal plane alignment tool. The capsule cap is translated towards or away from
the capsule body using the screw on the right.

7.2.4 Complete system

For imaging, we used the fiber system presented in Fig. 7.6. This system comprises a stan-

dard SS-OCT system at 1300 nm, with a free space wavelength combiner and a double-

clad fiber coupler inserted in the sample arm. The wavelength combiner allows the com-

bination of OCT and VIS light in the core of an SMF28 fiber, which is then spliced to

the DCF. The VIS light covers 450–950 nm from a filtered supercontinuum laser (EXU6,

NKT Photonics Ltd., UK). Core illumination is carried out for both modalities, while col-

lection is performed with the core for OCT and the clad for reflectance imaging. The

high-speed spectrometer (Cobra VIS CS550-600/200, Wasatch Photonics, USA) is used to

collect spectroscopic information over the 500–700 nm spectral range.

7.3 Results

We characterized the capsule’s performance regarding OCT imaging, beam quality, and

overall transmission efficiency over a broad spectrum. Beam characterization was per-

formed with the aligned EM before assembling the full capsule to maintain access to po-

sitions before and after the focal plane. As such, the characterization does not incorporate

the effect of all optical components after the EM. However, the flat prism mirrors should
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Figure 7.6 Complete experimental setup. C1: collimator, R: retroreflector, DCFC: double-
clad fiber coupler, TCE: tethered capsule endoscope, BD: beam dump, SMF: single mode
fiber, MMF: multimode fiber and DCF: double-clad fiber.

not induce any aberrations, and the influence of the glass window was found to be minor

in Zemax simulations (Zemax OpticsStudio, USA). This influence includes the spot size

being altered by < 10%, the focal plane being shifted back by ∼ 500 µm, and inducing

minimal astigmatism. As such, the measured beam profiles should be representative of

the beam at the output of the TCE. The output beam profiles, presented in Fig. 7.7, were

measured from the core at 635 nm and 1300 nm and from the inner cladding using the

broadband spectrum of the supercontinuum source. The extracted beam parameters, in-

cluding the beam waist (w0), the axial position of the waist (zf ), and the Rayleigh length

(zR), are summarized in Table 7.1. These parameters were determined from fitting exper-

imental data points, where w0 and zR were fitted independently. The theoretical values

were calculated assuming NA=0.0195. The difference in waist size and slight astigma-

tism makes it apparent that the final assembly is close to but not quite at the optimal

alignment. However, the 15% increase in spot size compared to the theoretical value will

not significantly degrade imaging quality, and the ∼ 400 µm shift between the X and Y

focus should not be noticeable given the long Rayleigh range. As such, these values were

considered adequate for practical applications. The significant shift in the position of the

focal plane for cladding illumination is expected as described by Beaudette et al. [337].

The spot size obtained with cladding illumination also represents the collection area when

the cladding is used to capture light. While the collection area varies with depth at the

focal plane from core illumination, it is important to recognize that this variation is small

across the Rayleigh range of the core illumination: < 7% across the [5,7] mm range. As
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such, the collection area and corresponding collection efficiency should remain approxi-

mately constant during imaging.

Figure 7.7 Beam profiling results for different illumination schemes.

Table 7.1 Beam parameters for different illumination schemes obtained from fitting. The-
oretical values calculated for NA=0.0195.

Illumination mode
w0,x
[µm]

w0,y
[µm]

zf ,x
[mm]

zf ,y
[mm]

zR,x
[mm]

zR,y
[mm]

Core 1300 nm (SM operation) theoretical 21.4 N/A 1.097
Core 1300 nm (SM operation) 24.5 24.2 6.418 6.041 1.226 1.230
Core 635 nm (MM operation) 21.2 20.2 6.412 6.097 0.912 1.077
Cladding broadband (MM operation) 299.1 296.3 4.573 4.002 6.934 7.470

Figure 7.8 presents the transmission efficiency of the device across the VIS and NIR spec-

tra, defined as the ratio of the input and output spectra. To account for the NA-dependent

transmission efficiency of the spectrometers, the spectra were normalized to absolute

power measurements at 635 nm and 1300 nm for the VIS and NIR bands, respectively.

The theoretical transmission curve was defined as the reflectance curve of protected alu-

minum (G01, Thorlabs) to the fifth power to account for all reflective elements in the
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beam path. It is apparent in Fig. 7.8 that the reflectance is the principal source of loss and

that this results in very low efficiencies for specific wavelengths, which calls into question

the choice of aluminum as a mirror surface. The problem is even further exacerbated by

the fact that the presented curves must be squared to account for the double-pass occur-

ring during imaging. A more appropriate choice would be to use protected silver mirrors,

as they offer significantly better performance across all VIS/NIR wavelengths. For refer-

ence, the theoretical curve for protected silver (P01, Thorlabs) mirrors is also presented in

Fig. 7.8. It should be noted that the theoretical values from Thorlabs may not be perfectly

representative of mirror coatings from other manufacturers.

Figure 7.8 Single pass transfer efficiency. The theoretical efficiency curves were computed
as R5(λ) where R is the reflectance of the different types of mirrors. Aluminum mirrors
were used in this version of the TCE.

7.3.1 Preliminary imaging

During preliminary OCT imaging, it quickly became apparent that the system had a sig-

nificant dispersion mismatch. This imbalance was primarily associated with the refrac-

tive optics used for the reference arm, which had no counterpart in the all-reflective TCE.

Moreover, the small amount of free-space propagation in the capsule (35 mm total) was

initially vastly exceeded in the initial reference arm. The reference arm was therefore

adjusted to minimize the free-space propagation. The remaining dispersion mismatch

was corrected numerically following the method outlined in [305]. Figure 7.9(A) presents

an OCT B-scan of fingers wrapped around the capsule. Figure 7.9(B) present the axial

PSF and gaussian fit in linear scale, while (C) illustrates the impact of dispersion com-
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pensation in logarithmic scale. The axial resolution after k-linearization and numerical

dispersion compensation (shown in Fig.7.9(B)) was measured to be 12 µm.

Figure 7.9 Preliminary OCT imaging. (A) B-scan of fingers wrapped around the capsule.
Total image width equal to 2.8 mm and scale bar equal to 1 mm. (B) Axial PSF obtained
from reflections of the glass-air interfaces of the transparent window. The inset shows the
gaussian fit of the PSF. (C) Same as (B) but in a logarithmic scale.

We also performed combined imaging with both OCT and reflectance spectroscopy. We

imaged a simple printed ColorChecker target to demonstrate the reflectance mode imag-

ing capabilities. The capsule was first fixed in place, and the ColorChecker was wrapped

around it. The ColorChecker was then pulled back slowly using a motorized transla-

tion stage. The raw spectral image (i.e. the detected signal) at λ = 520 nm is presented in

Fig. 7.10(A). This image shows a white area where the signal is saturated (indicated by the

red arrow) due to a strong specular reflection at one of the glass-air interfaces. The align-

ment of the beam and the non-perpendicular reflection occurring at the prism mounted

on the micromotor should prevent this; however, the alignment of the final prism is likely

incorrect. This can also be seen in the slight tilt in the red beam from the guide laser in

Fig. 7.1(C). This saturation results in negative and invalid reflectance values, observable in

Fig. 7.10(D). For each pixel, the reflectance was computed by dividing the dark-corrected

signal from the sample by the dark-corrected signal from the reference. Here, a white sec-

tion of paper was used as the reference, and the section with no sample as the dark signal,

as indicated by the blue and red boxes in Fig. 7.10(A). Figure 7.10(B) and (C) present an

en-face OCT image and a B-scan located at the red line in (B). While no saturation occurs

in these images, the strong reflection can be observed slightly in the en face image and
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more clearly in (C), as indicated by the red arrow. Figure 7.10(D) presents the spectral

reflectance image at λ = 520 nm. The normalized reflectance spectra (solid lines) for each

ROI highlighted in (D) are presented in Fig. 7.10(E) and compared to the theoretical val-

ues (dashed lines). It is apparent in Fig. 7.10(E) that the spectral trends are similar but

not identical between the experimental and theoretical values. This mismatch may be

attributed to differences in the reflectance spectrum of a printed Colorchecker compared

to a real one. Nonetheless, Fig. 7.10 demonstrates the ability of the RTCE to perform co-

registered imaging with both modalities, with all wavelengths in focus and most of the

imaging range free of backreflections.

7.4 Discussion

7.4.1 Advantages and limitations of the proposed design

The all-reflective design offers a variety of advantages over conventional designs relying

on other focusing optics. First and foremost, it provides achromatic beam focusing, as

demonstrated in Fig. 7.7. Perfectly achromatic beam focusing is valuable for multimodal

imaging, as proposed in this thesis, but also for high-resolution OCT (typically referred

to as µOCT), where axial variations of the illumination spectrum due to chromatic focal

shifts can induce depth-dependent variations in the axial PSF and corresponding resolu-

tion [194,200]. Previously proposed solutions have successfully corrected chromatic focal

shifts for broadband and/or multimodal systems; however, these solutions often require

advanced optical engineering and are specifically tailored to the utilized spectral ranges.

In comparison, the proposed reflective design represents a one-size-fits-all solution. This

design also removes optical interfaces producing unwanted backreflections as reported

by other groups [146] and discussed in the previous chapter.

The proposed design also presents certain limitations. The first is the achievable numer-

ical aperture in image space. Indeed, the image space NA is directly related to the fiber

NA through the angular magnification of the EM. However, the angular magnification is

strongly constrained by the device’s size. For example, the first focal length cannot be

indefinitely extended to increase the magnification because it will extend the stiff length

of the TCE. Moreover, extending f1 will result in a larger beam size at the EM, which will,

in turn, need to be larger. However, for a fixed capsule diameter, there is a maximum

beam and mirror size for which the beam is not clipped at the mirror or after the first fold

prism. As such, the proposed design is ill-suited for techniques requiring higher numeri-

cal aperture, such as multiphoton fluorescence microscopy or confocal microscopy.
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Figure 7.10 Combined imaging of a printed ColorChecker. (A) Raw image of the Col-
orChecker at 520 nm. The red box indicated the area of the image used as the dark mea-
surement, where there was no sample around the capsule. The blue box indicates the part
of the image used as the reference for calculating the reflectance spectrum. The red arrow
highlights an area where strong specular reflections occur, and the signal is saturated. (B)
Matching en face OCT view. The red line shows the location of the cross-sectional view
presented below. (C) OCT cross-section. The red arrow highlights the strong signal from
the capsule’s external glass-air interface. (D) Reflectance image at 520 nm. The red ar-
row highlights the undesirable effect caused by the strong specular reflection resulting in
unrealistic reflectance values (below 0 or above 1). The intensity range was set to [0;2]
to avoid saturation from pixels with glare. The colored squares numbered 1–6 are the
ROIs used in the graphs below. (E) Spectral data averaged over the ROIs in (D). The solid
lines are the experimental values, and the dashed lines are the theoretical values from
literature. All data was normalized by subtracting the mean and dividing by the standard
deviation to compare spectral shapes effectively. Scale bars in A, B, and D are 3 mm and
1 mm in C.
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A second shortcoming of the proposed design is the strict size constraint applied to the

micromotor. Indeed, the motor must be as short as possible to minimize the overall length

of the device. However, this leads to a very limited choice regarding suppliers and motor

performance. Moreover, such miniature micromotors often lack feedback loops to inform

of the angular position of the beam. Since there is no electrical wire crossing the OCT

field of view or other angular markers, it is difficult to assess any potential variations in

rotation speed or other non-uniform rotational distortions (NURD). While NURD is typ-

ically less significant with micromotor probes than with proximal scanning probes [338],

some form of NURD correction is still necessary to optimize image quality or implement

OCT angiography methods [197, 339]. Numerical methods using the correlation between

overlapping A-lines could be used to this effect. However, such methods are computation-

ally expensive and would not be implemented in real-time. Alternatively, markers could

be added to the field of view at the expense of obscuring parts of the image. A second dif-

ficulty associated with the smaller motors is that they tend to operate at high minimum

speeds, which increases the required A-line/pixel rate necessary to achieve Nyquist sam-

pling along the circumference of the esophagus. While modern OCT systems can reach

MHz A-line rates, the additional modalities may require a lower imaging speed.

7.4.2 Future work

Future efforts will be centered around enhancing the device’s efficiency, improving the as-

sembly process’s repeatability, and moving towards clinical certification for human use.

Aside from replacing the aluminum mirrors with silver ones, the assembly process is

also critical in the overall transfer efficiency. Indeed, misalignments may lead to minor

beam clipping and potential specular reflections off the glass window. These specular

reflections and transfer losses significantly reduce the SBR and degrade the overall im-

age quality. Moreover, the improper manipulation of the fold mirrors during assembly

and alignment sometimes results in minor scratches on the optical surface, which can

cause losses and reduce the overall beam quality. The last objective will include validat-

ing all materials’ toxicology, stress testing the TCE to establish failure mechanisms, and

converting the optical system to a mobile clinical cart. Further testing with various op-

tical modalities will also be performed to validate their operation and identify the first

candidate for in vivo imaging.
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7.5 Conclusion

In conclusion, we have presented an all-reflective tethered capsule endoscope for esophageal

imaging. The all-reflective design allows for achromatic and backreflection-free imaging

across VIS and NIR wavelengths and could be utilized for combining various modali-

ties with OCT through a double-clad fiber. Such a device could accelerate the clinical

translation of multimodal OCT in the esophagus by avoiding iterative optical design and

potential re-certification.
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Chapter context

Dispersion compensation and k-linearization are essential steps in the data processing

pipeline of FD-OCT systems. During the development of the various benchtop systems

presented in the previous chapters, performing these calibration protocols efficiently and

robustly was important as the systems were frequently altered and required components

which induced non-negligible dispersion mismatches. The underlying theory for the

calibration procedures was also essential to validating optimal system operation. Cur-

rent methods for system calibration usually account for dispersion compensation and k-

linearization separately requiring complicated measurement protocols or iterative opti-

mization routines. By contrast, the proposed method requires only two quick and simple

mirror measurements to extract the calibration vectors for both processing steps.
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Abstract

In Fourier domain optical coherence tomography (FD-OCT), proper signal sampling and

dispersion compensation are essential steps to achieve optimal axial resolution. These

calibration steps can be performed through numerical signal processing, but require cali-

bration information about the system that may require lengthy and complex measurement

protocols. In this work, we report a novel, highly robust calibration procedure that can

simultaneously determine correction vectors for non-linear wavenumber sampling and

dispersion compensation. The proposed method requires only two simple mirror mea-

surements and no prior knowledge about the system’s illumination source or detection

scheme. This method applies to both spectral domain and swept-source OCT systems.

Furthermore, it may be implemented as a low-cost fail-safe to validate the proper func-

tion of calibration hardware such as k-clocks. We demonstrate the method’s simple im-

plementation, effectiveness, and robustness on both types of OCT systems.

8.1 Introduction

Optical coherence tomography (OCT) is an interferometric imaging technique, which pro-

vides depth-resolved images up to several millimeters deep with a typical resolution in

the order of micrometers [45]. In order to attain the theoretical axial resolution over the

entire imaging depth, however, several conditions must be met. Firstly, in Fourier-domain

OCT (FD-OCT) systems, the interference signal must be sampled linearly in wavenumber

(k) prior to performing each Fast Fourier transform (FFT) in order to reconstruct the depth

reflectivity profile with bandwidth-limited axial resolution [340, 341]. Furthermore, dis-

persion must be matched in both interferometer arms, as dispersion imbalance leads to

an unequal, wavelength-dependent phase delay of the light. A dispersion mismatch will

induce broadening of the reconstructed OCT peaks, therefore reducing SNR and resolu-

tion [342]. Various solutions have been developed to address both these requirements.

However, many of these imply expensive and/or complicated additional hardware, com-

putationally intensive algorithms or time-consuming calibration procedures.

K-linear sampling can be achieved directly during signal acquisition with specialized

hardware or re-created in post-processing with interpolation of the acquired signal. For

spectral-domain OCT (SD-OCT), hardware-driven k-linear acquisition can be achieved

with k-linear spectrometers [343]. In swept-source OCT (SS-OCT) systems, linear k-

sampling relies mostly on external sampling clocks, called k-clocks, coupled with high-

end acquisition electronics capable of non-uniform sampling frequencies [344]. If the
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interference signal is not directly sampled linearly in wavenumber, the most common

approach is to perform numerical re-sampling using interpolation [345]. Interpolation

requires a re-mapping function which relates sample index to actual wavenumber or

fractional indices for interpolation. This re-mapping function is typically determined

through an independent calibration procedure and may require further hardware. In SD-

OCT for example, the spectrometer can be wavelength-calibrated using narrow spectral

lines from reference sources, such as a krypton lamp [346]. Methods to identify the re-

mapping function directly from OCT measurements have also been proposed [347]; how-

ever, such methods can be experimentally and computationally tedious [348,349]. A more

straightforward and more common method involves linearizing the unwrapped phase of

the interference spectrum measured when imaging a mirror. However, this method does

not decouple the effects of non-linear sampling and dispersion mismatch and is only valid

in the complete absence of dispersion, which is difficult to achieve in real systems. If ap-

plied to systems presenting a dispersion mismatch, simple phase linearization leads to

re-mapping functions valid only for one specific depth position [350]. In a recent publi-

cation, Uribe-Patarroyo et al. proposed an optimization algorithm based on mirror mea-

surements at multiple depth locations, which successfully decouples and corrects non-

linearity in wavenumber and dispersion mismatch [351]. While this method provides

a "true" re-mapping function, independent of dispersion and therefore valid across the

entire imaging depth, the associated measurement protocol and algorithm deployment

present additional experimental complexity. By comparison, Wang et al. and Makita et

al. demonstrated a method which also extracts the true re-mapping function which relies

only on two measurements and very simple algorithmic steps [352, 353]. In this method,

a mirror is imaged at two different axial positions, and the unwrapped phase signals are

subtracted from one another to remove the component due to dispersion. As the resulting

phase signal must be linear with wavenumber, any non-linearity in the subtracted signal

can be attributed to non-linear k-sampling. The re-mapping function can then directly be

evaluated by linearizing this differential phase signal.

Dispersion compensation is a widely researched subject in the field of OCT. Many dif-

ferent methods to correct dispersion mismatch between the sample and reference arms

have been proposed, both hardware- and software-based. Furthermore, it is important to

distinguish between methods that only correct system dispersion and those that also cor-

rect for sample dispersion. The latter are particularly important when imaging structures

through thick dispersive media as is often the case in ophthalmic OCT [354]. Hardware-

based dispersion compensation can correct for both system and sample depending on

the implementation. Solutions include physically matching dispersion in both arms by
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adding compensating material [355], dispersive prisms [356], gratings [291] or fiber-

stretchers [357] in one of the interferometer arms. However, all these methods typi-

cally only compensate up to second order dispersion. Higher orders can be minimized

by adding comparable components to both interferometer arms or through more complex

setups that include several of the components mentioned above [358]. Such systems have

been shown to correct dispersion up to the third order [359,360]. On top of the limitations

regarding correction order, physical dispersion compensation shares the same pitfalls as

hardware-based k-linearization: increased complexity and cost. Various software meth-

ods have also been developed to address the problem of dispersion compensation. Such

techniques often allow to correct dispersion mismatches to higher orders than what is

possible through physical compensation and can, in some cases, simultaneously correct

system and sample dispersion. Amongst these, some rely on an iterative adjustment of

a phase correction signal to optimize image sharpness [342, 361, 362]. This approach is

particularly useful for correcting sample induced dispersion which cannot be corrected

prior to measurements. However, such optimization techniques are computationally in-

tensive and, for the most part, impractical for real-time processing. Another method,

presented by Uribe-Patarroyo et al., relies on iterative optimization to extract the phase

component due to system dispersion, which can then be corrected in future measure-

ments at low computational cost [351]. Recently, Singh et al. reported a novel dispersion

compensation scheme which uses differential phase measurements, much like those in

Wang’s k-linearization method, to exactly extract the phase component generated by sys-

tem dispersion [363]. Similarly to Uribe-Patarroyo’s process, this phase component can

then be used to correct dispersion in all future measurements. Singh’s method requires

only two mirror measurements, which must be positioned at precisely symmetrical loca-

tions about the zero-delay plane. When the phase signals from these measurements are

subtracted from one another, the (linear) depth-dependent phase is removed, leaving only

the dispersion-related terms.

As such, numerous methods exist for k-linearization and dispersion compensation for FD-

OCT systems. However, these methods imply varying levels of technical, algorithmic and

experimental complexity as well as varying accuracy and robustness. Ideally, implemen-

tation complexity should be minimized without sacrificing robustness and effectiveness.

To this effect, we herein present and validate a novel, simple and complete calibration pro-

cedure, which simultaneously extracts calibration information for k-linearization and dis-

persion compensation. Thorough descriptions of all experimental and algorithmic steps

are provided to facilitate the method’s implementation. The proposed method requires

no additional hardware or a priori information, is highly robust, and relies only on two
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mirror measurements, obtained on either side of the zero-delay plane. Furthermore, we

introduce a novel numerical phase shifting step allowing for the mirror measurements to

be performed at arbitrary positions, as long as they are on either side of the zero-delay

plane. We demonstrate that the method is equivalently applicable to SD- and SS-OCT

systems, both with and without k-clock. Finally, we demonstrate that this procedure may

still be applied in the case of improper configuration of the k-clock.

8.2 Theory

Our method, expanded in Appendix 8.7 and summarized in Fig. 8.1, is based on the ma-

nipulation of the phase of the complex spectral interference signal obtained from mirror

measurements, using a standard FD-OCT system. We assume that there is a certain de-

gree of dispersion mismatch due to the presence of a segment of dispersive material in

one of the interferometer arms. All steps of the proposed method rely on the expression

of the spectral phase signal (∆φ), obtained experimentally, as the sum of a k-linear, depth-

dependent component (φlin) and a k-nonlinear, depth-independent component (φdisp):

∆φ = φlin (δz,k) +φdisp(k) = 2(k − k0)δz︸       ︷︷       ︸
φlin

+(k − k0)2n′g(k0)D + ...︸                    ︷︷                    ︸
φdisp

(8.1)

In this equation, δz is depth, k0 represents the central wavenumber, n′g represents the

first derivative of the group index with respect to k of the segment causing the disper-

sion mismatch between the two interferometer arms, and D is its thickness. A detailed

mathematical derivation of Eq. (8.1) is given in Appendix A. Experimentally, the phase

signal is determined by computing the phase of the analytical complex interference sig-

nal, obtained from the real measured signal using the Hilbert transform (H), as described

by:

Ĩ(k) = I(k) + iH (I(k)) , (8.2)

∆φ = tan−1
(

Im(Ĩ(k))
Re(Ĩ(k))

)
. (8.3)

From Eq. (8.1) and the properties of the Fourier transform, it is apparent that the linear

term will determine the position of the peak in the processed A-line, while non-linear,

dispersion-induced terms will be responsible for peak broadening and distortion [342].

It is important to note that all the following steps assume that the phase signal has been

unwrapped. From Eq. (8.1), we define the two calibration measurements, where ∆φ+
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refers to the measurement with the mirror physically located on one (positive) side of the

zero-delay plane, at δz+, and ∆φ− refers to the measurement with the mirror located on

the opposite (negative) side, at δz−:

∆φ+ = φlin (|δz+|) +φdisp, (8.4)

∆φ− = φlin (|δz−|)−φdisp. (8.5)

The sign reversal of the dispersion component (φdisp) observed in Eq. (8.5) is due to the

experimental retrieval of the (real) interferometric signal, discussed in Appendix section

A3. We will refer to a set of two such measurements as a calibration pair throughout this

manuscript.

8.2.1 k-linearization

Using Eq. (8.4) and (8.5), and following Wang et al., we can cancel out dispersion-related

terms and isolate a linear term [10]:

∆φlin =
∆φ+ +∆φ−

2
=
φlin(|δz+|) +φlin(|δz−|)

2
= 2(k − k0)

(
|δz+|+ |δz−|

2

)
. (8.6)

Equation (8.6) describes the phase term of a dispersion-free signal corresponding to a mir-

ror located at the average absolute position of the two individual peaks. Any non-linearity

in the unwrapped phase can, therefore, be attributed to improper sampling. Fractional

indices for re-sampling can be obtained by linearizing ∆φlin. Linearization of the phase

signal implies generating a linear vector of the same length as the vector ∆φlin spanning

from ∆φlin,0 to ∆φlin,N−1 where the subscripts refer to first and last samples respectively.

For each element of this newly-generated, linear vector, we can identify a fractional index

through interpolation corresponding to its position in the original phase vector. There-

after, these fractional indices can be used to re-sample all subsequent measurements to

obtain k-linear sampling. This process should be carried out on both measurements of the

calibration pair before dispersion compensation can be performed.

8.2.2 Dispersion compensation with numerical phase shifting

Once k-linearized, the interference spectra are processed to obtain A-lines. The values of

δz± are then evaluated by finding the axial position of the peak corresponding to the mir-

ror. The peak axial positions can be evaluated in several ways such as applying a fit (e.g.

Gaussian) or directly identifying the index corresponding to the position of the peak max-
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imum. In both cases, the interference spectra should be extensively zero-padded prior to

FFT to increase the number of data points available for the measurement. Measurements

based on identifying the position of the maximum are particularly sensitive to this as in-

sufficient padding may lead to errors due to the discrete nature of the signal. If proper

k-linearization has been performed, the shape of the axial PSF should be completely in-

dependent of depth. Therefore, if measured in the same way, the peak positions relative

to the axial profile will be identical for both mirrors, regardless of the goodness of fit. The

numerical shift computed from the peak positions (Eqs. 7-9 or 11) will then always be

valid, independently of how the peak positions were identified. As such, Gaussian fitting

will be adequate even if the PSF deviates from a Gaussian profile due to a non-Gaussian

illumination spectrum or due to the presence of significant high-order dispersion. Once

the peak positions have been identified, we can numerically apply a linear phase correc-

tion, equivalent to translating both mirrors in air, which brings the two measurements

(∆φ∗+ and ∆φ∗−) back to perfectly symmetrical positions:

∆φshift± = 2(k − k0)
(
−|δz±|+

|δz+|+ |δz−|
2

)
, (8.7)

∆φ∗+ = ∆φ+ +∆φshift+ = 2(k − k0)
(
|δz+|+ |δz−|

2

)
+φdisp, (8.8)

∆φ∗− = ∆φ− +∆φshift− = 2(k − k0)
(
|δz+|+ |δz−|

2

)
−φdisp. (8.9)

It is interesting to note that the applied phase shift and equivalent translation are arbi-

trary so long as the final positions of the peaks are symmetrical. The dispersion-induced

phase term can then be isolated by finding the difference as proposed by Singh et al. [363]:

φdisp =
∆φ∗+ −∆φ∗−

2
. (8.10)

This phase signal can then be fitted relative to sample index using Nth-order polyno-

mial fitting. Thereafter, dispersion can be corrected by multiplying the complex signal

by exp
(
∓iφfit

disp

)
for peaks on the positive side and the negative side of zero-delay re-

spectively. It is important to notice that it is not necessary to have any knowledge of

the real values of k or δz±. Indeed, if the interference signal is defined in index space

(j = [0,1,2, . . .N − 1]), then the processed A-lines will be located in a space defined from

−π to π corresponding to the optical path length difference. The peak positions (θpeak±)

determined previously can then directly be used to compute the phase shift vector and
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shifted phase signals, expressed as:

∆φshift±(j) = j

(
−|θpeak±|+

|θpeak+|+ |θpeak−|
2

)
, (8.11)

∆φ∗±(j) = ∆φ±(j) +∆φshift±(j). (8.12)

The shifted phase signals determined in Eq. (8.12) can then be used to compute the dis-

persion phase component described in Eq. (8.10).

Figure 8.1 Flowchart of the calibration procedure. The calibration’s output variables are
identified in the boxes on the right



150

8.3 Materials and methods

8.3.1 System description

The calibration procedure was tested on two separate FD-OCT systems: one SD-OCT and

one SS-OCT, shown in Fig. 8.2. The SD-OCT system (OCP840SR-NP, Thorlabs, USA)

utilizes a superluminescent diode source (SLD-371, Superlum, Ireland) and a 1024-pixel

spectrometer with a spectral resolution of 0.06 nm. A-lines were acquired at a 5 kHz

rate. The SLD spectrum was measured using a USB4000 spectrometer (Ocean Optics,

USA) and found to be centered at 850 nm with a full-width half maximum (FWHM) spec-

tral bandwidth of 26 nm. The system also includes a 50/50 broadband fiber coupler as

well as collimation and focusing optics. Through physical length measurements of the

interferometer arms, we found a 1±0.1 cm mismatch in fiber length between the sample

and reference arms. The SS-OCT is a custom system using a 50 kHz commercial swept-

source (Swept laser 1310, Axsun, USA) with an integrated k-clock. The source spectrum

was measured using a NIRQuest512 spectrometer (Ocean Optics, USA), and found to be

centered at 1313 nm with a FWHM bandwidth of 95 nm. The interference signal was

detected using a balanced photodetector (PDB450C, Thorlabs, USA) and filtered with an

80 MHz low-pass filter (VLF-80+, Mini-Circuits, USA) prior to digitization. Signal sam-

pling was carried out with a high-speed acquisition card (ATS9350, AlazarTech, Canada)

capable of both uniform and non-uniform sampling speeds. For measurements with the

k-clock, 1088 samples were recorded per acquisition at a mean acquisition rate of 130

MS/s. Measurements without k-clock contained 3855 samples acquired at 500 MS/s. The

number of samples in measurements without the k-clock was selected to match the spec-

tral range obtained with the k-clock based on recognizable features in the spectra. Data

acquisition was controlled using custom LabView software (National Instruments, USA)

and synchronized with the swept-source laser using a custom fiber Bragg grating (FBG)

sweep trigger. For the purpose of this experiment, a dispersion mismatch was induced

by adding approximately 1 cm of distilled water in a petri dish to the sample arm of the

SS-OCT system.

8.3.2 Measurement protocol

Single A-line measurements were carried out on a mirror for axial positions (δz) ranging

over ±1 mm around the zero-delay plane, at 100-micron intervals. A manual micromet-

ric stage was used to translate both the focusing lens and the sample mirror in order

to avoid signal variation due to confocal gating. Raw interference signals (i.e., without
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Figure 8.2 Schematic representation of both OCT systems: an SD-OCT (top) and a SS-
OCT (bottom). (FBG) Fiber Bragg grating, (SLD) superluminescent diode, (C1 & C2)
fiber circulators, (PC) polarisation controllers, (W) water.
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any processing) were recorded from both systems using custom LabView software. All

signals used for calibration were computed from the average of 64 consecutive A-line

measurements. Background removal was achieved by subtracting the background spec-

trum from the mirror measurements as well as numerical high-pass filtering. The back-

ground was measured by successively blocking the sample arm, the reference arm, and

both arms. The background signal subtracted from the other measurements was com-

puted as Iback = Isam + Iref − Iboth. The calibration described in Section 8.2 and in Fig. 8.1

was carried out for all possible combinations of negative and positive mirror locations. In

the calibration, signals were zero-padded to 10 times their original length prior to FFT,

and a fifth order polynomial fit was used to compute the dispersion correction vector (step

5 in Fig. 8.1). For each combination, the extracted calibration vectors were applied to all

individual measurements, and their peak position and FWHM were measured. Finally,

for each mirror location, the peak position and FWHM were averaged over all calibration

pairs. The negative and positive peaks located at ±100 µm were not included during the

calibration as these peaks had reduced SNR due to the high-pass filtering applied previ-

ously. This combined with their position close to the edge of the A-line led to instabilities

when applying fits to the data and inaccurate calibration. For the SS-OCT system, data

was acquired both with and without the k-clock. Measurements were also carried out on

the SS-OCT system without the added dispersion (i.e., without the 1 cm water in the sam-

ple arm) and with varying k-clock delays. K-clock delay refers to the delay between the

optical trigger in the swept laser source and the electronic trigger signal at the acquisition

card. Improper adjustment of this parameter may lead to incorrect sampling as discussed

further below. For both systems, the spatial pixel increment (µm/pixel) was determined

from the two outermost mirror position (known separation of 2 mm).

8.3.3 Practical considerations

For optimal implementation of the proposed method, it is essential to consider certain

practical aspects. Firstly, proper background removal is crucial to the method as the

presence of background will strongly influence the phase signal quality. The presence

of strong DC or low-frequency noise components will prevent proper phase retrieval

with the Hilbert transform, hence the necessity for proper background subtraction and

high-pass filtering. Furthermore, the signal of the calibration measurements should be

processed to reduce random noise or contributions from system interference. Random

noise can easily be attenuated by averaging multiple interference spectra. However, in

systems with low phase stability, care should be taken not to wash out fringes by averag-
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ing over too many A-lines. Non-random system noise due to interference between various

components in the optical path will appear as additional peaks in the processed A-line.

The mirror peaks used for the proposed calibration procedure must be distinct from these

background peaks. This background signal can be eliminated by applying spatial band-

pass filtering (i.e., filtering out additional peaks in the signal after FFT and then trans-

forming back). Finally, "null" data points, i.e., data points without any signal, should be

omitted from this analysis as they will produce unstable phase values. Such points are

easily identifiable by their non-smooth appearance when plotting the unwrapped phase

of the acquired signal. They are usually located at the beginning or end of data acqui-

sitions and correspond to the extremities of the broadband illumination spectrum (dark

pixels for SD-OCT systems and time-points outside of the duty cycle of the wavelength-

swept laser for SS-OCTs).

8.4 Results

The results of the calibration procedure on 1D measurements for both the SD and SS-

OCT systems are illustrated in Fig. 8.3. The figure plots the axial resolution as a function

of depth (physical mirror position) for the SD-OCT system (Fig. 8.3A), for the SS-OCT

system with k-clock (Fig. 8.3B) and without k-clock (Fig. 8.3C) acquisition. Fig. 8.3D

reproduces the curves of Fig. 8.3C using the same scale as 8.3B for simplified compari-

son. The error bars in Fig. 8.3 are obtained by calculating the standard deviation (STD) of

the peak FWHM computed with all possible calibration pairs (n=81). For each case, the

resolution is plotted as a function of depth for raw (blue dashed curve), k-linearized (red

dashed curve), and fully corrected data (k-linearized and dispersion compensated - yellow

dashed curve). The solid green line represents the optimal attainable value, often overlap-

ping with the yellow dashed curve. It is important to note that this method corrects peak

broadening due to improper sampling and dispersion mismatch. Other effects, including

the spectral shape of the illumination, spectral transmission of the optical system, detec-

tor spectral efficiency, and alignment of polarization states, may lead to a poorer axial

resolution compared to the expected value based only on the source spectral bandwidth.

In order to properly assess the method’s performance, the recovered axial resolution was

compared to the bandwidth-limited, optimal value obtained by directly linearizing the

phase of each peak (mean value over all acquired peaks). All numerical values are sum-

marized in Table 8.1, by calculating the mean and standard deviation of the resolution

over all measured axial positions. The relative variation row refers to the STD divided by

the mean expressed in percent.
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The results of the calibration procedure applied to the SS-OCT system without any arti-

ficially added dispersion and with varying k-clock delays are presented in Fig. 8.4 and in

Table 8.2. Figure 8.4 plots the axial resolution as a function of depth for three different

k-clock delays relative to the optimal value (calculated from system fiber length): -32.7 ns

(minimum - Fig. 8.4A), -16.8 ns (Fig. 8.4B) and 3.6 ns (maximum - Fig. 8.4C). The color

scheme and the calculation of error bars and theoretical resolution limit are all identical

to that for Fig. 8.3 and Table 8.1. The values in Table 8.2 are calculated as mean and

standard deviation of the resolution over all measured axial positions.

Figure 8.3 Measured axial resolution at different steps in the calibration procedure &
recovery of optimal axial resolution with both systems. (A) SD-OCT measurements. (B)
SS-OCT measurements with a k-clock (C) SS-OCT measurements without a k-clock. (D)
Same SS-OCT measurements as in (C) but with vertical axis matched to sub-figure B.
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Table 8.1 Statistics of the calibration procedure averaged over all axial positions. Disper-
sion in the SD-OCT system is due to fiber length mismatch; dispersion is artificially added
in the SS-OCT measurements.

SD-OCT SS-OCT (w/ k-clock) SS-OCT (w/o k-clock)
Raw K-lin. Full Raw K-lin. Full Raw K-lin. Full

Optimal (µm) 13.8±0.4 13.8±0.1 14.2±0.2
Mean (µm) 66.9 34.3 13.8 22.1 21.9 13.8 52.2 22.5 14.2
STD (µm) 39.6 1.2 0.5 3.3 0.2 0.1 21.5 0.5 0.1

Rel. variation (%) 59.2 3.5 3.6 15.0 0.9 0.7 41.2 2.2 0.7

Figure 8.4 Measured axial resolution & recovery of optimal axial resolution with SS-OCT
for different k-clock delays. (A) ∆t=-32.7 ns (B) ∆t=-16.8 ns (C) ∆t=3.6 ns.
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Table 8.2 Statistics of the calibration procedure for different k-clock delays, averaged over
all axial positions. No artificially added dispersion.

∆t = -32.7 ns ∆t = -16.8 ns ∆t = 3.6 ns
Raw K-lin. Full Raw K-lin. Full Raw K-lin. Full

Optimal (µm) 11.3±0.1 11.4±0.1 11.6±0.3
Mean (µm) 13.2 11.5 11.4 11.9 11.5 11.4 11.7 11.7 11.6
STD (µm) 1.8 0.1 0.1 0.5 0.1 0.1 0.1 0.1 0.1

Rel. variation (%) 13.6 0.9 0.9 4.2 0.9 0.9 0.9 0.9 0.9

8.5 Discussion

8.5.1 Performance of the proposed method

Fig. 8.3 shows the recovery of k-linear sampling as well as the successful compensation

of any dispersion mismatch present in the systems. In all instances, raw data curves

are strongly dependent on depth, while k-linearized curves are flat, demonstrating that

indeed, k-linearization of the OCT signal removes the depth-dependency of the measured

axial resolution, as predicted by the theoretical framework. The subsequent dispersion

compensation step improves the axial resolution down to the theoretical value, allowing

for the recovery of the optimal axial resolution over the entire imaging range. Table 8.1

shows that, after application of the calibration, the theoretical axial resolution is recovered

to within less than 1% over the entire imaging range for all systems and configurations.

The method’s insensitivity to the position of the calibration pair is demonstrated by the

very narrow error bars in Fig. 8.3 as well by the low standard deviations reported in

Table 8.1. As such, these results indicate that the optimal axial resolution is recovered, no

matter which combination of mirror positions was used.

Furthermore, Fig. 8.3B and 8.3D as well as Table 8.1 show small differences in the re-

covered axial resolution for the SS-OCT system depending on whether the swept-source

k-clock is used or not (13.8 µm and 14.2 µm, respectively). As both these measurement

sets were acquired concurrently and on the same system, it would be expected that the

recovered axial resolutions be identical. We propose three potential sources that may con-

tribute to this discrepancy. Firstly, there may have been minute differences in the spectral

bandwidth between the two sets of acquisition parameters. While in both cases the acqui-

sitions were initiated by the spectral sweep trigger, the end of the acquisitions may have

varied slightly in time and therefore in their spectral positions. Precautions were taken to

minimize this issue; however, it may still account for a portion of the 400 nm difference in

axial resolution. A second contributing factor might be the slightly lower SNR observed
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in the SS-OCT data acquired without the use of the k-clock. Indeed, the average sampling

speed without the k-clock was roughly four times higher than when the k-clock was ac-

tive, which would induce a higher noise equivalent power. Finally, it is possible that the

discrepancy is associated with fitting instabilities due to the low number of data points

contained within the reconstructed peaks in both cases. As such, the difference might be

generated by a slight underestimation of the k-clocked peak width or an overestimation

of the non-k-clocked one. However, it is important to note that whatever the cause of

this effect, its magnitude is sufficiently small to be considered negligible for all practical

intents and purposes.

Finally, it is particularly interesting to note that this method requires no a priori knowl-

edge regarding the optical system, the acquisition hardware and parameters, or the il-

lumination source. Indeed, it relies strictly on the information acquired during the two

measurements. This allows for a very simple implementation, valid across all OCT plat-

forms. Two afore-mentioned methods to obtain the k-linearization vector [352] and to de-

termine the dispersion correction [363] also only require two mirror measurements. Our

method maintains that advantage while generalizing to allow for mirror measurements on

opposite sides of zero delay and removing the requirement of exactly symmetrical mirror

positions with respect to zero-delay by numerical phase shifting.

8.5.2 k-clock sampling issues

Another crucial point highlighted by this work is the potentially imperfect k-linearization

of k-clocks. As observed in Fig. 8.3B, 8.4A and 8.4B, the axial resolution of the raw signal

acquired with a k-clock still varies with depth, which indicates non-linear k-sampling.

This was caused by an improper clock-delay in the k-clock output. As is the case in many

wavelength-swept lasers used for OCT, the k-clock signal in our setup is obtained from

the zero-crossings of the interference signal of a fiber Mach-Zehnder interferometer (MZI)

built into the light source. These zero-crossings are equally spaced in k-space thus pro-

ducing a k-linear clock signal. However, if the total travel time of the light in the OCT

system is not equivalent to the travel time in the MZI plus the electronic delay of the clock

pulse, there is an offset between the clock pulse and the intended sampling point, which

re-introduces non-linearities in sampling. Such effects may, therefore, appear when the

total fiber length of the OCT system is altered. While some wavelength-swept lasers of-

fer adjustable clock-delay, the range of the delay is often limited which implies inevitable

axial resolution degradation when operating outside of this range. Such situations may

arise in clinical systems operating with long endoscopic probes or, inversely, in systems
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using photonic integrated circuits (PICs) with very short total optical paths. OCT systems

based on PICs are doubly advantaged by the proposed method as they also present signif-

icant peak broadening due to dispersion mismatch [364–366]. The effect of an incorrect

k-clock delay can be quite significant as illustrated in Fig. 8.3B, where the axial resolution

varies by 5-6 µm over a 1 mm imaging range. Fig. 8.4 shows that the calibration pro-

cedure successfully recovers optimal resolution over the entire imaging range, regardless

of the k-clock delay. Furthermore, our method remains stable and robust even when the

signal is already linearly sampled in k-space as is the case in Fig. 8.4C. In this scenario,

the fractional indices for re-sampling are almost identical to the initial indices and do not

alter the measured signal. The root-mean-square difference between the original indices

and the re-sampling indices was found to be 0.01%, and the mean axial resolution over

the imaging range was identical. As such, this method can be implemented as a low-cost

fail-safe to ensure correct sampling even when a k-clock is used. Alternatively, it could be

used as a validation method to ensure that the proper k-clock delay is being used. Indeed,

improper delay settings would be noticeable through differences between the original in-

dices and the fractional indices for re-sampling.

8.5.3 Calibration using measurements on the same side of zero-delay

It is possible to deploy an approximation of the procedure outlined in this paper using

two mirror measurements located on the same side of zero-delay. In such a case, the phase

from both measurements would be given by Eq. (8.4) or (8.5). The linear component can

then be extracted by subtracting one from the other. The fractional indices can then be

computed from this differential signal [352]. Once k-linearized, the dispersion compo-

nent of a single measurement can be determined performing a polynomial fit on the full

unwrapped phase (∆φ±) and keeping only the non-linear terms [367]. However, it was

demonstrated that this method for dispersion compensation was less effective than the

differential approach, particularly when higher order dispersion terms become signifi-

cant [363]. This is particularly relevant for ultra-broadband or visible-light OCT systems.

The use of a single measurement for dispersion compensation does not account for the

presence of residual secondary peaks due to system noise, whereas in the differential ap-

proach, such additional peaks would be canceled out. As such, while this approximation

remains viable, it did lead to a small degradation in axial resolution and a wider distri-

bution for our data. It can be expected that this effect will become more significant for

systems with more or higher-order dispersion.
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8.6 Conclusion

In conclusion, we present a method which corrects non-linear k-sampling and system-

induced dispersion mismatch, using only two mirror measurements. Two calibration vec-

tors are extracted which allow numerical re-sampling for k-linearization as well as a phase

correction to account for dispersion compensation. We demonstrate the procedure’s sim-

plicity, its robustness to the position of the mirror peaks and its applicability to both

SD- and SS-OCT systems. We anticipate that this method may be extended to calibrate

systems which also contain sample-induced dispersion mismatches such as in ophthal-

mologic imaging through the dispersive medium of the eye. In such a scenario, a strong

sample reflection could be used instead of a mirror to perform the calibration.

8.7 Appendix

8.7.1 Propagation constant

In this section, we provide the theoretical background of the proposed calibration method.

Our method relies on the manipulation of the spectral interference signal obtained during

OCT measurements of a single reflector, which can be expressed as

Iint(k) = IDC(k) + 2
√
Is(k)Ir(k) ·Re[exp(i∆φ(k))], (8.13)

where Iint(k) is the intensity measured at the detector, IDC(k) is the sum of Ir(k) and Is(k),

the intensities in the reference and sample arms respectively, and ∆φ(k) is the phase dif-

ference between the fields from the reference and sample arms. The phase in each arm is

given by

φr = 2
∑
p

βp(k)lp, (8.14)

φs = 2
∑
q

βq(k)lq. (8.15)

In Eq. (8.14) and (8.15), the variables βp,q(k) denotes the material specific propagation

constants and lp,q is the physical length of the corresponding medium. The factor 2 ac-

counts for the light traversing this distance twice. In a dispersive material, the propaga-

tion constant depends on wavenumber such that,

β(k) = kn(k), (8.16)
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where n(k) is the wavenumber-dependent complex index of refraction specific to each ma-

terial. The imaginary part of β(k) determines the material absorption coefficient. Through-

out this report, we consider only the real part of n(k) and therefore β(k). The propagation

constant can be expanded into a Taylor series around an arbitrary wavenumber, k0 (typi-

cally the central wavenumber), as follows:

β(k) = β(k0) + β′(k0)(k − k0) +
1
2
β′′(k0)(k − k0)2 + ..., (8.17)

Where the ′ prime denotes differentiation with respect to wavenumber. Using Eq. (8.16)

and applying the rules for chain derivation, we obtain

β(k) = k0n(k0) +
d
dk

[kn(k)]
∣∣∣∣∣
k=k0

(k − k0) +
1
2

d2

dk2 [kn(k)]
∣∣∣∣∣
k=k0

(k − k0)2 + ..., (8.18)

β(k) = k0n(k0) + [n(k0) + k0n
′(k0)](k − k0) +

1
2

d
dk

[n(k) + kn′(k)]
∣∣∣∣∣
k=k0

(k − k0)2 + ..., (8.19)

To simplify the notation, we introduce the group refractive index

ng(k) = n(k) + kn′(k), (8.20)

which we substitute into Eq. (8.19) to obtain

β(k) = k0n(k0) +ng(k0)(k − k0) +
1
2
n′g(k0)(k − k0)2 + ..., (8.21)

The propagation constant, Eq. (8.21), can then be summarized as the infinite series

β(k) = k0n(k0) +
∞∑

m=1

n
(m−1)
g (k0)
m!

(k − k0)m. (8.22)

The first term is a constant phase term that may be neglected in subsequent analysis.

First order dispersion (m=1) accounts for group delay of the spatial interferometric signal,

whereas the higher order terms lead to broadening and chirping of the OCT signal.

8.7.2 Interferometer with dispersion mismatch

First, consider a perfectly dispersion balanced OCT interferometer. We introduce a seg-

ment of glass of thickness D at z=0, and determine the phase of the interference spectrum

Eq. (8.13), corresponding to the back surface of the glass segment. From Eq. (8.14) and

(8.15), φr = 2kl0 and φs = 2kl0 + 2βglass(k)D. Following the steps leading up to Eq. (8.22),
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we find that Fourier transform of Eq. (8.13) yields the spatial OCT signal, consisting of a

peaked signal determined by the source spectrum, shifted to depth position z = ng(k0)D

and possibly widened, chirped or otherwise distorted by the higher orders m ≥ 2 of the

propagation constant βglass(k).

To resemble a realistic OCT system with a mismatch in fiber lengths between both arms

of the interferometer, we shift the reference mirror over a distance z = ng(k0)D so that the

position of zero group delay difference coincides with the back surface of the glass. We

then add a further offset, δz, to the sample arm such that

φr = 2kl0 + 2kng(k0)D, (8.23)

φs = 2kl0 + 2βglass(k)D + 2kδz, (8.24)

∆φ(k) = 2kδz+ 2D[βglass(k)− kng(k0)]. (8.25)

Re-arranging, and expanding the propagation constant following Eq.(8.21) gives:

∆φ(k) = 2kδz − 2Dkng(k0) + 2D
(
ng(k0)(k − k0) +

1
2
n′g(k0)(k − k0)2 + ...

)
+ 2Dk0n(k0), (8.26)

where the last, constant term does not have any k-dependence. Changing the k-dependence

of the first 2 terms to (k−k0) dependence, so that the second term in the equation and the

first term within the brackets cancel, will add constant terms:

∆φ(k) = 2(k − k0)δz+ 2D
(

1
2
n′g(k0)(k − k0)2 + ...

)
+ constant terms. (8.27)

The constant terms will have no impact on the processed A-line as they will be factored

out of the Fourier transform and removed when we compute the absolute value. As such,

we can simply ignore them in subsequent steps. We therefore obtain the simplified ex-

pression for the spectral phase of a single reflector:

∆φ(k) = 2(k − k0)δz+ (k − k0)2n′g(k0)D + ... = φlin(δz) +φdisp. (8.28)

8.7.3 Experimental retrieval of the interferometric phase

Despite the complex notation of Eq.(8.13), the detected signal is a real-valued modulated

spectrum. In a non-dispersed interferometer, signals from exact opposite locations with

respect to zero-delay cannot be distinguished (the so-called complex ambiguity) unless

special measures are taken: the Fourier transform on the spectral interferogram will yield
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an A-line with mirror-peaks at −δz and +δz. If the mirror is located at +δz, the spectral

interferogram following Eq.(8.13) and (8.28) is

Iint(k)+ ∝ cos
(
φlin(δz) +φdisp

)
. (8.29)

If the mirror is located at −δz, the spectral interferogram following Eq.(8.13) and (8.28) is

Iint(k)− ∝ cos
(
−φlin(δz) +φdisp

)
= cos

(
−
[
φlin(δz)−φdisp

])
= cos

(
φlin(δz)−φdisp

)
. (8.30)

We therefore adopt the following notation of the spectral phase corresponding to peaks

at positive and negative delays, respectively:

∆φ+ =
∣∣∣∣∣φlin(δz+) +φdisp

∣∣∣∣∣ = φlin(|δz+|) +φdisp (8.31)

∆φ− =
∣∣∣∣∣φlin(δz−) +φdisp

∣∣∣∣∣ = φlin(|δz−|)−φdisp (8.32)
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Chapter context

Full-range optical coherence tomography (FR-OCT) enables imaging on both sides of

zero-delay by removing the mirror artifact, which effectively doubles the imaging range.

This mirror artifact can be problematic in the context of endoscopic OCT because optical

interfaces inside the endoscope, such as the glass windows in Chapters 6 and 7, may be

folded back into the useful imaging range and degrade the overall imaging quality. To

avoid this in conventional OCT systems, the image is shifted until the overlap is removed

(if that is even possible), which usually results in a reduced imaging range. As such, the

proposed methods for implementing FR-OCT may help extend the useful imaging range

and avoid image degradation due to overlapping mirror artifacts. Moreover, this method

allows the use of imperfect quadrature demultiplexing circuits that would otherwise only

provide limited extinction of the mirror artifact.
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Abstract

Passive optical demodulation enables real-time reconstruction of the complex interfer-

ence signal, removing mirror artifacts in optical coherence tomography. However, this

requires extremely high precision while measuring the real and imaginary components

of the complex signal. Standard optical designs typically do not satisfy the requirements

and post-processing is necessary to correct the measured signals. We propose a frame-

work describing the signal produced by an imperfect quadrature demodulation circuit

as well as a protocol allowing the precise measurement and correction of the associated

errors directly from mirror measurements. We demonstrate the method’s simple imple-

mentation, effectiveness in attenuating the mirror artifact and evaluate its robustness to

time and experimental conditions.

9.1 Introduction

In its standard implementation, Fourier-domain optical coherence tomography (FD-OCT)

suffers from the complex conjugate or mirror artifact, which prevents simultaneous imag-

ing on both sides of the zero-delay plane [287]. In addition to reducing the overall imag-

ing range, this configuration requires the sample to be located at a certain distance from

the zero-delay plane, which may lead to a reduction in sensitivity due to spectral roll-

off [368]. Several methods have been proposed to overcome these limitations and en-

able full-range optical coherence tomography (FR-OCT), which allows artifact-free imag-

ing on both sides of the zero-delay plane. These methods can be sub-divided into three

categories: frequency modulation techniques, phase-shifting interferometry, and passive

quadrature demultiplexing methods. The advantages and limitations of each option are

briefly discussed below.

The frequency modulation approach relies on the use of active optical components such

as acousto- and electro-optic modulators (AOM and EOM, respectively) to superimpose a

modulation on top of interference signal in optical frequency-domain imaging [368,369].

This modulation causes the interference signal associated with a null spatial offset to be

shifted to a non-zero frequency, allowing imaging with both positive and negative spatial

offsets. Frequency modulation provides excellent extinction of the complex conjugate

(≥ 60 dB) [368] as well as improved signal-to-noise ratio (SNR) due to the elimination of

low-frequency noise [369]. It is worth noting that 60 dB is considered excellent as OCT

imaging of biological tissue rarely presents such a broad dynamic range. Indeed, if the

extinction exceeds the intensity of the signal, the mirror artifact will be lowered below the
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noise floor and effectively removed. While the frequency modulation approach provides

excellent performance, it presents certain drawbacks, including experimental complexity,

increased costs, and enhanced bandwidth requirement for the detectors and high-speed

digitizers. Furthermore, such methods are limited to swept-source OCT (SS-OCT) systems

and are incompatible with (spectrometer-based) spectral-domain systems (SD-OCT).

Another approach for full-range OCT consists of using phase-shifting interferometry to

reconstruct the complex interference signal (i.e., both the phase and amplitude of the

interference fringes) from two or more interference spectra acquired sequentially [287,

370, 371]. Options to obtain a phase shift between the acquisitions include piezoelectric

transducers (PZT) mounted on the reference mirror [371–373] and electro-optic phase

modulators [374, 375]. Such methods, however, require multiple acquisitions per A-line,

thereby reducing the overall acquisition speed and increasing their sensitivity to sample

motion and the system’s overall phase stability. A variant of the phase-stepping approach,

called BM-scanning, removes the requirement for multiple acquisitions by introducing

the phase shift across A-lines within a B-scan. The complex signal can then be recovered

by performing a Hilbert transform (HT) across the spatial dimension prior to applying

the usual Fourier Transform (FT) [376–381]. Phase-shifting methods, in general, have

the added benefit that they can be implemented in both types of Fourier domain OCT

(FD-OCT) systems . However, to the best of our knowledge, none of the phase-shifting

approaches have achieved extinction of the complex conjugate equivalent to that obtained

with frequency modulation, and are usually limited to ≤ 40 dB [371, 372, 375, 381].

The last group of FR-OCT methods uses optical systems to passively separate and si-

multaneously measure the complex interference signal’s real and imaginary components.

This can be accomplished using polarization optics [382,383] or alternative interferometer

configurations with N×N fiber couplers, with N ≥ 3 [74,384,385]. In both instances, how-

ever, the separation of the signal components must be stable, uniform across the complete

spectral bandwidth, and precisely known. This typically requires highly accurate and

time-consuming calibrations or sophisticated and expensive optical components. Given

these complex specifications, passive demultiplexing commonly does not achieve high ex-

tinction ratios. It is usually also limited to extinction ratios ≤ 40 dB [74, 382–385]. Like

phase-shifting methods, passive demultiplexing is compatible with both FD-OCT tech-

niques. However, the passive approach is usually only applied to SS-OCT systems as it

requires two detection channels. In the case of SD-OCT, two spectrometers would be re-

quired, significantly increasing the system’s cost. Finally, the simultaneous measurement

of both the real and imaginary signal components allows maintaining high acquisition
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speeds and makes passive demultiplexing insensitive to sample motion.

As such, no method is dominant: each has drawbacks in terms of cost, complexity, stabil-

ity, or overall performance. In this paper, we propose a calibration protocol for passive

demultiplexing, which may address some shortcomings mentioned in the previous para-

graph. We propose a simple and straightforward procedure to experimentally assess and

correct the relative differences in the two measurement channels, including the chromatic

or spectral effects as well as the RF-errors associated with detection and acquisition elec-

tronics [386]. The proposed method relies only on measuring the interference signal from

a mirror at different depth locations and can be performed directly on the system with-

out any modifications other than adding the optical quadrature demultiplexing circuit.

We first describe the underlying theoretical framework, then demonstrate the proposed

method on an SS-OCT system with a polarization-based demultiplexing scheme. How-

ever, it is important to note that the method may be generalized to other passive quadra-

ture demultiplexing schemes in FD-OCT.

9.2 Theory — complex signal reconstruction

The aim of passive quadrature demultiplexing is the reconstruction of the complex in-

terference signal, S̃, which lifts the ambiguity between the positive and negative delays

after FT or, in other words, removes the mirror artifact. This reconstruction requires

the simultaneous measurement of the real and imaginary parts of the interference signal,

also called the real (SR) and quadrature (SQ) signals. In principle, these two signals are

identical except for a π/2 phase shift at all wavelengths and axial positions. An ideal de-

modulation circuit allows the direct measurement of these signals in two output channels,

which can then be used to reconstruct the complex signal following:

S̃ = SR + i · SQ. (9.1)

In real applications, however, there exist minor deviations in the phase and amplitude of

the two measured signals, which results in residual mirror peaks (see Appendix 9.6.1 for

more details). The accuracy in amplitude- and phase-matching required to achieve mirror

artifact extinction ≥ 60 dB cannot be achieved with physical components and necessitates

the measured signals to be corrected in post-processing. This work outlines a method to

perform the necessary adjustments to the measured signals to achieve high mirror peak

extinction. We begin by deriving expressions for the OCT signal, which encompasses

the effects of the demodulation circuit. We show that, for each channel, the combined
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effect of all components in the passive demodulation scheme can be simplified down to

two phasors: one wavelength-dependent and one depth-dependent. Finally, we propose

a method to measure these phasors and correct the measured signals accordingly.

In Eq.9.1 and throughout this manuscript, we use variables with a tilde symbol to denote

complex-valued vectors. Variables without the tilde symbol refer to the real component of

their complex counterpart (e.g., S =R{S̃}). While the mathematical derivations presented

here utilize complex signals, all measurement data consists of real values. The measured
complex signals are the analytic representation of the real-valued signals, obtained via an

adaptation of the Hilbert Transform (HT), as discussed in Section 9.3.2. These measured

complex signals should not be confused with the reconstructed complex signal.

9.2.1 Chromatic errors

The complex signal measured at the nth output of the demodulation circuit can be de-

scribed by:

S̃n(k) = IRTRn +
∑
m

TSnRmIS︸                   ︷︷                   ︸
DC terms

+
∑
m

2
√
TRnTSnRmIRISe

i(θm+φn)

︸                                ︷︷                                ︸
interference term

,
(9.2)

where IS and IR are the intensities in the sample and reference arms, respectively, TSn and

TRn are the transmission efficiencies from the sample and reference arms, respectively, Rm

is the intensity reflectivity of the mth reflector in the sample arm, θm is the phase ramp

associated to the position of the reflector, ∆zm, and is equal to 2k∆zm, and φn is the phase

offset attributed to the nth output port. All the above variables (with the exception of

∆zm) are functions of the wavenumber, k. Assuming that the DC components are removed

through balanced detection and background removal, the balanced interference signals,

S̃I,int.(k) and S̃II,int.(k), can be isolated, as:

S̃I,int.(k) =
∑
m

2
√
Rme

iθm ·
[√

TR1TS1IRISe
iφ1 −

√
TR3TS3IRISe

iφ3
]

S̃II,int.(k) =
∑
m

2
√
Rme

iθm ·
[√

TR2TS2IRISe
iφ2 −

√
TR4TS4IRISe

iφ4
] . (9.3)

Here, we assume that the autocorrelation terms, suppressed through balanced detection,

are negligible. The validity of this assumption is particularly important in the context of

FR-OCT as autocorrelation artifacts usually occur close to zero-delay, an area now part of

the useful imaging range. While autocorrelation artifacts from biological tissue tend to
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be negligible, multiple specular reflections from optical components in the interferom-

eter arms can lead to more significant ones. Fortunately, such specular reflections can

be mitigated through the proper choice of optics and anti-reflection coatings. To lighten

the mathematical notation, the subscript int. is dropped from Eq. 9.3, and the measured

signals S̃I and S̃II will refer solely to the interference signal. Equation 9.3 is simplified

by grouping the transmission and intensity variables, extracting from the summation the

terms that are not depth-dependent, and using the fact that the sum of two phasors can be

rewritten as a single one. This results in a condensed expression for the complex, balanced

signals:

S̃I (k) = AI (k)eiΩI (k)
∑
m

Cme
iθm

S̃II (k) = AII (k)eiΩII (k)
∑
m

Cme
iθm

, (9.4)

where the AI/II and ΩI/II are wavelength-dependent terms describing the amplitude and

phase of the term in square brackets in Eq. 9.3, and Cm is proportional to the amplitude

reflectivity (rm =
√
Rm) of the reflector at depth ∆zm. The terms in the summation repre-

sent the interference signal unaltered by the demodulation circuit, which is identical in

both channels. The two complex signals S̃I and S̃II will only differ from system contribu-

tions allowing for a definition of an amplitude ratio β(k) = AI /AII and an overall phase

offset ∆φ(k) = ΩII −ΩI .

For an ideal demodulation system with perfectly balanced power separation (all TSn and

TRn being equal) as well as perfect phase characteristics (φn = (n−1) ·π/2), the amplitudes

of S̃I and S̃II are equal and the phase offset exactly equal to π/2. As such, the measured

signals are in perfect quadrature, such that SR =ℜ{S̃I } = SI and SQ =ℜ{S̃II } = SII . The

measured signals can therefore directly be used in Eq. 9.1 to reconstruct the complex

signal. However, in the non-ideal case, the perfect quadrature must first be reconstructed

following Eq. 9.5 [74, 384]:

SQ(k) =
β(k) · SII (k)− cos∆φ(k) · SI (k)

sin∆φ(k)
, (9.5)

while still using SR = SI . A complete derivation of this equation is provided in Ap-

pendix 9.6.2. When computing the values of β and ∆φ, it is crucial to avoid flipping

the terms in the amplitude ratio and the phase difference. While the definition of channel

I and II is arbitrary, it is important to remain consistent once the each detection channel

has been assigned a label.
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Equation 9.5 requires that β(k) and ∆φ(k) be known. In the past, these values have been

evaluated by measuring the transmission and phase properties of the demodulation cir-

cuit separately [74, 384] or through optimization routines that converge on the values

producing the highest extinction of the mirror artifact [386]. Given Eq. 9.4, we propose

that β(k) and ∆φ(k) can be determined directly from a simple mirror measurement. In-

deed, the phase and amplitude of the two real measured signals can be recovered using

a Hilbert transform. Amplitude vectors can then be divided by one another to obtain β,

while phase vectors can be subtracted to get ∆φ. It is worth mentioning that computing

the amplitude and phase of the measured signals does not allow the extraction of the ab-

solute transmission and phase characteristics of the demodulation circuit (i.e., variables

TRn, TSn, and φn in Eq. 9.2). Fortunately, the absolute values are not necessary for the

proposed method.

9.2.2 RF-errors

In 2015, Siddiqui et al. [386] identified RF-errors: a second source of errors in the re-

construction of the quadrature signal. These errors are specific to swept-source OCT as

they originate in the temporal encoding of the spectral information and all associated dis-

tortions. Such RF-errors include fiber or electrical cable length differences between the

two channels,causing one signal to be delayed relative to the other. Other variations in-

clude the frequency response of all electronic components in the detection circuit, such

as the detectors, filters, and the data acquisition card. Each of these effects will generate

frequency and, therefore, depth-dependent amplitude and phase variations, which will

affect the computed values for β and ∆φ. It is therefore necessary to expand Eqs. 9.2–9.5

to incorporate the axial dependence. Failing to account for these variations will result

in calibration vectors only valid at the specific depth at which they were computed. It

is important to note that the terms RF-errors and spatial errors variations are used inter-

changeably throughout this manuscript. In the time-domain (or equivalently, in k-space),

the impact of the various electronic components can be described as a series of convolu-

tions of the original signal by the impulse responses, hi(t), of each element:

S̃ ′I (t) =
(((

S̃I (t)
)
∗ h1(t)

)
∗ h2(t)

)
∗ ... (9.6)

Using the convolution theorem, it is convenient to describe the signal in Fourier domain

(i.e., in frequency- or z-space), where the chain of convolutions becomes a simple multi-

plication of the elements transfer functions, F {hi(t)} = Hi(f ) and Hi(f )↔ Hi(z). All the
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transfer functions can then be grouped into a single phasor accounting for both amplitude

and phase variations:

F {S̃ ′I } = F {S̃I } ·H1(z) ·H2(z) · ... = F {S̃I } ·αI (z)eiωI (z), (9.7)

where αI (z) and ωI (z) are the depth-dependent amplitude and phase variations, respec-

tively. A similar expression can be derived for the second channel. Now let us consider

the case of a single perfect reflector in the sample arm (i.e., a mirror). In this case, the

summation in the expression of the complex, balanced signals (Eq. 9.4) can be removed,

and a single complex exponential remains. The FT of this signal becomes a complex peak,

γ̃(z −∆z), centered around the position of the reflector, ∆z. Inserting this expression of

the peak into Eq. 9.7, we obtain:

F {S̃ ′I } = γ̃(z −∆z) ·αI (z)eiωI (z), (9.8)

which is simply the interference signal multiplied by the system’s transfer function. Due

to the Dirac-like nature of the axial point-spread function (PSF), the primary contribution

of the transfer function will be at the depth corresponding to the center of the interference

peak. Operating under this assumption that the signal peak is Dirac-like (i.e. very narrow

and negligible everywhere except at the center of the peak), we can approximate the signal

in each channel as:

S̃ ′I (k) = AI (k)eiΩI (k)Ceiθ ·αI (∆z)eiωI (∆z)

S̃ ′II (k) = AII (k)eiΩII (k)Ceiθ ·αII (∆z)eiωII (∆z)
. (9.9)

Qualitatively, we can understand this approximation as the fact that the interference sig-

nal of a single reflector is a pure (single-frequency) sinusoid. Therefore, it will only ex-

perience a constant amplitude modulation and phase delay due to the system’s frequency

response. This approximation is crucial to the proposed method as it enables the direct

measurement of the depth-dependence of both β and ∆φ. The initial expressions for the

amplitude ratio and the phase offset between the two channels can now be adapted to

incorporate the z-dependence:

β(k,z) =
∥S̃ ′I∥
∥S̃ ′II∥

=
AI (k)
AII (k)︸ ︷︷ ︸

βk

· αI (z)
αII (z)︸︷︷︸

βz

; (9.10)
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∆φ(k,z) = ∡S̃ ′II −∡S̃
′
I = [ΩII (k)−ΩI (k)]︸              ︷︷              ︸

∆φk

+[ωII (z)−ωI (z)]︸            ︷︷            ︸
∆φz

. (9.11)

Obtaining the parameters β and ∆φ from multiple mirror measurements located at dif-

ferent axial positions can simultaneously inform us on the chromatic and spatial (RF)

variations of the demodulation circuit. The spatial variations between the two signals can

then be corrected by simply multiplying S̃ ′′II by the phasor describing the relative differ-

ence between the transfer functions:

S̃ ′′II = F −1
{
F {S̃ ′II } · βz · e

−i∆φz
}
. (9.12)

The corrected signal, S̃ ′′II , shares its axial dependence with S̃ ′I . As such, the spatial depen-

dence will be removed from β and ∆φ, and a unique set of chromatic correction vectors

can be defined for all axial positions (βk and ∆φk). Finally, the perfect quadrature com-

ponent, S ′Q, which accounts for both spatial and chromatic effects, can be reconstructed

using Eq. 9.5, with SI and SII replaced with S ′I and S ′′II :

S ′Q =
βk · S ′′II − cos∆φk · S ′I

sin∆φk
. (9.13)

Here, S ′I corresponds to the real-valued, unaltered signal in channel I, while S ′′II is the

real, corrected signal in channel II, derived from the measured signal S ′II using Eq. 9.12.

This corrected quadrature signal can then be, in turn, used in Eq 9.1 to reconstruct the

corrected complex interference signal following:

S̃ = S ′I + i · S ′Q. (9.14)

Finally, it should be noted that the calibration vectors extracted by this protocol will only

be valid for a given set of acquisition parameters, such as the A-line rate, number of sam-

ples per A-line, sampling rate, spectral bandwidth etc. Varying any of these parameters

affects the pixel to wavelength correspondence within an A-line as well as characteristics

of the imaging range such as physical pixel size and total imaging range. As such, previ-

ously obtained correction vectors will not be compatible with the signal obtained in the

new configuration.
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9.3 Methods

9.3.1 FR-OCT system description

The proposed calibration method was experimentally validated on the setup depicted

in Fig. 9.1, a swept-source OCT system centered at 1550 nm. We utilize a linear-in-

wavenumber swept laser source (Insight Akinetic Swept Laser, Insight Photonic Solu-

tions, USA) with a spectral bandwidth of 80 nm, variable-sweep rate and an average out-

put power of 10 mW. The source output was further increased by an amplifier (BOA,

Thorlabs, USA) to 75 mW. Laser light is separated into the sample and reference arms

using a 90/10 fiber optic coupler. Light backscattered in both arms is re-directed towards

an interferometer using fiber circulators. In this work, the selected interferometer de-

sign is a Mach-Zehnder terminated with a 2 × 4 optical hybrid (COH24, Kylia, France).

The component performs both the interferometric re-combination of the sample and ref-

erence signals, as well as the quadrature demultiplexing. Demultiplexing is performed

using an internal, free-space, polarization-based scheme to generate four output signals

with π/2 offsets. The π/2 increments in phase offset are practical as signals of opposite

sign (π phase shift) can be measured with balanced detection, thereby removing DC sig-

nals and common noise. While we demonstrate the method on this setup, the theoretical

framework may be extended to other polarization-based methods as well as N×N fused or

integrated optical hybrids, provided N > 2. The output signals of the two balanced detec-

tors (BDP-1, Insight Photonic Solutions) are connected to a dual-channel, high-speed dig-

itizer for acquisition of the measurement data (ATS9360, Alazar Technologies, Canada).

Measurements were performed using in-house LabView software (LabView, National In-

struments, USA), and data analysis was carried out in MATLAB (MATLAB, Mathworks,

USA). All experimental data and processing scripts are available in the supplementary

materials, in Code 1 and Dataset 1 specifically (see Refs. [387, 388]).

9.3.2 Complex signal reconstruction — practical implementation

The theory outlined in the previous section predicts that it is possible to reconstruct the

perfect quadrature signal, thereby achieving complete extinction of the mirror artifact. In

practice, however, several factors such as system noise, mechanical or thermal instabili-

ties, numerical errors or approximations, and measurement errors affect the end result.

As such, given the extremely high precision requirements necessary to achieve extinctions

≥ 60 dB, enhanced attention to detail is necessary during data acquisition and processing.

Figure 9.2 presents the practical steps that should be performed in order to correctly im-
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Figure 9.1 Experimental setup: CR fiber circulator, CL collimator lens, G galvo-scanner,
OL objective lens, M mirror, PC polarization controller, OH optical hybrid, BD dual bal-
anced detector, BOA booster optical amplifier. Solid lines are optical fibers and dashed
lines are electrical cables.
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plement the proposed method and achieve optimal mirror artifact extinction.

Figure 9.2 Flowchart of the calibration process. The box numbers correspond to the sub-
section numbers in Section 9.3.2 of this manuscript.

Signal measurement and preparation

All measurements for the calibration procedure are performed using a mirror as the re-

flector in the sample arm. As explained in Section 9.2.2, each mirror position provides

only the relative difference in the frequency response of the two channels at the position

at which the measurement is performed. As such, it is necessary to perform measure-

ments across the entire intended imaging range (i.e., on both sides of zero-delay). Ad-

ditionally, these measurements couple well with calibration measurements necessary for
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k-linearization and dispersion compensation [305]. The total number of measurements at

different axial positions should be sufficient to capture oscillations in the transfer func-

tion. A larger number of measurement points will also enhance the robustness of the nu-

merical fits performed in this process. The frequency response of the various electronic

components (detectors, filters, or data acquisition cards), usually specified in datasheets,

may provide insight into the expected behavior of the overall transfer function. Finally,

the exact spacing between measurements is not critical, as the method does not require

knowledge of the absolute axial position, only the normalized one, which can be obtained

by fitting the processed peak. Non-uniform sampling in depth (e.g., denser around depths

with expected oscillations in the transfer function) is also acceptable and even beneficial

as it allows for a more accurate interpolation.

While measurements can be performed by adjusting the length of either arm of the in-

terferometer, it is usually simpler to alter the length of the reference arm. Extending the

collimated segment of the reference arm rather than moving the sample mirror leaves the

sample mirror in the focal plane of the objective lens. This will ensure a higher and more

stable signal intensity for all measured positions. It is interesting to note that the protocol

can function when moving the sample mirror, as both channels will experience the same

signal fluctuations due to the confocal beam parameter. However, measurements far out-

side the Rayleigh range will have a lower SNR, which may induce errors in calculating the

correction vectors.

The proposed method relies on using the HT to compute the complex analytical signal,

from which phase and amplitude information can be extracted. This transform is highly

sensitive to DC offsets. Proper background removal should be performed on all measure-

ments, where the background signal should be measured once for each mirror position.

Further DC removal can be achieved by subtracting the mean from the signal. In standard

OCT systems, high-pass filtering may be performed to remove the residual low-frequency

signal. This is not advised in FR-OCT as it will result in an attenuated band around zero-

delay (i.e., in the middle of the measurement range).

In this work, phase and amplitude information is extracted directly from calibration mea-

surements. The SNRs associated with these values are, therefore, directly proportional to

that of the measurements. As such, the proposed method cannot result in extinction

ratios exceeding the SNR of the calibration measurement (see Appendix 9.6.1 for more

detail). Consequently, performing coherent averaging of multiple A-lines is highly rec-

ommended to maintain peak amplitude while lowering the noise floor. Coherent averag-

ing is achieved by correcting the phase drift and jitter that may occur between A-lines in
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SS-OCT prior to computing the mean intereference signal. In this work, we followed the

averaging method outlined in Ref. [389]. A crucial point is that, for each A-line, the same

phase correction must be applied to both channels of the demodulation circuit to preserve

their relative phase [386]. The proposed method will fail if coherent averaging is applied

to the two channels independently of one another. Coherent averaging is also necessary

in this instance to enable visualization of attenuation greater than 60 dB, else the mirror

artifact is hidden below the noise floor.

Finally, the calibration measurements must be properly k-linearized, either through hard-

ware methods or through numerical resampling, prior to their use in the quadrature cor-

rection. Non-linear k-sampling may introduce phase and amplitude variations compris-

ing mixed terms that depend on both wavenumber and depth. In such a scenario, it

would no longer be possible to separate the chromatic and axial contributions, as de-

picted in Eqs. 9.10 and 9.11. This would also undermine the approximation in Eq. 9.9

as non k-linear sampling results in broader and, more importantly, a depth-dependent

axial point-spread function. However, numerical re-sampling may be performed prior to

implementing the proposed method, without any impact on overall performance. It is

not mandatory to compensate for dispersion on the calibration measurement prior to us-

ing them in the quadrature correction as the dispersion mismatch will result in a depth-

independent, non-linear phase term in the interference signal [305] that is identical in

both arms of the demodulation circuit. However, performing dispersion compensation is

recommended as it will yield calibration measurements with higher SNR. Furthermore,

dispersion-compensated peaks will be narrower, supporting the approximation required

for the validity of Eq. 9.9. It is also interesting to note that phase-stability is not a pre-

requisite for the successful implementation of this method. Indeed, phase instabilities in

the system will be equally represented in both detection channels and, therefore, will not

affect the corrections.

Computing analytical signal & extracting amplitude and phase

We compute the complex analytical signal for each mirror position and channel, typically

using the HT. Many different numerical implementations of the HT exist, which perform

a different number of operations. Strictly speaking, the HT should return an identical sig-

nal phase-shifted by π/2. The analytical signal can then be reconstructed using the input

signal as the real component and the HT as the imaginary part. However, many imple-

mentations of the HT (e.g., in Matlab) directly return the analytic representation of the

input signal by applying an FT on the input signal, setting all negative frequency compo-
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nents to 0, and then performing the inverse FT. This approach, therefore, assumes that the

true signal peak is always located on the positive side of zero-delay. For the calibration,

this should be inverted for peaks measured on the negative side of zero-delay, such that

the analytical signal has all positive frequency components set to zero. This manipulation

is required during the calibration only, when the position of the mirror is known, and

not during subsequent imaging. Once the complex analytical signal is obtained, the am-

plitude and phase at each sample point can be obtained using standard identities. Care

should be taken to employ the appropriate inverse tangent for phase extraction (typically

called atan2) as well as proper angle unwrapping to avoid discontinuities in the phase

vector. Such discontinuities will cause significant errors in subsequent fitting and cause

the method to fail.

Computing β(k,z) and ∆φ(k,z)

The correction vectors β(k,z) and ∆φ(k,z) are defined as a function of wavenumber, k, and

axial position, z. In the spatial dimension, however, they are only sampled at the positions

at which mirror measurements are performed, ∆zm. Interpolation is therefore necessary

to reconstruct the correction vectors at all axial positions. First, to establish the positions

at which measurements were obtained, it is necessary to evaluate the magnitude of the

FFT of the interference signal for each channel. This can be performed on the complex

analytical signals computed in the previous step. When the analytical signals are properly

generated, peaks should appear only on the correct side of zero-delay. Gaussian fitting

(or a simple search for the maximum value) may be used to extract the exact position

of the peak. Rather than the absolute axial position in millimeters, it is convenient to

use a normalized z-axis, defined relative to the number of samples, N , in the spectral

interferogram as follows:

z̄ =


[
−π

2
;
π
2
− π
N

]
for N even[

−π
2

;
π
2

]
for N odd

 . (9.15)

Once the peak position is determined, the values of β and ∆φ can be obtained for all

k-values by simply computing the ratio of amplitudes and the difference of phases as de-

scribed in Eqs. 9.10 and 9.11. A simple mistake to avoid is the inversion of the channels

when computing these values. Furthermore, we recommend fitting the extracted values

of β and ∆φ with respect to wavenumber and/or smoothing with a low-pass filter to re-

duce noise. Polynomial and smoothing spline fitting were tested and found appropriate
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provided adequate selection of number of terms or smoothing parameter. Centering and

scaling data prior to polynomial fitting may be helpful to increase fit stability and reduce

extreme oscillations towards the edges of the vectors. For both fitting methods, we also

padded the signal with mirror copies of itself to further stabilize the behavior of the fits

towards the edges. Extreme values very close to the edges, such as the one indicated by a

red arrow in Fig. 9.3(b), should also be excluded from the fitting process.

Once the β and ∆φ vectors have been extracted for all mirror positions, the spatial correc-

tion vectors βz and ∆φz can be obtained by fitting across all z̄. From these fits, βz and ∆φz

values can be defined for all points of the normalized z-axis, z̄. Similar to previous fits,

both polynomial and spline interpolation may be used provided they adequately capture

the oscillations of the RF correction parameters. In order to perform the z-dependent

fitting procedure, it is necessary to select a single wavelength component. In theory, the

choice of this wavelength does not influence the performance of the calibration method.

However, selecting edge values such as the first or last wavelength points may lead to

erroneous results due to fit instabilities in the previous steps. As such, we recommend

using the central wavelength. Furthermore, to account for the constant chromatic con-

tribution present in each parameter (βk and ∆φk is Eqs. 9.10 and 9.11, respectively), it

is necessary to normalize βz and ∆φz. We therefore normalize the amplitude to 1 and

the phase difference to 0 at z = 0. The phase normalization, in particular, is essential as

the spatial correction (Eq. 9.12) will otherwise remove the π/2 phase offset between the

two channels leading to numerical instabilities when evaluating Eq. 9.13. Finally, it is im-

portant to exclude mirror measurements located at zero-delay. Such measurements may

yield unstable phase and amplitudes values, such as the one indicated by a blue arrow in

Fig. 9.3(b), which can disrupt fitting.

Correcting spatial variations

Once the normalized values of βz and ∆φz are known for all z̄, we apply the correction to

the second channel described in Eq. 9.12. This correction removes the spatial variations

between the two channels leaving only chromatic variations. Following the same process

as outlined above, the β(k,z) and ∆φ(k,z) can be determined for each mirror position.

Again, we recommend fitting or low-pass filtering of some kind along the wavelength

dimension to reduce noise. The resulting curves should be near-identical for all mirror

positions and can be averaged to produce the chromatic corrections vectors βk and ∆φk.

Errors may occur during the various fitting steps or in the computation of the complex

signals for positions very close to zero-delay or towards the edges of the imaging range.
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As such, it is sometimes necessary to exclude these points from the averaging procedure

used to calculate the final chromatic correction vector.

Correcting chromatic variations

By applying the chromatic correction, the ideal quadrature signal, S ′Q, can be obtained

following Eq. 9.13. In this equation, the βk and ∆φk vectors used should be those obtained

in the previous step (i.e., after spatial correction) and not the ones obtained in step 3 of the

method (see Fig. 9.2 and Section 9.3.2). Finally, with the measured signal in channel I, S ′I ,

and the ideal quadrature signal, S ′Q, the complex interference signal can be reconstructed,

as described in Eq. 9.14.

9.4 Results

9.4.1 Calibration of demodulation circuit

To validate the calibration procedure, mirror measurements were performed across the

entire imaging range (on both sides of zero-delay: ± 30 mm). Different path lengths were

obtained by mounting the reference arm on a motorized stage and measuring in regular

increments of 200 µm, for a total of 311 measurements. For each position, 512 A-scans

were coherently averaged to increase SNR. The above protocol was then applied to extract

spatial and chromatic correction vectors, presented in Fig. 9.3. Figures 9.3(a) and (b) de-

pict the spatial parameters βz and ∆φz, while (c) and (d) depict the chromatic parameters,

βk and ∆φk, before (in blue) and after (in red) correcting for the spatial dependence. The

final chromatic correction vectors correspond to those obtained after spatial corrections.

In sub-figures (a) and (b) the offset between the raw and fitted data is caused by the nor-

malization. The blue and red arrows in Fig. 9.3(b) highlight erroneous extreme values

at zero-delay and at the edge, respectively. These artifacts were excluded from fitting as

reflected by the smooth red curve. It is visible in sub-figures (c) and (d) that all extracted

values of βk and ∆φk are near-identical after correction of spatial dependence. The full

calibration procedure to extract the correction parameters as well as figures illustrating

the intermediate steps are presented in a MATLAB script, available in the supplementary

materials [387].

The graphs presented in Fig. 9.3 demonstrate the necessity of the proposed method. The

correction curves obtained after correction of spatial errors (green line) in sub-figures 9.3(c)

and (d) show the chromatic difference between the two channels of the system. These dif-



180

ferences can be associated with the chromatic behavior of the optical hybrid as well as

differences in the spectral response of the two supposedly identical detectors. As neither

of these chromatic effects can be easily adjusted, numerical post-processing appears to

be the most viable solution. Sub-figures 9.3(a) and (b) highlight the residual spatial/RF-

errors despite extensive optimization during system construction. Indeed, the output

fiber lengths of the optical hybrid were matched to within path length differences smaller

than 25 µm by the device manufacturer. The electrical cable lengths were matched to

within a few millimeters and identical detectors were used. While parameters such as

fiber- or electrical cable length can be adjusted, this can be very impractical, especially

for millimeter-scale changes. Other parameters such as the overall frequency response

of the detectors, electrical cables and data acquisition card cannot be adjusted. Again,

numerical adjustments in post-processing are advantageous.

Using the calibration vectors presented in Fig. 9.3, the corrected complex signal was then

reconstructed for each position. Figure 9.4 illustrates the resulting real and residual peaks

for a few peaks and compares the result of (a) standard processing (no complex recon-

struction), (b) direct reconstruction of the complex signal, S̃ = S ′I + i · S ′II , (c) calibrated

reconstruction of the complex signal (this method), S̃ = S ′I + i · S ′Q. Figures 9.4(a-c) depict

mirror peaks obtained with coherent averaging, while (d) shows the calibrated complex

reconstruction applied to measurements without coherent averaging. Visualization 1 in

the supplementary materials (see Ref. [390]) presents an animated version of Fig. 9.4,

with the results at all 311 measured positions (at both positive and negative positions).

After complex signal reconstruction, the mirror artifact extinction coefficient was com-

puted as the ratio of the peak height of the real peak over that of the residual mirror ar-

tifact. The comparison of Figs. 9.4(b) and (c) highlights the improvement obtained from

performing a proper calibration of the passive demodulation circuit. Indeed, only ap-

proximately 20 dB of mirror artifact reduction is achieved without it. With our method,

extinction exceeding 60 dB is achieved up to over 15 mm away from zero-delay. Beyond

this range, performance gradually levels off to slightly below 50 dB. It is also interesting

to observe that the proposed method fully preserves the peak shapes across the entire

imaging range. In Fig. 9.4(d), we can observe that the achieved performance is sufficient

to completely suppress the mirror artifact for standard operation of the system, where

coherent averaging is not utilized. Finally, it is interesting to note that the complex sig-

nal reconstruction results in a signal gain of 6 dB. This gain is observable in Figs. 9.4(b)

and (c) compared to Fig. 9.4(a) and can be explained by the fact that all the energy of

the mirror peak is returned to the real peak. However, this gain is partially offset by an

increase in the noise floor level of 3 dB, due to the incoherent addition of the noise in the
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Figure 9.3 Correction vectors extracted using the proposed method. (a) Spatial amplitude
ratio, (b) spatial phase offset, (c) chromatic amplitude ratio and (d) chromatic phase offset.
Blue and red arrows in (b) indicate erroneous values at zero-delay and at the edge of the
vector respectively.
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Figure 9.4 Validation of the calibration protocol using mirror peaks a various locations
across the imaging range. (a) Baseline with no complex signal reconstruction. (b) Direct
reconstruction of complex signal from measured signals with no correction to signals. (c)
Reconstruction of complex signal with proposed method. (d) Reconstruction of complex
signal with proposed method applied to a single A-line (i.e., the signal without coherent
averaging as it would be acquired in standard operation of the OCT system).
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two channels. Again, this increase in the noise floor is observable in Figs. 9.4(b) and (c)

compared to Fig. 9.4(a). This effect is more noticeable in Fig. 9.8, where the background

of the images processed with standard OCT processing (left column) is darker than those

processed with some form of complex reconstruction (middle and right columns).

Figure 9.5 Extinction ratio at all 311 mirror positions. Optimal imaging range defined as
± 15. Data corresponds to day 1 in the time series presented in Fig. 9.7. The data points
corresponding to zero-delay and one point on either side were omitted.

The exact extinction ratio achieved at each position is presented in Fig. 9.5. In this figure,

we distinguish between the ± 15 mm range, where high performance is achieved, and

the full imaging range. Two factors can explain the dip in performance around zero-

delay. The first effect is an actual loss in performance very close to zero-delay. This can be

attributed to the fact that the depth-dependent correction parameters cannot be measured

directly at zero delay due to the fitting instabilities described in the previous section.

Therefore, the values close to zero-delay are obtained through interpolation, potentially

resulting in minor inaccuracies. The second effect is the overlap between the region’s real

and residual mirror peaks. In this scenario, the side lobes of the PSF of the real peak

will contribute to raising the residual peak, thereby reducing the extinction ratio. The
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drop in extinction performance on the sides of the imaging range (i.e., in the zone outside

of the optimal imaging range) can be explained in a similar manner. It can be observed

in Fig. 9.4 that the noise floor is not constant for all peak positions. The sides of the

sub-figures show that the noise floor level varies by up to 25 dB, both in the averaged

and non-averaged cases. For a constant residual peak height relative to the noise floor,

raising the latter will effectively reduce the extinction ratio by the same amount. This

observation suggests that the dips outside of the optimal range in Fig. 9.5 are artificial

and that the proposed method works almost equally well across the entire imaging range.

This position-dependent noise floor is not caused by either the proposed method or the

coherent averaging. Indeed it is visible in Fig. 9.4(a) that the effect also appears in A-lines

processed without our method. Furthermore, the effect is also apparent in Fig. 9.4(d),

where no coherent average was applied. Finally, we note that, for all practical intents

and purposes, the achieved extinction is suitable for standard imaging because even the

reduced performance on the edges effectively removes the mirror artifact for standard

operation of the OCT system (see Fig. 9.4(d)).

9.4.2 Fit stability analysis

We also investigated the stability of the proposed method against the density of the axial

sampling (i.e., the number of measurements used in the calibration). Figure 9.6 presents

the achieved extinction ratios for different numbers of measurements in the form of a

swarm chart, in which each point corresponds to the extinction ratio at one mirror posi-

tion. In this figure, the data points included in the optimal range are blue, while those

outside are orange. The full imaging range includes both types of points. Finally, for

each cluster, the relative occurrence of extinction ratios is encoded into the width of the

point cloud. As such, a wider cluster indicates a higher number of data points close to

a certain extinction ratio. The x-axis denotes the axial spacing between mirror positions

used to perform the calibration. Increasing this spacing leads to a reduction in the num-

ber of measurements used in the calibration. All 311 positions were evaluated to assess

the resulting performance. It is apparent that increasing the sampling density (smaller

sampling interval) leads to higher extinction ratios, particularly for the optimal range.

However, the gain associated with very dense sampling may not be worth the increase

in measurement time and complexity, especially if the calibration protocol needs to be

repeated over time. Another visible effect is that, as the number of data points decreases,

more data points from the optimal range (blue points) appear far below the main cluster.

In this instance, these points correspond to the central dip seen in Fig. 9.5. The exper-
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imental system used in this work presented a significant feature close to zero-delay in

the depth-dependent amplitude and phase parameters (βz and ∆φz), which was not ad-

equately captured when sampling density was too low. To address this, it is possible to

use non-uniform sampling and acquire additional measurements at axial positions where

features are present. The method’s robustness to non-uniform axial sampling is advanta-

geous as it simplifies the measurement protocol, especially if performed manually rather

than with a motorized translation stage.

Figure 9.6 Performance of the calibration method vs. axial interval (i.e., the inverse of
axial sampling). Decreasing number of sampling points used for calibration, from left to
right, corresponding to 311, 155, 78, 39, 31, and 15 axial positions respectively. Average
over full imaging range includes data points both in- and outside of optimal range.

9.4.3 Temporal stability analysis

Finally, the temporal stability of our method was assessed to verify how long a set of

correction vectors would produce high mirror artifact extinction. Identical datasets of

311 measurement points were acquired over a period of 10 days. Figure 9.7 illustrates

three different calibration strategies: (a) full calibration performed every day, (b) calibra-

tion parameters extracted on the first day were used at all subsequent time points, and

(c) depth-dependent parameters calculated on the first day and chromatic parameters re-

calculated every day. Figure 9.7(b) shows that performance degrades over time across the

entire imaging range. This gradual loss of performance is likely due to the sensitivity
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of the demodulation circuit to environmental changes such as temperature and humid-

ity, as well as perturbations of the system from vibrations or manipulations during mea-

surements. In line with findings reported by Siddiqui et al. [386], we observed that the

depth-dependent vectors were very stable in time, while the chromatic vectors presented

more significant variations. As such, it may be sufficient to re-compute the chromatic

parameters only, rather than performing the complete calibration method. This implies

using βz and ∆φz from day one or, in other words, skipping step 3 in the procedure (see

Fig. 9.2). Figure 9.7(c) illustrates that this strategy performs only slightly worse than

applying the entire procedure, even after ten days. Such a strategy is particularly inter-

esting as it does not require a large number of measurements. Indeed, assuming that the

depth-dependent vectors are still correct, only a single measurement at any axial position

is necessary to measure the chromatic parameters. In practice, we recommend acquir-

ing a few measurements and averaging the extracted βk and ∆φk vectors. This approach

would still require significantly fewer measurements than the full protocol and can be

performed quickly prior to other measurements. Moreover, as seen in Fig. 9.7(b), even

without frequent calibration of the system’s correction parameters, an extinction ratio of

the mirror artifact peaks of ≥ 40 dB is consistently achieved, which may be sufficient for

specific applications. Isolating the optical hybrid and photodetectors from environmen-

tal perturbations and immobilizing optical fibers are good practice measures that should

improve the stability of the correction parameters over time.

9.4.4 Imaging

Once calibration is performed, correction vectors can be applied to measured data fol-

lowing Eqs. 9.12 through 9.14. To demonstrate this, we imaged a roll of tape at different

axial positions. The images resulting from standard OCT processing, direct complex sig-

nal reconstruction, and calibrated complex signal reconstruction (from left to right) are

shown in Fig. 9.8. The different images were acquired by changing the length of the ref-

erence arm so as to maintain the sample in focus. As expected, the images of the tape

roll are doubled in the left column (no correction). In the central column (direct complex

reconstruction) the mirror artifact is attenuated, but not fully removed. The last column

of images on the right shows removal in excess of 45 dB (limited by the dynamic range)

obtained with our method (calibrated complex reconstruction), which effectively removes

the mirror artifact across the entire imaging range. The extinction of the mirror artifact

peaks can also be observed directly in the A-line plots. The insets in the first row of im-

ages present a zoomed in view of the tape layers and demonstrate that the axial resolution
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Figure 9.7 Stability of mirror artifact extinction ratio over time. (a) Full calibration (RF
and chromatic vectors) performed daily (baseline). (b) Calibration vectors (RF and chro-
matic) calculated on day 1 and used for all subsequent time points. (c) RF calibration
vectors calculated on day 1 and used for all subsequent time points & chromatic calibra-
tion parameters re-calculated every day. Average over full imaging range includes data
points both in- and outside of optimal range.
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of the images is not affected by the reconstruction of the complex signal.

While the calibration protocol may require some time to complete, the correction of the

quadrature signal and reconstruction of the complex signal is compatible with real-time

imaging applications. Indeed, real-time reconstruction can be achieved at relatively low

computational cost as it requires only two additional FFTs on one of the two channels

and a few simple arithmetic operations. Furthermore, this cost may be mostly offset by

the gain made in numerical dispersion compensation, typically performed by multiply-

ing the signal with a complex phase vector, which also requires two additional FFTs to

compute the complex analytical signal from the measured, real signal [305]. In this in-

stance, the calibrated reconstructed signal can be directly multiplied by the dispersion

compensation vector. Lastly, to minimize the computational cost in real time application,

it is recommended to pre-compute and store in memory several recurring factors such as

βze
i∆φz in Eq. 9.12 as well as βk/ sin∆φk and cos∆φk/ sin∆φk in Eq. 9.13.

9.5 Conclusion

In this work, we have described and demonstrated a calibration procedure enabling the

numerical correction of imperfect quadrature signals obtained from a passive demodula-

tion circuit. We first outlined a theoretical description of the interference signal produced

by a non-ideal demodulation circuit. We then showed that non-ideal behaviors, including

chromatic and depth-dependent components, can be summarized into two phasors, one in

the wavelength-domain and one in the spatial domain. Both these phasors can be directly

measured from mirror measurements at different positions in the imaging range. Once

measured, these parameters can be used to correct the measured signal and accurately

reconstruct the complex interference signal, resulting in high mirror artifact extinction

across the entire imaging range. Furthermore, we investigated the method’s stability in

time and with respect to axial sampling. We found that dense sampling is beneficial, but

only marginally. As such, it is possible to limit the number of sampling points to main-

tain a reasonable experimental load. Similar to prior art, we found that performance does

degrade over time and that this is primarily due to variations in the chromatic error. As

such, it is possible to re-measure only the chromatic correction vectors to maintain high

performance over a longer period of time without having to repeat the complete proce-

dure.

The proposed method’s effectiveness, robustness, and experimental simplicity are also in-

teresting because they open the door for the use of imperfect demodulation circuits to
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Figure 9.8 Images of a roll of tape at different axial positions. From top to bottom: after,
overlapping with, and before zero-delay, respectively. From left to right for each row:
standard processing with no complex reconstruction, direct complex reconstruction with
no corrections to measured signals, and calibrated complex reconstruction (this method).
Scale bars are equal to 5 mm. Dynamic range was purposefully fixed to [30,90] dB to
enable the visualization of residual mirror artifacts. The plots on the right side depict
the A-lines along the red dashed lines in each row of images. The insets in the top row
provide a zoomed in view of the tape layers.
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achieve FR-OCT. In particular, broadband N ×N fiber couplers, which are exceedingly

hard to manufacture with precisely matched outputs, may become a viable alternative

to polarization-based demodulation circuits. Numerical correction of their imperfections

may simplify manufacturing and thereby reduce component costs. Fiber-based demodu-

lation comes with all the advantages of fiber optics, including robustness to vibration and

other perturbations, laser safety advantages, and compactness. Furthermore, doubling

the imaging range may also be beneficial in endoscopy systems as it would grant greater

flexibility regarding the total fiber length of probes. It may also assist in moving unde-

sirable back-reflections from micro-optics such as GRIN lenses from the useful imaging

range. The extended imaging range can also be used for spatially multiplexed OCT appli-

cations in which several scans are acquired simultaneously, to increase overall acquisition

speed. Finally, doubling the imaging range through FR-OCT rather than through increas-

ing the sampling frequency and using sources with long coherence lengths provides more

flexibility during system design. All these benefits may encourage the adoption of FR-

OCT systems in clinical and industrial applications. Outside of the realm of OCT imag-

ing, this method could also be of high interest for quadrature phase-shift keying (QPSK)

demodulation in telecommunication systems using multiple wavelength channels per op-

tical fiber.

9.6 Appendix

9.6.1 Accuracy requirement for complex signal reconstruction

Consider SI and SII , the two simplified signals in quadrature with slightly different am-

plitudes, AI (k) and AII (k), and a small phase offset, δφ(k), as described by Eqs. 9.16:

SI (k) = AI (k) · cos(2k∆z)

SII (k) = AII (k) · sin(2k∆z+ δφ(k)).
(9.16)

The complex signal, S̃, can be obtained following Eq. 9.17:

S̃(k) = SI (k) + i · SII (k). (9.17)

By substituting Eq. 9.16 into Eq. 9.17 and applying several trigonometric identities it is

possible to evaluate the impact of the amplitude and/or phase offsets. For example, in the

event where the signal are phase-matched (δφ = 0), but vary in amplitude (AI , AII ), the
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complex signal becomes:

S̃(k) = AI [cos(2k∆z) + i · sin(2k∆z)] + (AII −AI ) · i · sin(2k∆z)

= AIe
i·2k∆z︸    ︷︷    ︸

complex signal

+(AII −AI ) · i · sin(2k∆z)︸                       ︷︷                       ︸
residual peak

. (9.18)

Similarly, when the signals are equal in amplitude (AI = AII = A) but there exists a small

phase offset (δφ , 0), the complex signal becomes:

S̃(k) = Acos(2k∆z) + i ·Asin(2k∆z+ δφ)

= Acos(2k∆z) + i ·A
[
sin(2k∆z)�����:1

cos(δφ) + cos(2k∆z)�����:δφ
sin(δφ)

]
= Aei·2k∆z︸  ︷︷  ︸

complex signal

+ i · δφ ·Acos(2k∆z)︸                 ︷︷                 ︸
residual peak

.

(9.19)

In both instances, the magnitude of the residual signal is directly proportional to the dif-

ference in the amplitudes or to the phase offset. As such, in order to achieve the target 60

dB of mirror artifact extinction, the accuracy of the quadrature signal must be ≤ 0.1% both

in amplitude and phase. Such stringent accuracy requirements are extremely difficult, if

not impossible, to achieve with standard electrical and optical components, especially

when considering their chromatic behavior. As a result, some form of signal processing

and associated system calibration are unavoidable for successful passive demodulation.

9.6.2 Derivation for quadrature correction

Equation 9.5 which derives the perfect quadrature relative to SI can also be derived geo-

metrically. Figure 9.9 illustrates how the ideal quadrature signal, SQ, can be re-constructed

from a linear combination of the two measured signals, SI and SII . As such, SQ can be ex-

pressed as:

SQ = a · S⃗II − b · S⃗I , (9.20)

where the values of a and b can be derived trigonometrically, using ∆φ and β which can

be extracted from measurements as detailed in the main body of this paper. As such, we

arrive at:
a · |SII |sin∆φ = |SI |,

a · |SII |cos∆φ = b · |SI |.
(9.21)
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Solving for a and b:

a =
|SI |
|SII |

1
sin∆φ

=
β

sin∆φ
,

b =
a · |SII |cos∆φ

|SI |
=

cos∆φ
sin∆φ

.
(9.22)

Finally inserting Eq. 9.22 into Eq. 9.20 we arrive back at Eq. 9.5:

S⃗Q =
β · S⃗II − cos∆φ · S⃗I

sin∆φ
. (9.23)

It is interesting to note that this equation can be used to reconstruct the ideal quadrature

signal from any two measured signals that are related by a phase delay of ∆φ. In this

paper, we use input signals that are offset by approximately π/2, and already close to the

ideal quadrature. However, the same analysis could be performed with signals with a

different phase delay, such as 120◦ as would be obtained with 3x3 optical fiber couplers.

We expect that good results should be obtainable with this method as long as ∆φ remains

far from 0 and π and β is relatively close to 1.

Figure 9.9 Geometric interpretation of Eq. 9.5
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CHAPTER 10 GENERAL DISCUSSION

10.1 Achievement of research objectives

This thesis explores the development of novel implementations of multimodal endoscopic

systems combining OCT with reflectance spectroscopy methods. In Chapter 1, several

specific research objectives were outlined to achieve this goal. Below, the fulfillment of

each research objective is discussed, and the key insights are summarized. Furthermore,

context is provided about how the chapters of this dissertation relate to each other and

ongoing and future research.

10.1.1 System development

Chapters 3–5 of this thesis presents three different implementations of bench-top systems

combining OCT with some manner of spectral imaging (Chapters 3, 4 and 5). Each of

these chapters represents a different attempt at accomplishing the first specific objective

of this thesis: the development of a proof-of-concept, bench-top, multimodal imaging

system. Developing these bench-top systems aims to identify, test, and validate hardware,

software, and optical strategies that may then be transferred to endoscopic devices and

implemented in vivo.

One of the core strengths of the systems presented in this thesis is their use of optical

fibers and specialty fiber components. This significantly enhanced the robustness of each

system, simplifying their use and transportation when necessary. Such qualities are es-

sential to eventually translate the systems out of the laboratories and into a clinical set-

ting. The use of specialty fibers and fiber components, such as double-clad fiber, double-

clad fiber couplers, fiber-based wavelength division-multiplexers, and wideband multi-

mode circulators, simultaneously replaced many free-space optical components, which

are prevalent in previous literature, and enhanced the multimodal capabilities of the sys-

tems by providing alignment-free co-registration of the combined modalities. In Chap-

ter 3, we demonstrated for the first time the use of a DCFC for combined OCT and hy-

perspectral imaging and validated the feasibility of collecting broadband light through

the inner cladding without disrupting the OCT signal. However, in Chapter 3, the broad-

band illumination was external to the system, which led to a low resolution for the HSI

channel. In Chapter 4, we investigated internal illumination for the spectroscopic chan-

nel by combining the OCT and VIS illumination in the core of an SMF28 through the use
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of a fiber-based, broadband wavelength-division multiplexer. VIS illumination through

the DCF core resulted in multimode propagation, which led to reduced lateral resolu-

tion compared to diffraction-limited operation with single mode illumination. Moreover,

it is difficult to estimate the theoretical spot size for multimode illumination because it

depends on the launch conditions into the fiber, which was not assessed at the time. How-

ever, it is essential to note that despite sub-optimal lateral resolution with the VIS wave-

lengths, high-resolution imaging was still achievable, as depicted in Fig. 4.5. Moreover,

the achieved resolution was approximately equivalent to that of OCT, preventing either

technique from being over/under-sampled. Similar results are expected when using the

system combining OCT and iSFR presented in Chapter 5, although the reflective scanner

head will remove the contribution of chromatic aberrations. Using a WDM introduced

distortions to the OCT signal in the form of a dispersion mismatch. However, this is-

sue was addressed by developing a simple and quick calibration protocol, as outlined in

Chapter 8, which allowed the recovery of optimal axial resolution for OCT in Chapter 4.

Currently, in the project presented in Chapter 5 and ongoing projects introduced briefly in

the following sections, we are investigating the use of wideband multimode circulators.

These devices allow simultaneous injection and collection through the multimode port

of bi-directional DCFCs and may hold the key to extending the multimodal capabilities

of DCFC-based systems even further. As such, the objective of developing and validating

novel fiber-based methods for multimodal imaging described in research objective 1.1 can

be considered fully accomplished.

System engineering was a crucial part of the work presented in this thesis. Concepts such

as data acquisition, data processing, synchronization, and control of the various subsys-

tems within each imaging setup were essential to obtain high-quality multimodal data.

Moreover, achieving optimal performance in each area was vital in determining the via-

bility of different implementations for adaptation into endoscopic applications. For ex-

ample, it is vital to evaluate signal-to-noise and signal-to-background ratios as a function

of acquisition rate to determine whether the spectroscopic imaging technique can keep

up with the high acquisition speed of OCT. Indeed, sequential acquisitions are not fea-

sible in endoscopic applications as the probe will inevitably move (on the scale of the

system’s resolution). In Chapter 4, the VIS illumination was performed with modulated

laser sources to overcome the speed limitation associated with the spectrometers and ac-

quisition at a 16 kHz pixel rate. The sinusoidal modulation allowed the multiplexing of

multiple laser sources without requiring complicated synchronization while using a sin-

gle fast photodetector. However, the internal illumination proposed in Chapter 4 has the

drawback that the choice of optics to focus the beam onto the sample can significantly im-
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pact the signal quality through backreflections and chromatic aberrations. While in the

bench-top systems presented in Chapters 3 and 4 these aberrations were not prohibitive,

in endoscopic probes, they dramatically reduce the viability of specific optical designs, as

demonstrated through simulations in Chapter 6. This led to the development of the all-

reflective system presented in Chapter 5, which bypasses all concerns of backreflections

and chromatic effects. In light of these advances in system design and optical engineering,

research objective 1.2 can also be considered fulfilled.

Finally, research objective 1.3 pertains to the investigation of different spectral imaging

techniques for combination with OCT. In this thesis, we propose three such combinations:

one with hyperspectral imaging (Chapter 3), one with multispectral imaging (Chapter 4),

and one with a scanning variant of single fiber reflectance spectroscopy, dubbed imaging

SFR (Chapter 5). However, it is important to realize that the three configurations dif-

fer only in the illumination/collection geometry and the resulting propagation regime of

the collected photons. In Chapter 3, illumination is external resulting in the collection

of diffuse photons, while in Chapters 4 and 5 the internal illumination results combined

with cladding detection results in the collection of sub-diffuse photons. Both propaga-

tion regimes are relevant for biological imaging as they are respectively more sensitive

to different optical properties [391]. For instance, sub-diffuse imaging is highly depen-

dent on the scattering phase function, whereas diffuse imaging is less so. Diffuse imaging

also provides information from much deeper in the sample (on the scale of millimeters),

while sub-diffuse propagation is restricted to the most superficial layers (on the scale of

hundreds of microns). A potential weakness in the presented research is that the more

recent bench-top systems (as well as the endoscopic probes) rely primarily on sub-diffuse

measurements and less on diffuse ones. Color reconstruction, a central theme in Chap-

ter 4, could benefit from diffuse measurements as they more closely resemble the light

perceived by our eye during color vision. While it is demonstrated in Chapters 4 and 5

that color reconstruction is feasible with internal illumination in certain instances, the

general case requires advanced modeling to extract optical properties and subsequently

perform forward light propagation simulations to determine the color as the human eye

would perceive it. The difference between the two propagation regimes is also apparent

in the quantitative comparison of the experimental and theoretical values for the color

and spectral reflectance values presented in Figs. 4.7 and 4.6, respectively. Indeed the

theoretical values were obtained in a diffuse regime using integrating spheres, while the

experimental data was collected in the subdiffuse regime. More accurate characteriza-

tion of the reference samples will be necessary in the future. In the spirit of multimodal

imaging, it would be interesting to acquire measurements in both propagation regimes to
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determine if there is, in fact, an added value. Beyond spectroscopic imaging, incorporat-

ing other modalities such as autofluorescence or fluorescence lifetime imaging will also be

highly relevant. Nonetheless, the target imaging modalities were investigated thoroughly

in terms of spectral range and illumination/collection geometry, and research objective

1.3 can be deemed completed.

10.1.2 Endoscopic probes

Research objective two revolves around developing two different types of endoscopic

probes. The first is GRIN-based (objective 2.1), and the second is the all-reflective capsule

(objective 2.2). Chapter 6 presents a GRIN-based TCE and functioning OCT imaging.

Through simulations and preliminary experiments, we found that GRIN-based designs

offered limited performance for multimodal imaging due to chromatic aberrations and

backreflections. This design was quickly abandoned in favor of the reflective TCE. One

shortcoming of our approach is that we only investigated a simple GRIN design when

other solutions existed, such as ball lenses or micro-lenses. GRIN lenses were favored for

their technical simplicity and low cost, but assessing other solutions through simulations

may have been worthwhile. In Chapter 7, we present the first prototype of an all-reflective

TCE (RTCE). The great advantage of this design is that it offers achromatic performance

across the entire VIS/NIR spectral range and is intended for operation with DCF. In prin-

ciple, the RTCE can be used with any DCFC-based multimodal system, provided they

are matched in terms of sample space numerical aperture. The lack of flexibility of the

RTCE in terms of NA is its major limitation. The NA of the device may be fine-tuned

by changing the focal lengths of the ellipsoidal mirror, but only within a finite range due

to geometrical constraints. The achievable NA ranges between 0.01 and 0.03 approxi-

mately, with the device presented in Chapter 7 at NA=0.02. This limits the viability of

certain higher-resolution techniques such as confocal microscopy, micro-OCT, or multi-

photon techniques. Another limitation of the proposed RTCE design is the high cost and

complexity of the device. However, these factors are offset by the fact that the RTCE is

reusable. While the number of uses has not been thoroughly evaluated yet, we expect it

to be at least 5-10 times, which would bring the cost per use of the endoscope down to

values comparable to or below that of commercial, single-use OCT catheters. Although

these considerations are less relevant from a scientific perspective, they are essential for

the eventual commercialization of the device and the complete system, which represents

one possible path to large-scale clinical trials in humans. Despite the limitations listed

above, the RTCE remains highly promising for multimodal esophageal endoscopy and an
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exciting research avenue for the coming years. As such, we consider research objective 2

fully accomplished.

10.1.3 Signal analysis and processing

Research objectives 3.1–3.3 are centered around developing the necessary algorithms for

the optimal operation of the proposed multimodal systems and analysis of the result-

ing data. In Chapter 8, we demonstrate a calibration procedure for k-linearization and

dispersion compensation: two critical steps in the standard OCT processing pipeline.

This methodology’s development was essential in this thesis’s context because the multi-

modal systems were often altered and, therefore, required frequent re-calibration. More-

over, specialty fiber components may introduce dispersion mismatches in the OCT signal,

which can be challenging to correct other than with numerical methods. The proposed

method is highly robust and efficient as it requires only two simple measurements of mir-

ror surfaces. It was applied successfully to nearly all systems presented in this thesis,

including the RTCE. Research objective 3.1 is therefore fully attained.

The method outlined in Chapter 9 enables high-quality, full-range OCT using passive

quadrature demultiplexing. Full-range OCT is relevant for the development of endo-

scopic devices because it avoids having signals from interfaces inside the endoscope be

folded back into the main imaging range. Such folded images reduce the overall useful

imaging range and may degrade the image if the proper length adjustments are not per-

formed (when switching endoscopes, for example). We are currently investigating the use

of features on the glass window of the TCE as markers for the correction of rotational

distortions. As such, the window must be located within the useful imaging range, fur-

ther reducing the space available for the sample. With full-range OCT, the useful imaging

range is doubled, providing more space for the glass window and the sample. Addition-

ally, the extended imaging range slightly relaxes the tolerances on the total optical path

length of the endoscope. Beyond its use in endoscopic applications, this method is related

to the ongoing development of novel fiber-based optical hybrids. Indeed, the specifica-

tions required for calibration-free, full-range OCT are nearly impossible to achieve with

fiber-based optical hybrids. Therefore, the proposed calibration method is necessary for

deploying such optical hybrids in OCT systems. In Chapter 9, we implement the method

successfully in a bench-top system at 1500 nm. In principle, the method should not be in-

fluenced by a change in spectral range or switching over to an endoscopic system. While

we are confident that the proposed procedure will work, this remains to be validated

experimentally. As such, we consider objective 3.2 only partially complete but have iden-
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tified a pathway to allow experimental validation in the near future.

The final research objective (3.3) pertains to the development of light propagation models

that enable the extraction of optical properties from the non-contact spectroscopy meth-

ods presented in Chapters 3–5, as well as analysis methods utilizing both spectroscopic

and OCT data. Through the projects described in this thesis, we concluded that a strong

connection exists between the signal measured with double-clad fibers and those mea-

sured with single fiber reflectance spectroscopy. Indeed, the different implementations

described here effectively project the surface of the DCF onto the sample. This results in

an equivalent fiber size and NA for illumination and collection in sample space, which is

a sufficient parametrization for modern SFR models [230,241–243]. However, these mod-

els assume a single fiber geometry which is not respected in the case of core illumination

with a DCF. As such, the models must be adapted to account for the difference in geome-

try. This research is ongoing but has not yet yielded any useful analysis of existing data.

Another important aspect to consider in non-contact spectroscopy is the presence of glare.

Glare refers to the specular reflections off of a surface with a certain unknown efficiency

factor due to surface roughness, orientation, and optical properties. As this light has not

interacted with the sample, it does not carry any useful information and obscures the sig-

nal of interest. Glare effects can be clearly visualized in Fig. 4.8(B), where they appear as

brighter spots. The proportion of glare within the signal collected at each pixel is difficult

to determine and influences the recovered spectroscopic information. One way the OCT

and spectral data may be combined is by using the OCT signal, which can discriminate

the origin of a signal based on depth, to determine the relative amount of glare vs. signal

that has interacted with the sample. As such, we are exploring several ways in which OCT

and spectral datasets may be used together. However, none of these initiatives have been

completed yet. Objective 3.3, therefore, remains incomplete as of yet.

10.2 Advantages and limitations of proposed methodologies

10.2.1 Modularity

One key trait shared by the systems presented in this thesis is their modularity. They rely

on a common base composed of the DCFC and a combiner that couples both light sources

into the core of an SMF28 and on interchangeable illumination and detection modules.

For example, in Chapter 4, the combiner is a fiber-based WDM, the illumination is a

multi-laser device and the detection unit is a single fast photodetector. In Chapter 5, the

combiner is a free-space system, the source is a supercontinuum laser, and the detection
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unit is composed of two spectrometers. Without oversimplifying the complexity of system

design, this modularity can be exploited to achieve an accelerated turnaround in devel-

oping multimodal systems. This is also relevant in clinical validation because it implies

that a system can be retrofitted to accommodate the additional modality with minimal

influence on the rest of the system. As such, rather than developing several complete

systems that combine OCT with all the possible modalities, it would be possible to con-

struct several independent modules that could be rapidly switched in or out depending

on the requirements at the time. While this would not achieve true sub-pixel level co-

registration between all the modalities, the modular approach would significantly reduce

the complexity of combining all illuminations and demultiplexing the signals before or

after detection.

10.2.2 Lack of clinical experience

Aside from the technical difficulties and limitations encountered during the develop-

ment of the proposed systems, there is one significant shortcoming in the overall research

methodology: the lack of clinical data and experience. While the project presented in

this thesis is centered around technological and scientific development and not clinical

translation, biological data is essential to obtain representative performance data and to

identify relevant biological features. While OCT has already been extensively studied

in the esophagus and feature atlases have been developed, no such database of features

exists for other modalities such as iSFR, multispectral imaging, or fluorescence imaging.

In particular, considering the speed limitations of spectrometers as seen in Chapters 3

and 5, it is likely that a clinical system will operate with multispectral illumination, as

demonstrated in Chapter 4. As such, it is relevant to establish if multispectral illumina-

tion is sufficient to obtain significant insight into tissue physiology and if this is the case,

which wavelengths should be used. Fortunately, the ultra-broadband system presented

in Chapter 5 was designed with this purpose in mind. However, a bench-top system will

likely be limited to excised tissue, especially in the case of esophageal imaging. As such,

several relevant physiological and molecular markers, including tissue perfusion or blood

oxygenation, will not be accessible. Therefore, the further development and certification

of endoscopic probes such as the RTCE presented in Chapter 7 are also essential to grant

access to in vivo data.
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10.3 Ongoing & future research

10.3.1 Modeling light-tissue interaction in iSFR

The systems in this thesis present spectroscopic imaging of a variety of samples. In most

cases, this information is depicted as a reflectance map. However, reflectance alone is

not the best tool for biochemical analysis as it also depends on the imaging geometry and

not exclusively on the molecular composition of the sample. As such, modeling becomes

an essential step in separating the contributions of the imaging geometry from that of

the sample optical properties. As explained in Chapter 2 and illustrated in Fig. 2.13,

the imaging geometries of the systems presented in this thesis closest resemble that of

SFR measurements, albeit in a non-contact way. As such, we are currently in the process

of adapting existing SFR models to the iSFR geometry. A key detail is that SFR measure-

ments typically require at least two fiber sizes to obtain stable and reliable data. However,

this problem may be overcome through the use of double-clad fiber. By performing two

measurements, one with core illumination and one with cladding illumination, we hope

to emulate multi-diameter SFR measurements with a single fiber. We are currently in-

vestigating the feasibility of this approach through extensive Monte Carlo simulations of

a wide variety of optical properties. We hypothesize that if the propagation of the de-

tected photons is sufficiently different between core and cladding illumination, then the

two illumination modes may provide equivalent information to MDSFR.

Another interesting research avenue is the use of the OCT signal to sense the position

of the sample relative to the focal plane. Such considerations are important because,

in non-contact measurements, the surface of the sample may not always be in the exact

same location, as illustrated by Fig. 4.8. Such depth variations may reach up to several

millimeters while remaining in the OCT field of view, and can lead to differences in the

iSFR signal by changing the illumination and collection spot sizes (see Fig. 7.7 for example

values). As such, it will be important to incorporate the relative position of the sample

surface into the models mentioned above.

This research offers two interesting potential outcomes. The first is the development of

valid models for iSFR, which could then be incorporated into bench-top and endoscopic

systems and used to extract quantitative maps of optical properties. The second is the

potential improvement of conventional SFR measurements by removing the need for a

second fiber. The technical implementation of the two illumination modes is made pos-

sible by using a novel fiber component called a wideband multimode circulator (WMC)

and bi-directional DCFCs (discussed below).
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10.3.2 Wideband multimode circulators in SFR and iSFR

As their name implies, wideband multimode circulators are multimode devices that act

similarly to SM circulators in that they transfer light selectively from one port to the next

(i.e., 1 −→ 2 and 2 −→ 3). However, these devices are composed of larger multimode fiber and

have a considerable spectral bandwidth, ranging from 400–1600 nm. In iSFR, they can be

implemented as presented in Fig. 10.1(A) to enable imaging with cladding illumination.

The initial setup is the OCT+iSFR system presented in Chapter 5. Cladding illumination

using the WMC allows for significantly simplified and higher light throughput, although

at the cost of lateral resolution as illustrated in Figs. 10.1(B) and (C). Aside from the po-

tential MDSFR measurements discussed previously, cladding illumination could also be

used for high-speed acquisition, where signal levels may be too low with core illumina-

tion.

Figure 10.1 Reflectance imaging using cladding illumination with a WMC. (A) Changes
implemented in the setup from Chapter 5 to incorporate the WMC, indicated by the red
arrow. (B) iSFR image of a ColorChecker target with core illumination. (C) iSFR image
of the same target with cladding illumination. Signal collection is performed through the
cladding in both cases.

Another implementation of the WMC that we are currently exploring is in an improved
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experimental setup for conventional SFR measurements, illustrated in Fig. 10.2. Cur-

rently, SFR systems rely on bifurcated fibers to transport light from the source to the

sample and then from the sample to the spectrometer. However, bifurcated fibers present

a high sensitivity to modal content and fiber bends due to their asymmetry, which can

distort the measured signal. On the other hand, multimode circulators are modally insen-

sitive and more robust to experimental conditions. The improved SFR setup also includes

a supercontinuum source rather than the usual lamps and a so-called reference arm to

simultaneously measure signal variations due to bend losses (not shown). We hope to

achieve improved measurement stability and speed for enhanced reliability in a clinical

setting through these modifications.

Figure 10.2 Schematic representations of SFR setups. (left) current implementation with
a bifurcated fiber and (right) proposed setup with a WMC.

10.3.3 Tethered capsule endoscopy platform & clinical translation

Despite encouraging results, the tethered capsule endoscope presented in Chapter 7 is

still at a prototype stage, and many more steps are required before it can be used in hu-

man trials. Obtaining certification for human use will be at the center of our priorities

in the coming years. This includes verifying aspects such as toxicology, stress testing,

electrical safety, and developing clinical protocols. As described in Chapter 7, the cap-

sule itself was developed with versatility in mind such that it can be used for various

combinations of modalities, including OCT, iSFR, MSI, fluorescence imaging, and laser

marking or ablation. It is essential to keep this versatility in mind during the certifica-

tion process such that it must not be repeated for each combination of techniques. In
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this way, we can leverage the modular nature of the systems and adopt a platform ap-

proach with interchangeable illumination/excitation and detection units, as depicted in

Fig. 10.3. Moreover, all changes will occur on the proximal end of the system, which will

not impact the endoscopic probe and its interaction with the patient. This will enable a

single clinical system to perform highly multimodal imaging, perhaps even within a sin-

gle patient, to assess the diagnostic potential of all modalities individually and combined.

We will also endeavor to overcome the significant lack of biological data discussed previ-

ously by performing ex vivo esophageal imaging and potential animal studies. Obtaining

OCT and spectroscopic data correlated to histology is critical to achieving optimal in vivo

performance and simply knowing what to look for.

Figure 10.3 Schematic representation of the proposed multimodal imaging platform cen-
tered around the RTCE.
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CHAPTER 11 CONCLUSION

11.1 Summary of works

Over the last 30 years, optical coherence tomography has shown tremendous promise

in a wide variety of endoscopic fields, thanks to its ability to resolve the microscopic

architecture of tissue in 3D. However, its application to various fields has been hampered

by the development of specialized endoscopes and the intrinsic limits of the technique in

terms of contrast. In this thesis, I worked towards overcoming both of these challenges by

developing an endoscopy platform for multimodal optical coherence tomography in the

esophagus.

Firstly, I investigated the combination of OCT with different spectroscopic techniques

to overcome the limited molecular contrast achievable with OCT alone. Three different

implementations based on the use of a double-clad fiber coupler were presented. These

systems differed in their imaging geometry which was found to change to optical propaga-

tion regime of the collected photons and, therefore, the information that may be accessed

from measurements. Furthermore, I developed technical solutions, including an achro-

matic, all-reflective imaging apparatus, to expand the spectral range of the spectroscopic

techniques to the full visible and near-infrared ranges without compromising OCT imag-

ing quality. Finally, I proposed signal multiplexing methods that enable concurrent, high-

speed multispectral and OCT imaging. The proposed technical developments extend the

possibilities for multimodal imaging. In addition to combining modalities, it is impor-

tant to recognize the potential value of multiplexing of geometries. In this thesis, such

geometries included external illumination, internal cladding illumination, and internal

core illumination. These variations may provide enhanced insight into the sample com-

pared to imaging with a single geometry. In parallel, developing broadband, achromatic,

and backreflection-free imaging solutions is critical for expanding the system’s sensitivity

to diverse biological chromophores. Moreover, it enables the rapid prototyping of sys-

tems combining OCT with other modalities beyond the ones demonstrated in this disser-

tation. Finally, signal multiplexing strategies for both illumination and detection enable

fast imaging, crucial for clinical applications, by maximizing the measurement density in

time and minimizing cross-talk between channels.

Secondly, I developed endoscopic devices for multimodal imaging in the esophagus. Build-

ing on the lessons learned while working with benchtop systems, I designed and built a
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DCFC-based, all-reflective tethered capsule endoscope (RTCE) for multimodal imaging

in the esophagus. This device is intended for combined OCT and spectroscopic imaging

but may, in principle, be used with other imaging or therapeutic modalities. This ver-

satility is highly desirable as it enables a trial-and-error approach to in vivo imaging by

reducing/removing repeated optomechanical design iterations and clinical certification

processes.

Thirdly, I propose several algorithmic methods for OCT calibration and processing through

advanced signal analysis. This enables optimal OCT imaging despite signal distortions

caused by the multimodal system. As such, no compromises or performance trade-offs

are necessary when combining OCT with the proposed spectroscopic imaging techniques

or when implementing novel fiber components. The experimental simplicity of the devel-

oped calibration methods also enhances the robustness of OCT systems, as they can easily

be repeated and automated. This is of great value in a clinical context where the system

may frequently move between environments or be operated by non-expert personnel.

11.2 Outlook

The research presented in the thesis demonstrates several technical advancements in mul-

timodal optical coherence tomography. All of these developments are aimed at the re-

alization of a highly-multimodal, clinical endoscopy platform for the early detection of

esophageal cancer. With this objective in mind, it will be imperative to take into ac-

count and further expand existing research on the the connection between the biological

changes of pathological tissue and the variations measured with optical imaging. Through

this analysis and extensive in vivo imaging, we hope to conclusively demonstrate, or per-

haps invalidate, the diagnostic capabilities of different variations of multimodal OCT.

This reasoning is compelling as it extends beyond esophageal cancer and may be help-

ful for endoscopic cancer detection at large as well as for other diseases. Similarly, the

proposed technical developments may also be extended to other organs and pathologies.

The success of such clinical trials will undoubtedly be linked to the accumulation of sub-

stantial quantities of data in order to draw statistically significant conclusions. In ad-

dition to quantity, the high dimensionality of multimodal datasets will complicate their

interpretation. Machine learning (ML) methods will undoubtedly play a meaningful role

in analyzing this data and finding the proverbial needle in the haystack. However, ML

is often applied in a one-size-fits-all way, where images and minimally processed data

are fed into black-box algorithms. While this approach has its merits, the optical tech-
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niques discussed in this dissertation are founded on decades (if not centuries) of theo-

retical knowledge, which can be used to supplement ML algorithms in their analyses. It

will be fascinating to develop diagnostic algorithms that rely on the combined insights of

physics, biology, and computer sciences.
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