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Experimentally validated modeling of the temperature distribution and

the distortion during the Fused Filament Fabrication process

Anton Trofimova, Jérémy Le Pavicb, Sébastien Pautardb, Daniel Therriaulta, Martin Lévesquea,

a Laboratory for Multiscale Mechanics, Polytechnique Montréal, Montréal, QC H3C3A7, Canada
bSafran Composites, a technology platform of Safran Tech, Itteville, 91760, France

Abstract

This paper presents the numerical approach to compute process-induced temperature distri-
bution and distortion in Polylactic Acid (PLA) parts manufactured using the Fused Filament
Fabrication (FFF) process. Thermal simulations are performed first to compute the time-dependent
temperature distribution which is then input as solution-independent boundary condition into a
mechanical simulation to compute warpage of the manufactured part. The developed procedure
used experimentally measured process parameters and was experimentally verified at each step of
the simulation.

The thermal step in the simulation workflow was experimentally validated using thermography
yielding quantitative predictions for 25 out of 27 considered points with the highest accuracy of
< 1◦C. To verify mechanical step, the computed process-induced distortions were compared against
those measured with an optical 3D scanner. The developed procedure yielded qualitative and, in
some cases, quantitative predictions of process-induced geometrical distortions.

Keywords: Fused Filament Fabrication, Polylactic Acid, additive manufacturing, Finite Element
Method, 3D printing, process simulation

1. Introduction

The Fused Filament Fabrication (FFF) process consists in extruding a molten polymer-based
filament through a nozzle that follows a predefined path. The FFF process involves temperature
gradients that may source the residual stresses built up generating undesired part distortion [1].
Residual stresses and distortions mainly result from the polymer evolution from a semi-molten to a
solid state throughout the manufacturing process [2, 3].

The FFF process parameters are currently tailored through costly and time consuming trials
and errors [4]. Accurate predictive simulation tools could be used to simulate the process and
hence optimize its parameters to limit part distortion, or to account for it to reach the target shape
on the first attempt. The FFF process involves multi-physical phenomena like solidification, heat
transfer and mechanical loads. All of these features are interconnected with the process parameters
and influence the overall part performance [5]. Therefore, a simulation procedure requires a robust
constitutive thermomechanical model of an extruded material, realistic representation of the process
parameters and experimental verification of predictions at each step of the analysis.

The Finite Element Method (FEM) with progressive element activation allows to simulate
the FFF process using various constitutive models of a polymer, and accounting for the process
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parameters such as the tool-path pattern, the nozzle velocity, the extrusion temperature, the layer
thickness and the filament width, the temperature and the air flow inside the chamber etc. [6].

One of the first full 3D FEM model to simulate FFF process was developed by Zhang et al.
[7]. The authors investigated the effect of the tool-path pattern on the FFF process. Zhang
et al. conducted a thermoelastic analysis relying on a stepwise activation of elements following
the extrusion path history to predict the formation of residual stresses in a regular Acrylonitrile
Butadiene Styrene (ABS) plate. The polymer was assumed to be linearly elastic with temperature-
dependent thermal properties estimated from the literature. The extrusion temperature and the
temperature inside the chamber were extracted from the printer settings. The air flow inside the
chamber as well as convection parameters were estimated from the literature. The authors showed
that the tool-path pattern influenced the magnitude and the distribution of the computed residual
stresses. The same model and simulation framework were used in [8] to predict the effect of other
process parameters like nozzle velocity, layer thickness and filament width on the final residual
stress state and resulting distortion. The authors concluded that the nozzle velocity has the most
significant influence on a part distortion, followed by the layer thickness. Cattenone et al. [9]
simulated the influence of the constitutive models on the FFF process of an ABS bridge-like part.
The extrusion temperature and the temperature inside the chamber were extracted from the printer
settings. The air flow inside the chamber as well as convection parameters were estimated from
the literature. To validate predictions, the authors measured displacements along global x and z
axes using a laser scanner and compared them against simulated values at each test point. The
authors reported that the use of temperature dependant Young’s modulus and yield stress along
with constant thermal properties resulted in an average discrepancy of 12% between the predicted
and measured distortion.

The available literature shows that FEM-based models are capable of qualitative predictions
simulating the interactions between the process parameters and part’s distortion. To reach
quantitative predictions, the simulation model must be fed with measured, instead of assumed,
process parameters and an experimental validation of thermal step of simulation.

This paper presents the warpage simulation procedure combining measured process parameters
and experimentally verified thermal step of the procedure. For the first time such a comprehensive
computation procedure is used to predict distortion of the complex PLA parts. The work suggests
the hierarchy of the process parameters importance and emphasizes associated difficulties. It creates
a robust procedure that can be followed for further improvements in numerical and experimental
works. The paper is organized as follows: Section 2 recalls background information on the FFF
simulation framework and thermomechanical constitutive models. This section defines the necessary
information to follow our paper. The FFF of PLA parts, thermomechanical properties, measurement
of the process parameters, thermographic and distortion measurements are described in Section 3.
Section 4 provides the workflow to simulate the FFF process. Section 5 demonstrates comparison of
the thermal and mechanical predictions against the experimental data. Discussion and conclusions
are given in Sections 6 and 7, respectively.

2. Background information

Courter et al.[10], Cattenone et al. [9] and Barocio et al. [11] proposed the workflow schematized
in Figure 1 to simulate the FFF process. The Figure shows that the the part’s geometry is defined
as a CAD model which is converted to the set of FFF process parameters summarized in a G-code.
The G-code is decoded to extract the time dependent coordinates of filaments center-lines, their
cross-section area and to compute the activation times for each finite element describing the
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Figure 1: Schematic representation of the workflow to simulate the FFF process, illustrated for a rectangular
beam. The part’s geometry is defined as a CAD model that is converted to the set of FFF process parameters
summarized in G-code. The G-code is decoded to extract the time dependent coordinates of filaments center-lines,
their cross-section area and compute the activation times for each finite element describing the voxelized volume
of a part. The activation times are used to simulate the FFF process with the progressive element activation
approach. The thermal simulations are performed first to compute the time-dependent temperature distribution.
The temperature distribution is then input a solution-independent boundary condition into a mechanical simulation
to compute the residual stresses and the deformation of the manufactured part. This image was created based on
the workflows found in [9, 10, 11].

voxelized volume of a part. The activation times are used to simulate the FFF process with the
progressive element activation approach [12]. Thermal simulations are performed first to compute
the time-dependent temperature distribution. The temperature distribution is then input as
solution-independent boundary condition into a mechanical simulation to compute the residual
stresses and the deformation of the manufactured part.

2.1. Progressive element activation

The general procedure to compute finite element activation times was summarized in [12] and
is schematized in Figure 2. The Figure shows that the time dependent x, y and z coordinates of a
filament center-line computed from the G-code is used to define the print path. The filament elliptic
cross-section is assumed to be constant and idealized by a rectangle whose dimensions correspond
to the ellipse’s semi-axes. This rectangle marches along the print path to compute activation times
when the center of an element falls within it.

2.2. Thermal model for heat transfer analysis of the FFF process

The schematic representation of the heat transfer analysis is presented in Figure 3 and is inspired
from the work of Costa et al. [13]. Figure 3 presents two domains: the extruded filament Ωf and
the print bed Ωb. Authors in [13] suggested to account for six main phenomena: (1) convection from
the filament to the surrounding; (2) conduction between the the filament overlays; (3) conduction
between filament and the print bed; (4) constant heating of the bed; (5) convection from the bed
to the surrounding and (6) heat flux from the extruder.
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Figure 2: Schematic representation of the general procedure to compute finite element activation times. The filament
elliptic cross-sections are assumed to be constant and idealized by a rectangle whose sides have the dimensions of
the ellipse’s semi-axes. This rectangle marches along the print path to compute activation times when the center of
an element falls within it. This Figure is inspired from the works of [9].

For isotropic constituents, the classical 3D heat transfer equations for the extruded filament
and the print bed are [14]:

ρfc
f
p

∂T

∂t
= ∇ ·

(
kf∇T

)
, (1a)

ρbc
b
p

∂T

∂t
= ∇ ·

(
kb∇T

)
, (1b)

where T is the temperature, t is the time, ∇ is the vector differential operator, · is the dot product,
ρf and ρb are respectively the filament and the print bed densities, cfp and cbp are respectively the
filament and print bed specific heat capacities, kf and kb are respectively the filament and print
bed thermal conductivities. The initial conditions of the problem are given by:

T (x, 0) = Tf ,x ∈ Ωf (2a)

T (x, 0) = Tb,x ∈ Ωb, (2b)

where x is the position vector, Tf and Tb are respectively the initial temperatures of the filament
and the print bed.

The extruded filament is subjected to the boundary conditions

kf
∂T

∂n
+ qfsc + qefr = 0,x ∈ Sf (t), (3)

where n is the outward normal vector to the surface of the filament, Sf (t) is the external surface of
the filament that increases during the deposition, qfsc is the convection heat flux from the filament
to the surrounding and qefr is the radiation heat flux from the extruder to the filament defined as:

qfsc = hf (T − Ts), (4a)

qefr = βε(T 4
e − T 4

s ), (4b)
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Figure 3: Schematic representation of a numerical model to simulate the heat transfer during the FFF process. The
simulation assumes two domains: the extruded filament Ωf and print bed Ωb. The six main heat transfer mechanisms
include: (1) convection from the filament to the surrounding; (2) conduction between the filament overlays; (3)
conduction between the filament and the print bed; (4) constant heating of the bed; (5) convection from the bed to
the surrounding and (6) heat flux from the extruder. The Figure is inspired from the work Costa et al. [13].

where hf is the heat transfer coefficient of the filament, Ts is the temperature of the surrounding, β
is the Stephan-Boltzmann constant and ε is the emissivity of the extruder.

The print bed is subjected to the following boundary conditions:

T (x, t) = Tb,x ∈ Sb
b , (5a)

kb
∂T

∂n
+ qbsc + qebr = 0,x ∈ Sb, (5b)

where Tb is the temperature of the bed, Sb
b is the bottom surface of the bed, n is the normal vector

to the surface of the bed, Sb is the external surface of the bed excluding the bottom surface Sb
b , q

bs
c

is the convection heat flux from the bed to the surrounding and qebr is the radiation heat flux from
the extruder to the bed. qbsc and qebr are defined as:

qbsc = hb(T − Ts), (6a)

qebr = βε(T 4
e − T 4

s ), (6b)

where hb is the heat transfer coefficient of the bed.
Implementing a thermal simulation requires the following parameters: (1) the thermal properties

of the filament and the print bed (see Equation 1); (2) the Tf and Tb (Equations 2 and 5); (3) the
ε, Sf (t) (see Equation 3); (4) the hf , hb, Ts and Te (see Equations 4, 6).

As it was emphasized by Brenken et al. [6], a realistic representation of the material’s properties
and process parameters is required for accurate implementation. Therefore, we further provide
details about the model parameters.

Regarding parameters in (1), Farah et al.[15] demonstrated that in the range of temperatures
between ∼ 50◦C and ∼ 190◦C, PLA’s thermal properties can change by up to ∼ 75%. Therefore,
temperature dependence of PLA’s thermal properties needs to be accounted for. In contrast, Zhang
et al. [7] suggested that the thermal properties of the bed can be assumed as constant.
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The recommended nozzle temperature for PLA’s extrusion is 210◦C [16]. However, Prajapati
et.al. [17] showed that during manufacturing, the filament’s temperature at deposition (Tf ) may
decrease by up to 10% and therefore the value of Tf requires experimental validation.

Bejan et al. [18] and Costa et al. [19] suggested that the heat transfer coefficients with the
surroundings were dependent on the process parameters such as the air flow and temperature inside
the chamber. Costa et al. [19] used Hilpert’s data to identify the filament’s heat transfer coefficient
as:

hf =
Nudkair
df

, (7)

where df is the filament’s diameter, kair is the air thermal conductivity and Nud is the Nusselt
number defined by:

Nud = CHRe
nhPr1/3, (8)

where CH and nH are empirical constants estimated from Hilpert’s data [18], Pr is the Prandtl
number at the environmental temperature and Re is the Reynolds number defined as:

Re =
ρairvairdf
µair

, (9)

where µair is the air viscosity at Ts, vair is the air speed and ρair is the air specific weight. The
use of Equation 7 requires knowledge of the physical constants of the air that can be found in
[20] and the process-specific parameters such as the filament cross-section, the air speed and the
surrounding temperature. Costa et al. [19] reported that without an additional cooling system and
at the room temperature, the air speed may range between 0.1 and 0.5 m/s and the surrounding
temperature may range between 40 and 65◦C, depending on the distance to the extruder.

2.3. Mechanical model for structural analysis of the FFF process

Cattenone et al. [9] inputted the computed time-dependent temperature distribution as solution-
independent conditions into a thermo-elasto-plastic constitutive model to compute the total strain
response εtot defined as:

εtot = εe + εpl + εt, (10)

where εe are elastic strains, εpl are plastic strains and εt are the non-mechanical strains associated
to the thermal dilatation defined by Hill [21] as:

εe = Sf (T ) : σ, (11a)

dεpl = λσdev, (11b)

εt = αf (T )∆T, (11c)

where σ is the second order stress tensor, Sf (T ) is the fourth order temperature-dependent elastic
compliance tensor of the filament, dεpl is the plastic strain increment, σdev is the deviatoric part of
the stress tensor, α(T ) is the temperature dependent second order coefficient of thermal expansion
tensor and λ is the plastic flow [21] such that:

λ =

{
0, σVM ≤ σy(T )
> 0, σVM > σy(T ),

(12)

6



(a) (b)

(c) (d)

(e) (f)

Figure 4: Manufacturing of the PLA specimens using the FFF process: (a) 3D CAD design of a regular plate; (b)
3D CAD design of a bridge-like structure and side view; (c) print path of the regular plate part; (d) print path of
the bridge-like part; (e) final manufactured regular plate; (f) final manufactured bridge-like part.

where σVM =
√

3
2
σdev : σdev is the von-Mises stress and σy(T ) is the temperature dependent yield

stress.
Implementing the mechanical model of Equation 11 requires the following parameters: (1) Sf (T )

(see Equation 11a); (2) the σy(T ) (see Equation 11b); (3) α(T ) (see Equation 11c).
The mechanical properties of PLA reported in the publicly available literature exhibits consid-

erable scatter (for example, Espinach et al. [22] report a Young’s modulus at room temperature
being equal to ∼ 3.3GPa, while Zhou et al. [23] report it being equal to ∼ 2.9GPa, while Song et
al. [24] report it being equal to ∼ 4GPa). Moreover, [23, 22] have shown that PLA’s properties
are temperature dependent. For example, Espinach et al. [22] showed that the Young’s modulus
of PLA dropped by ∼ 25% at ∼ 65◦C (the material’s reported glass transition temperature Tg is
of ∼ 65◦C) and almost simultaneously reduced to < 1% of its room temperature value after Tg.
Similar behaviour was observed for the yield stress in [23]. Espinach et al. [22] showed that the
coefficient of thermal expansion (CTE) at ∼ 100◦C increased by ∼ 100% of its value measured at
∼ 35◦C.

3. Materials and methods

3.1. Manufacturing

A Raise3D Premium PLA filament was used to manufacture specimens with a Raise3D Pro2
FFF printer [16]. Figure 4 schematizes the chosen geometries that were sliced using Simplify3D
to build the required G-codes. Figures 4(c), 4(d) show the print path of a typical layer for both
parts. Both parts had an infill of 100%, a layer thickness of 0.2 mm and were printed with a nozzle
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Table 1: Properties of the PLA and the print bed that were measured experimentally and were taken from the works
of [15, 22, 24]. Note that, for the print bed, only the thermal properties are given since it was not modeled in the
mechanical simulations

T, ◦C
PLA Print bed

E,
×106Pa [22]

ν [22]
σy,

×106Pa [22]
αf ,

1/◦C [24]
kf ,

W/mK [15]
cfp ,

×103J/kgK [15]
ρf ,

×103kg/m3 [15]
kb,

W/mK
cbp,

×103J/kgK
ρb,

×103kg/m3

25
1860

0.36

25.0

7.9×10−5 0.11 1.59
1.25 1.5 0.5 8

30
40 1727 18.9
50 1603 15.3
60 1000 11.7
70 300 8.2
80 50

7.0
90 10
100 1

14.7×10−5 0.19 1.95
150 1

having a diameter of 0.4 mm at 210◦C while the temperature of the bed was programmed to 60◦C.
For both parts, the first layer deposition speed was almost half speed as that of the rest of the
layers to increase adhesion. A Raise3D Pro2 printer has three cooling fans: one to cool down
the nozzle and two to cool down the filament. The two fans cooling the filament were disabled
during the process to reduce the number of unknowns in the simulation (see Section 2.2 for further
details). A planar and regular plate geometry (Fig. 4(a)) with a simple nozzle path allowing for
accurate thermography measurements was used to validate the heat transfer simulation. A typical
bridge-like structure promoting warpage (Fig. 4(b)) was chosen to validate distortion predictions.
A hot extruder (210◦C) following complex deposition path was blocking the filament at many
times, which made thermal measurements during bridge-like part manufacturing highly unreliable.
Since the process parameters during polymer’s deposition for the regular plate and the bridge-like
structures were the same, we validated the regular plate geometry thermal model to simulate the
thermal step of the FFF process simulation for the bridge-like part. After manufacturing, the
bridge-like part was cooled down by natural convection for one minute which led to an average
temperature of ∼ 60◦C at the surface of the deck and then released from the flexible print bed to
let it free standing while cooling by natural convection to room temperature (25◦C). Figures 4(e),
4(f) show the manufactured specimens.

3.2. Thermomechanical properties

The thermal properties of PLA were taken from the work of [15]. The Young’s modulus and
yield stress of PLA at room temperature were measured using an MTS servo-hydraulic machine
609.24A-01 with an axial extensometer MTS 632.26C-20. We decreased the mechanical properties
measured at room temperature with the function reported by Espinach et al. [22]. The thermal
properties of the print bed were computed as per the inverse approach detailed in Appendix A. The
mechanical properties of the print bed were not required as the part was assumed to be perfectly
attached to it. The assumed thermomechancial and thermal properties of the PLA and the print
bed are given in Table 1.

The air properties required to compute heat transfer coefficients (Eq. 7) were reported in
[20, 25] and are summarized in Table 2.

3.3. Measurement of the process parameters

The print bed temperature (Tb) and the temperature of the filament at the nozzle tip (Tf ) were
measured using a FLIR IR T420 camera in a video mode. The IR camera featured a 320 × 240
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Figure 5: Digitized surface of the bridge-like part studied in this work, with the highlighted areas of poor reconstruc-
tion.

pixels 60 Hz infrared detector having a 0.04 ◦C thermal sensitivity and a −20 to 650◦C temperature
measurement range. The temperature of the surrounding (Ts) air around the nozzle and inside the
printer enclosure was measured during and after the FFF process with type K thermocouples.

3.4. Measurement of the thermal fields during the FFF in a planar and regular plate

In our paper, we focus on the comparison of the layer’s temperature fields throughout the
process. Therefore, 1D measurements with thermocouples or optical fibers with Bragg gratings
were not valid alternatives. To measure thermal fields, a measurement device must be installed
within a close distance from the nozzle and at an angle from which the nozzle will not block the
readings. Moreover, it must be installed inside the print chamber as the printer’s acrylic glass cover
was not transparent which would have altered IR readings.

Therefore, the temperature evolution during the FFF process was measured with a FLIR IR
T420 camera which was small enough to fit in our print chamber, allowed convenient placing near
the nozzle at a proper angle and offered a thermal fields measurements in a video mode. Post
processing of the measurements was conducted in MATLAB 2018a using “VideoReader” built-in
function which converts a video to a set of images. These images contained pixels of the size
(0.32 mm × 0.24 mm), which is different from the size of the finite elements (0.4 mm × 0.4 mm)
that were used in this work. The the experimental data was linearly interpolated to pixels having
the same dimensions as the finite elements for comparison purposes.

3.5. Measurement of the distortion in a bridge-like part

The external surfaces of the bridge-like specimen were reconstructed using the 3D optical
scanner ATOS Core with the maximum resolution of 0.08 mm. During the process, a user takes a
set pictures of the specimen attached to a rotary table at various positions and post-processes the
results to generate a digital model.

The surfaces of the bridge supports were poorly reproduced, which can be explained by their
small dimensions. Also, the length of supports in the middle of the part were not reconstructed
properly since they were attached to the rotary table using the blue tack. Figure 5 illustrates the
reconstructed model and highlights regions emphasizing the artefacts. Figure 5 will be used as a
reference to compare numerical predictions and experimental measurements (Section 5).

4. FFF process simulation methodology

We implemented the workflow presented in Figure 1 to simulate the FFF process. The G-code
containing process parameters was decoded using a custom python code. The decoded output
was processed with an in-house python procedure to compute the activation times of each finite
element of the voxelized CAD geometry, as discussed in Section 2.1 and reported in Appendix
B. The obtained activation times were programmed into ABAQUS’s UEPACTIVATIONVOL
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Table 2: Parameters that were used to simulate the thermal fields during the FFF

Deposition Cooling Source of a value
kair, W/mK 0.028 0.025 [20, 25]

µair, ×10−5kg/ms 2.008 1.849 [20, 25]
ρair, kg/m3 1.059 1.184 [20, 25]
vair, m/s 0.1 0.1 [9]
Ts,

◦C 60 25 Measured, Section 3.3
Tb,

◦C 52 52 Measured, Section 3.3
Te,

◦C 150 - Measured, Section 3.3
hf , W/m2K 71 67 Computed, Eq. 7
hb, W/m2K 5 5 Computed, Eq. 7

ε 0.92 - [17]
β, ×10−8 kg/s3K4 5.671 - [26]

subroutine and input into FEM thermal and mechanical simulations to implement progressive
element activation. We used the full activation of the elements. The boundary conditions for the
thermal and mechanical problems were specified on inactivate elements and were not applied until
the element was activated.

4.1. Thermal simulation of the thermal fields during the FFF in a planar and regular plate

The thermal simulation of the FFF process included three stages with different boundary
conditions: (1) deposition of the filaments, (2) cooling of the part on the flexible print bed and (3)
free standing of the part.

Deposition

Figure 6(a) schematizes the FEM heat transfer setup during deposition. Opaque parts (extruder
and filament) were not modeled. The radiation from the extruder was implemented using ABAQUS’s
DFLUX subroutine.

The measured surrounding temperature, the air properties required to compute heat transfer
coefficients (Eq. 7), the parameters of initial Eqs. 2a, 2b and boundary conditions Eqs. 4b, 4a, 5a,
along with fundamental constants, are listed in Table 2.

Cooling

Figure 6(b) schematizes the heat transfer FEM setup during cooling. The measured surrounding
temperature, the air properties required to compute heat transfer coefficients (Eq. 7) and the
parameters of boundary conditions Eqs.4b, 4a, 5a, along with fundamental constants, are listed in
Table 2.

Free standing

Figure 6(c) schematizes the heat transfer FEM setup during free standing. At this step, all
parameters were identical to those from the cooling phase. The difference was in the print bed
which was removed and, thus, the part’s newly released surface was subjected to convection.

FEM model and convergence analysis

During the deposition phase, the initial temperature at the element activation should be equal or
close to Tf . However, it was observed that the simulation time step ∆t influenced Tf . For example,
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Figure 6: Schematic 2D representation of the 3D FEM thermal simulation steps and the corresponding thermal
phenomena during: (a) deposition; (b) cooling and (c) free standing. Opaque parts (extruder and filament) were not
modeled directly. The grid represents finite elements in 2D

.

if we assume the cooling rate of a PLA filament being 50◦C/s, to capture a temperature change
of 1◦C, we need to have ∆t ≤ 0.02 s. Small ∆t improves the accuracy of the simulation but also
increases the computational burden. A convergence analysis, based on the lowest computed initial
temperature at the element activation, was performed to identify the optimal ∆t for simulating the
deposition stage. A convergence analysis was performed for the part in Figure 4(a) and the results
were assumed to be valid for the part in Figure 4(b).

We performed five thermal simulations of the deposition stage with linear 8-node brick elements
(DC3D8) where the element size along x1 and x2 was equal to the nozzle diameter (0.4 mm) and
along x3 was equal to the layer thickness (0.2 mm), while ∆t varied. The meshing strategy resulted
in 74 999 elements. The dimensions of the print bed along x1 and x2 were assumed to be twice as
large as that of the considered part while the dimension along x3 was equal to 1 mm. The print bed
was discretized with 10 302 DC3D8 elements. The lowest computed activation temperature against
the time step and CPU time are presented in Figure 7(b). We deemed that a time step of ∆t =
0.01 s yielded sufficiently accurate results because increasing the computational time drastically,
only changes the temperature by less than 5%.

The bridge-like part (Figure 4(b)) was discretized with elements having the same type and size
and resulted in 67 400 elements while the associated print bed consisted of 8 156 elements.

For both parts, the cooling phase was of 1 min and the free standing phase was of 5 min. The
time step in both phases was of ∆t = 0.1 s.

4.2. Sensitivity analysis of the computed thermal fields to the thermal transfer parameters

We assumed that the air speed and the surrounding temperature were uniform to simplify
the measurement of these process parameters. Moreover, Eq. 7 is a correlation formula that
assumes an ideal geometrical representation of the filament. In addition, the bed temperature was
measured before the FFF process. Real process parameters may deviate from these assumptions
and, therefore, we performed a sensitivity analysis.
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(a) (b)

Figure 7: Schematic representation of the key elements of the convergence study for simulating the FFF process: (a)
the FEM mesh of the part presented in Figure 4(a) and the print bed; (b) the lowest computed temperature at the
finite element activation against the time step and CPU time.

Sensitivity of the computed thermal fields to the radiation from the extruder

We repeated the simulation procedure described in Section 4.1 and with the parameters listed
in the Table 2 without the radiation heat transfer mechanism detailed in Section 2.2 and depicted
in Figure 4.1 as mechanism #6.

Sensitivity of the computed thermal fields to the air speed vair
We repeated the simulation procedure described in Section 4.1 with the air speed values of

vair = 0.05, 0.15 m/s, which are different by 50% from the original value of vair = 0.1 m/s. The heat
transfer coefficients of the filament and the bed were updated accordingly using Eq. 7 and became
hf |vair=0.05 = 57.1 W/m2K, hf |vair=0.15 = 82.0 W/m2K, hb|vair=0.05 = 3.9 W/m2K, hb|vair=0.15 = 6.6
W/m2K, respectively.

Sensitivity of the computed thermal fields to the temperature of the surrounding Ts
We repeated the simulation procedure described in Section 4.1 with the surrounding temperature

values during the deposition phase of Ts = 30, 90 ◦C which are different by 50% from the
original value of Ts = 60 ◦C. The heat transfer coefficients of the filament and the bed were
updated accordingly using Eq. 7 and became hf |Ts=30 = 70.3 W/m2K, hf |Ts=90 = 73.3 W/m2K,
hb|Ts=30 = 5.4 W/m2K, hb|Ts=90 = 5.5 W/m2K, respectively.

Sensitivity of the computed thermal fields to the temperature of the bed Tb
We repeated the simulation procedure described in Section 4.1 with the bed temperature values

of Tb = 26 and 78 ◦C which are different by 50% from the original value of Tb = 52 ◦C.

4.3. Mechanical simulation

The mechanical simulation of the FFF process included three stages with different boundary
conditions: (1) deposition, (2) cooling and (3) free standing.

During the deposition stage, the part was subjected to:

• Fully constrained nodal displacements (ux1 , ux2 , ux3 = 0) on the Sb
b depicted in Figure 8(a);

• A temperature distribution from the thermal simulation of the deposition phase.
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Figure 8: Schematic boundaries conditions for: (a) the deposition and the cooling, and (b) the free standing stages
for the mechanical simulation of a bridge-like part presented in Figure 4(b).

During the cooling stage, the part was subjected to:

• Fully constrained nodal displacements (ux1 , ux2 , ux3 = 0) on the Sb
b depicted in Figure 8(a);

• A temperature distribution from the thermal simulation of the cooling phase.

During the free standing stage, the part was subjected to:

• Free standing conditions as shown in Figure 8(b) that constrained rigid body motions;

• A temperature distribution from the thermal simulation of the free standing phase.

FEM model and convergence analysis

A convergence analysis, based on the computed distortion, was performed to identify the optimal
number of elements.

We performed three mechanical simulations with quadratic 20-node brick elements (C3D20R)
where the element size along x1 and x2 was equal to the nozzle diameter (0.4mm), while along x3

varied to have one (0.2mm), two (0.1mm) and four (0.05mm) elements per filament’s cross-section.
The print bed was discretized with 10 302 elements (C3D8) elements. The average relative difference
of the warpage predictions with respect to those of the finest mesh (∼ 261 560 elements and 1 175 601
degrees of freedom) against CPU time and the number of degrees of freedom are presented in Figure
9. We deemed that one element per filament’s cross-section yielded sufficiently accurate results
because increasing the computational time by ∼5 and ∼45 times, only changes the average relative
difference of the warpage by ∼ 2% and ∼ 3.2%, respectively, and the maximum warpage by less
than 1%. This result can be explained by the use of non-linear elements.

The bridge-like geometry presented in Figure 4(b) was discretized with 67 400 elements (C3D20R)
having 312 301 degrees of freedom. Similarly to the thermal simulations, the deposition stage was
simulated with ∆t = 0.01s while cooling and free standing stages were computed with ∆t = 0.1s.

5. Results

This section presents raw results while analysis is given in Section 6.
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Figure 9: Convergence study for the mechanical simulation of the FFF process showing the relative average warpage
difference (%) predicted by the FEM models consisting of 312 301, 594 486 and 1 175 601 degrees of freedom with
respect to those of the finest mesh (1 175 601 degrees of freedom) plotted against CPU time and the number of
degrees of freedom. The optimal choice is displayed with solid red markers and consisted of 312 301 degrees of
freedom because increasing the computational time by ∼5 and ∼45 times, only changes the average relative difference
of the warpage by ∼ 2% and ∼ 3.2%, respectively.

5.1. Comparison between the thermal fields computed numerically and those experimentally measured

The predicted and experimentally measured temperature fields were compared for the regular
plate geometry shown in Figure 4(a) at the first, the tenth (middle) and the twentieth (last) layers.
Since the thickness of the finite elements was equal to the thickness of a deposited layer, the number
of layers in the numerical model was the same as in the manufactured specimen. The experimentally
measured and predicted temperature at the 27 points shown in Figure 10 were compared. It was
found that the readings close to the upper (along x2) edge were influenced by the radiation from
the extruder and, therefore, points # 3,6,9,12,15,18,21,24 and 27 were distanced from the edge.
The temperature at a considered point was recorded for the period covering the instant the material
was deposited until the time the line containing this point was manufactured. For example, the
first deposited line at layer #1 contained points #1, 2 and 3.The temperature at point #1 was
recorded between the time the material was deposited at point #1 until deposition along this line
was finished. This strategy reduced the time span for the comparison, however, it ensured that the
readings were not affected by the radiation from the extruder when printing the next line.

Figures 11(a)-(k) compare the numerically predicted temperature against that experimentally
measured at the points presented in Figure 10. Note that, since the first layer deposition speed was
almost twice lower, when compared to that of the rest of the layers (see Section 3.1), the time span
on the Figures 11(a-c) is larger than on the Figures 11(d-k). Figure 11 shows that the FE simulation
qualitatively approximated the experimental response at all considered points and reproduced
the evolution of the temperature during the deposition, for the different layers. At the first layer,
the material was deposited on the bed generating higher temperature gradients, as compared
to the subsequent layers, which were successfully captured by the numerical predictions. The
proposed numerical approach quantitatively estimated the temperature evolution at all considered
points, except #4 and 7, with the lowest and the highest absolute errors being < 1◦C and ∼ 10◦C,
respectively. The maximum discrepancy was of ∼ 24◦C and was encountered at the middle section
of the curves at points #4 and 7 located on the first layer.

Figure 12(a)(a) shows the temperature distribution computed numerically and that experimen-
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Figure 10: Schematic representation of the points at which the experimentally measured and predicted temperatures
were compared. 9 points per layer were considered at the first, the tenth (middle) and the twentieth (last) layers.
The dashed line schematizes the path of the nozzle.

tally measured at the end of deposition of the first, the tenth (middle) and the twentieth (last)
layers. The FEM simulation predicts more localized temperature distribution, when compared
to the measured data for all layers. Also, it can be seen that the FE simulation was able to
approximate the evolution of temperature gradients capturing the slower cooling at higher layers.

Figure 12(a)(b) presents the absolute error between the temperature distribution computed
numerically and that experimentally measured at the end of deposition of the first, the tenth
(middle) and the twentieth (last) layers. It was found that the highest discrepancy of ∼ 75◦C
occurred near or at the extruder location. At the same time, for the rest of the areas the discrepancy
was no more that ∼ 10◦C.

5.2. Comparison between the thermal fields computed using process parameters from Table 2 and
those simulated using process parameters assumed in the sensitivity study

The simulated temperature fields were compared for the regular plate geometry shown in Figure
4(a) at the 1st, the 10th and the 19th points depicted in Figure 10. The number of data points was
selected to reduce the load of this paper.

Figure 13 presents the temperature distribution at the considered points computed with the
parameters listed in Table 2 against those simulated with the parameters presented in Section 4.2.

The presence of the radiation mechanism (mechanism #6 in Figure 6) had negligible effect on
the predictions at all points.

The increase of the Tb from its original value of 52◦C to the 76◦C led to the maximum absolute
discrepancies of ∼ 19, 3 and 6◦C at the points #1, 10 and 19, respectively. The decrease of the Tb
from its original value of 52◦C to the 26◦C resulted in the maximum absolute errors of ∼ 15, 2 and
3◦C at the points #1, 10 and 19, respectively.

The increase of the vair from its original value of 0.1m/s to the 0.15m/s led to the maximum
absolute discrepancies of ∼ 10, 2 and 3◦C at the points #1, 10 and 19, respectively. The decrease
of the vair from its original value of 0.1m/s to the 0.05m/s resulted in the maximum absolute errors
of ∼ 9, 3 and 6◦C at the points #1, 10 and 19, respectively.
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The increase of the Ts from its original value of 60◦C to the 90◦C led to the maximum absolute
discrepancy of ∼ 7, 14 and 12◦C at the points #1, 10 and 19, respectively. The decrease of the Ts
from its original value of 60◦C to the 30◦C resulted in the maximum absolute error of ∼ 11, 13 and
11◦C at the points #1, 10 and 19, respectively.

5.3. Comparison between the distortion computed numerically and that experimentally measured

The CAD model of the specimen was set as a reference with zero distortions and referred as
the nominal. This model was uploaded to the GOM Inspection Software which resulted in the
mesh containing the elements referred as nominal. The file with digitized surfaces of the specimen
was also (Section 3) uploaded to the same software which generated the surface mesh consisting
of the elements referred as actual. Due to the difference in spatial orientations, we aligned the
reference and the reconstructed surfaces. The GOM Inspection Software associated actual and
nominal elements to compute distortions. We repeated the procedure for the simulated surface to
compute distortions resulted from the FFF process modelling. Due to the limitations of the part’s
reconstruction (Section 3) we only compared the distortion of the deck.

Figure 14(a) compares the computed distortion contour plot while Figure 14(b) shows the
measured distortion of the manufactured part’s deck. As it was expected, the distortion contour
plots showed a high level of symmetry with respect to the center of the deck. A minor deviation from
the symmetry could be explained by the non-uniform cooling resulting from the FFF process and
by the discrepancies in the reconstruction and alignment procedures. The experimentally measured
distortion contour pattern was qualitatively captured by the simulation. The experimental data
showed larger area of small distortion and a more steep increase in the deformation close to the edges
(along the x2), when compared to the simulated data. The maximum absolute values of distortion
were found at the corners of the deck along x2 and they were positive for both the numerical
analysis and the experimental data. The minimum absolute values of distortion were obtained
at the center of the deck for both the computed and the experimental data. The displacements
are also plotted along the ‘Middle line’ illustrated in Figure 14(c) to allow for a more detailed
comparison.

Figure 14(c) compares the computed distortion against that experimentally measured along the
‘Middle line’, depicted in Figures 14(a,b). The simulation procedure was able to approximate the
maximum distortion with a relative error of ∼ 8%. The worst discrepancies between the predictions
and measurements were approximately in the areas of 15 mm - 25 mm and 60 mm - 70 mm.

Figure 15(a) shows the experimentally measured deformation of the bridge supports. Most of
the supports were found to be inclined towards the center of the structure for both the numerical
analysis and the experimental data. The FE simulation was able to approximate the maximum
inclination angle with a relative error of ∼ 6%.

6. Discussion

The proposed model predicted the temperature history with the highest and the lowest accuracy
of < 1◦C and ∼ 10◦C at the 27 selected points, except for points 4 and 7 where the highest
discrepancy was of ∼ 24◦C. At points #4 and 7, we were unable to quantitatively predict the
cooling rate at the middle section of the curves (Figures 11(b) and 11(c)). Since these points are in
direct contact with the bed, we were not able to consider equivalent points at other layers as they
represent filament to filament contact. Nevertheless, the points with the same x1 and x2 coordinates
at other layers are #13, 16, 22, 25 in which we successfully predicted thermal fields quantitatively.
The discrepancy at points 4 and 7 might come from the literature-based thermal properties that
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may deviate from the actual values and from the assumption that the surrounding temperature
and the air speed were constant at all times during deposition phase. Moreover, since the FEM
simulation predicted higher cooling rate for both cases, the discrepancy could be explained by the
local increase in the surrounding temperature and/or decrease of the air speed as a result of a
slower nozzle movement around the corner which was observed in the G-code data.

When compared the temperature fields on the surface of the layers (Figure 12(b)), the majority
of predictions showed the discrepancy of no more than ∼ 10◦C , except the areas near or at
the extruder locations where errors were no more than ∼ 75◦C. The latter error comes from the
fact that, according to the G-code, these positions are the extruder’s last stop when printing a
given layer, where it waits for a bed adjustment before printing the next layer. The IR readings
are significantly influenced by the extruder’s temperature (Te = 210◦C) as it blocks the filament
reducing the polymer’s exposure to the IR camera. In Figure 11(a), the measurement data for
Layer 1 clearly shows that the hottest area width is ∼ 1.5 mm and it is almost three times larger
than the width of the filament, which from a physical stand point, is rather not realistic given the
filament’s cooling rate. Moreover, the measurements are always higher than the predictions, which
further supports our explanation. Therefore, we consider this data as an outlier which can not be
improved with our setting. It explains the reason why when we perform the detailed comparison of
the temperature fields we shift the points #3, 6, 9, 12, 15, 18, 21 from the edge by 16 mm.

From the sensitivity analysis it was found that the radiation had negligible influence on the
thermal fields prediction for all the considered points. This situation can be explained by the fact
that, due to the high speed of the FFF process, the dominated thermal mechanisms were convection
and conduction. Also, it was concluded that the bed and the surrounding temperatures had the
most impact on the predictions followed by the air speed. Similar results were reported by Costa et
al. in [13] who concluded that the convection with the environment and the conduction between
adjacent filaments dominate the radiation when the filament’s convection is greater than 60 W/m2K
(which is our case). Since the convection with the environment is dominating, it emphasizes the
importance of the surrounding temperature. The results of sensitivity study with the decreased
values of parameters were not significantly different, by the means of an absolute error, from those
with the increased values. At the point #1, the influence from the variation of Tb was deemed to
be the greatest among other parameters considered in this study. At the points #10, 19 located at
higher layers, the influence from the variation of Ts was found to be dominating. These findings can
be explained by the fact that at the point #1 the filament was in a direct contact with the print bed
increasing the influence of the conduction between the filament and the print bed (mechanism #3
in Fig. 6) over other thermal mechanisms. In contrast, at higher layers the filament was deposited
on the previously extruded PLA increasing the role of the convection from the filament to the
surrounding and the conduction between the filament overlays corresponding to the mechanisms
#1 and 2 in Fig. 6, respectively.

The simulation quantitatively predicted the maximum distortion and the supports deformation.
However, the distribution of distortions was, in some areas, approximated only qualitatively as
shown in Figure 14. The discrepancy is, to some extend, related to the equipment sensitivity. The
FFF manufactured parts exhibit the regions with small deformations close to the sensitivity of
a measuring equipment. Usually, these areas are served to remain the part on the bed during
the process. Since among our goals, was to simulate the deposition of the filaments on the
bed, we decided not to use a raft layer. To limit the area with small distortions, we tried three
different shapes reported in the literature namely trapezoid, zigzag and bridge. However, increasing
distortions is not only due to the shape, but a combination with the extruded material and printing
parameters. Finally, we chose a widely accepted bridge-like shape for benchmarking the process
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simulation. From our prospective, scaling the part will not eliminate the area with small distortions.
The discrepancy could also come from the simplified mechanical constitutive models that were based
on an extrapolation of properties evolution found in the literature on experimentally measured
properties at room temperature (see Section 3 for the details).

7. Conclusions

This work demonstrated the numerical approach to compute process induced temperature
distribution and distortion in PLA parts manufactured using the FFF process. The procedure
combined experimentally measured process parameters and experimentally verified thermal and
mechanical steps of the simulation.

It was shown that the temperature fields can be simulated with a satisfactory level of accuracy
by using an available literature data on the thermal properties of PLA, by assuming the surrounding
temperature and the air speed as homogeneous fields, and by computing process parameters using
measured data. It was demonstrated that for the considered tool-path and the speed of the nozzle,
the bed and the surrounding temperatures had the most impact on the predictions followed by the
air speed.

This work revealed that our procedure yielded qualitative and, in some cases, quantitative
predictions of the process-induced geometrical distortions. We used literature data to decrease the
mechanical properties measured at the room temperature which turned out to be insufficient to
reach the quantitative level of mechanical predictions at all measured data points. To reach a higher
level of accuracy a detailed characterization of a temperature-depended mechanical properties as
well as relaxation mechanisms of PLA is required.

Thanks to the generality of the developed simulation approach, it can further be applied for
a sensitivity analysis to estimate the influence of variation in process parameters such as the
nozzle speed and the tool-path on the computed distortion of various polymers and polymer-based
composites. Potentially, such a physics-based simulations may train machine learning algorithms to
learn the underlying physics of the problem stimulating an efficient analysis of a massive set of
parameters to find the optimum combination.
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(g) (h)

(i)

Figure 11: Comparison between the temperature distribution computed numerically and that experimentally
measured at the points # shown in Figure 10 during the FFF process of the regular geometry shown in Figure 4(a):
(a) Layer 1, points 1-3; (b) Layer 1, points 4-6; (c) Layer 1, points 7-9 with the highlighted maximum temperature
difference among all considered data points discrepancy; (d) Layer 10, points 10-12; (e) Layer 10, points 13-15; (f)
Layer 10, points 16-18; (g) Layer 20, points 19-21; (h) Layer 20, points 22-24; (i) Layer 20, points 25-27. Note that,
since the first layer deposition speed was almost half as compared to the rest of layers (see Section 3.1) the time
span on the Figures 11(a-c) is larger than on the Figures 11(d-k).
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(a)

(b)

Figure 12: Comparison of the temperature distribution computed numerically against that experimentally measured
at the end of deposition of the first, the tenth (middle) and the twentieth (last) layers.
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(a) (b)

(c)

Figure 13: Comparison between the thermal fields computed using process parameters from Table 2 and those
simulated using process parameters assumed in the sensitivity study at the points #1, 10, 19 shown in Figure 10
during the FFF process of the regular geometry shown in Figure 4(a): (a) Layer 1, point 1; (b) Layer 10, point 10;
(c) Layer 20, point 19.
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(a)

(b)

(c)

Figure 14: Distortion (mm) contour plots obtained from: (a) the actual FFF manufacturing and subsequent
measurements and (b) our simulation procedure; (c) the detailed comparison of the distortion distribution along the
Middle line indicated on the Figures (a) and (b).
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(a)

(b)

Figure 15: Distortion and the closeup view of support deformation obtained from: (a) the actual FFF manufacturing
and subsequent measurements and (b) our simulation procedure. The closeup views show the deviation of the
support from being perpendicular to the deck
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Appendix A. Details on the computation of the print bed properties

(a) (b)

Figure A.1: Comparison of the measured temperature evolution on the surface of the print bed during heating
against that computed with FEM. It was deemed that kb = 1.5 W/mmK gives sufficiently accurate predictions.

The Raise3D Pro2 printer print bed consists of several layers that include flexible plate allowing
for a better part detachment and the heating elements being at the bottom. We programmed the
Raise3D Pro2 printer to heat the print bed from 40◦ C to 60◦ C and measured the temperature
evolution on the surface using the IR camera which was then averaged over the captured area. Due
to the thermal losses and the layered structure, the maximum temperature of the bed was found
to be Tb = 52◦ C. To identify the thermal properties, we best-fitted the experimentally observed
thermal evolution during heating with FEM simulations.

Figure A.1(a) presents the geometry of the simulated print bed. In the FEM heat transfer
model, the print bed was simulated as a homogeneous rectangular plate and discretized with 1 600
linear 8-node brick elements (DC3D8). The cbp and ρb were fixed to the values of steel (see Table 1)
while kb was varied to fit the experimental data. The initial measured temperature was 38.5◦ C.
The surrounding temperature was set to 25◦C. The boundary conditions included: (1) convection to
the surrounding with hb = 5.18 W/mK (computed in Section 4.1) and (2) the constant temperature
of 60◦C at the bottom surface (X3− in Figure A.1(a)) of the print bed.

We performed three thermal simulations with kb = 1, 1.5 and 2 W/mmK and computed the
temperature at the top surface of the bed along x3 (X3+ in Figure A.1(a)). Figure A.1(b) shows
the comparison of the measured temperature evolution on the surface of the print bed during
heating against that computed with FEM. It was deemed that kb = 1.5 W/mmK gives sufficiently
accurate predictions.

25



Figure B.2: The workflow inspired from the work of Favaloro et al. [12] implementing the progressive element
activation in ABAQUS. ABAQUS’ input file containing the coordinates of each finite element’s center along with
the G-code data containing coordinates of the toolpath and the size of the filament were input to the custom
toolpath-mesh intersection module that resulted in the text files with activation times and local orientations.
These text files were read at t = 0 by ABAQUS’ subroutine UEXTERNALDB and the data was forwarded to
the subroutines ORIENT that assigns elements’ local orientations at the beginning of the analysis and to the
UEPACTIVATIONVOL that activates elements with respect to their activation times during the analysis

Appendix B. Details on the FFF process simulation methodology

Figure B.2 presents the workflow inspired from the work of Favaloro et al. [12] implementing
the progressive element activation in ABAQUS. ABAQUS’ input file containing the coordinates
of each finite element’s center along with the G-code data containing coordinates of the toolpath
and the filament dimensions were input to the custom toolpath-mesh intersection module that
resulted in the text files with activation times and local orientations. These text files were read at
t = 0 by ABAQUS’ subroutine UEXTERNALDB and the data was forwarded to the subroutines
ORIENT that assigns elements’ local orientations at the beginning of the analysis and to the
UEPACTIVATIONVOL that activates elements with respect to their activation times during the
analysis.

Figure 3(a) illustrates the details of the toolpath-mesh intersection. The toolpath-mesh inter-
section module starts by extracting the centers of each i-th element (xc

i , i = 1, 2...N , where N is
the total number of elements in the system), the elements stacking direction (xs

i ), the filament’s
width (wf ) and thickness (h), the coordinates of toolpath j-th segment’s start and end points (xA

j

and xB
j , j = 1, 2...M , where M is the total number of segments) and their times (tAj and tBj ) from

the ABAQUS’s input file and the G-code data. Note that the the filament’s width and thickness
as well as stacking direction were assumed constant throughout the process. For a given xc

i , we
identify the segments that are either inside or intersect the sphere with the radius r assumed as:

r =
√
wf

2 + hf
2. (B.1)

For each selected l-th segment, xA
l , xB

l and tAl and tBl are used to identify the local coordinate
system (xl,1, xl,2, xj,3) of the segment as:

xl,1 =
xB
l − xA

l

LAB
, (B.2a)

xl,2 =
xs
i × xl,1

||xs
i × xl,1||

, (B.2b)

xl,3 = xs
i , (B.2c)

where LAB = ||xB
l − xA

l || is the segment’s length, || · · · || is the Euclidean norm. The i-th element’s

center coordinates xc,segm
i =

(
xc,segmi,1 , xc,segmi,2 , xc,segmi,3

)
are then recomputed in terms of the local

orientation of the l-th segment as:
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(a) (b)

Figure B.3: The details of the toolpath-mesh intersection module computational procedure. Figure (a) illustrates
the center point (marked in green) of the i-th element at which the search for the segments that either inside or
intersect the sphere with the radius r was conducted. It shows that the segment AB (marked in blue) intersects the
sphere and, thus, the center point was projected on it (projection was marked in blue) to compute the activation
time of the i-th element. Figure (b) illustrates an example of the i-th center point (marked in red) located close to
the tip of the two segments (marked in blue and black) and that can be missed by the two searching steps due to
the piece-wise nature of the segments. Therefore, an additional search within the area marked by the magenta circle
is required

xc,segm
i,1 = (xc

i − xA
l ) · xl,1, (B.3a)

xc,segm
i,2 = (xc

i − xA
l ) · xl,2, (B.3b)

xc,segm
i,3 = (xc

i − xA
l ) · xl,3. (B.3c)

The location of the i-th element center with respect to the l-th segment can be characterized as:

• if xc,segm
i,1 < 0 or xc,segm

i,1 > LAB + wf/2 - the element’s center is outside the j-th filament and
the i-th element must not be activated;

• if 0 ≤ xc,segm
i,1 < LAB and |xc,segm

i,2 | ≤ wf/2 and 0 ≤ xc,segm
i,3 ≤ h - the element’s center is inside

the j-th filament and the i-th element must be activated;

• if LAB ≤ xc,segm
i,1 ≤ LAB + wf/2 - the element’s center might be missed by previous search

(see Fig. 3(a)(b)). The updated width wupdt =
√

(wf )2 − 4(xc,segm
i,1 − LAB)2 is used. If

|xc,segm
i,2 | ≤ wupdt

f /2, and 0 ≤ xc,segm
i,3 ≤ h - the element’s center is inside the j-th filament and

the i-th element must be activated.

When the i-th element’s center is considered to be inside the filament then its activation time is
computed as:

tacti = tA +
(tB − tA)xc,segm

i,1

LAB
. (B.4)
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