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RÉSUMÉ 

Dans la fabrication de composites, des moules avec capacité de chauffage et refroidissement 

intégrés ont été développés au cours des dernières années pour éviter l'utilisation de l'autoclave ou 

de fours en raison des limitations de taille et de coût. Cette thèse étudie un concept innovant pour 

la conception de tels moules à base de matériaux granulaires. La surface du moule est conçue pour 

être chauffée ou refroidie en passant un fluide à travers le matériau granulaire contenu dans le 

boîtier du moule. Ce concept présente des avantages en termes de réduction des coûts d'outillage 

et permet de fabriquer des pièces de géométrie complexe. De plus, l’écoulement à travers le 

matériau granulaire peut fournir un chauffage plus continu et uniforme de la cavité de moulage que 

les moules utilisant des sources de chauffage linéaires comme des conduites avec liquide 

caloporteur ou des éléments résistifs. 

La performance du chauffage doit être étudiée pour ce nouveau concept d’outillage. À cette fin, 

des simulations numériques seront effectuées avec la méthode de Reynolds-Averaged Navier-

Stokes (RANS) en Computational Fluid Dynamics (CFD), qui fournit une description raisonnable 

des phénomènes de transport moyen dans les milieux poreux sans demander trop de ressources de 

calcul. Cependant, cela reste un défi car la présence d’une paroi pose deux problèmes principaux 

dans la modélisation. Premièrement, la porosité change rapidement près de la paroi. Différents 

modèles de porosité ont été proposés pour effectuer des simulations RANS-CFD, mais sans règles 

spécifiques pour sélectionner un modèle. Deuxièmement, les variables calculées par moyenne 

volumique dans les milieux granulaires ne correspondent pas aux valeurs ponctuelles définies sur 

la paroi, par exemple les valeurs de température à l’interface entre la paroi et le milieu granulaire. 

Cet obstacle empêche de définir correctement des conditions aux limites pour la simulation 

numérique. 

Cette thèse propose un cadre général de modélisation de l’écoulement et du transfert de chaleur 

dans des milieux granulaires confinés par une paroi solide, qui permet d’étudier numériquement la 

performance de chauffage des moules. Cet objectif est atteint à travers la préparation des 5 articles 

suivants (dont un article en deux parties) : 

1. Une nouvelle méthode de caractérisation de la perméabilité est proposée dans l’Article 1, 

appelée « modified falling head test ». Par rapport à la méthode conventionnelle, cette approche 

permet d’élargir la plage de l’essai et permet de mesurer la perméabilité de matériaux 
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granulaires de perméabilité de l’ordre de 10-8 m2. Cette étude montre que l’équation d’Ergun 

revisitée prédit la perméabilité avec précision, et permet donc de calculer la perte de charge à 

travers le milieu granulaire. 

2. La première partie de l’Article 2 résout deux problèmes critiques précédemment mentionnés : 

la détermination du profil de porosité et l’incompatibilité des variables physiques définies à 

l’interface avec la paroi. On dérive les équations qui gouvernent l’écoulement et le transfert de 

chaleur pour un volume élémentaire représentatif non constant (« Representative Elementary 

Volume » - REV). 

3. Dans la partie 2 de l’Article 2, les équations qui gouvernent l’écoulement et le transfert de 

chaleur sont validées expérimentalement en comparant des mesures expérimentales de la 

température et du flux de chaleur avec les prédictions numériques. Une analyse plus détaillée 

montre l’importance de modéliser la turbulence, qui joue ici un rôle critique, particulièrement 

près de la paroi. 

4. À partir des équations dérivées et validées à l’Article 2, une étude paramétrique est présentée 

dans l’Article 3 pour analyser l’effet de différents paramètres de conception dans un tube 

chauffé rempli de billes. Pour raccourcir le temps nécessaire pour atteindre l’uniformité de la 

température, la réduction de l’épaisseur en paroi ou l’utilisation de matériaux à faible capacité 

thermique jouent un rôle majeur. 

5. Dans le cadre de modélisation développé dans les études précédentes, l’Article 4 étudie par 

simulation numérique les moules granulaires pour deux matériaux du moule : un matériau 

polymère renforcé par des fibres et l’aluminium. On peut vérifier que la température de la 

surface du moule devient uniforme dans un délai raisonnable dans les deux cas pour des 

conditions d’essai réalistes. Cela est comparable aux outils chauffants conventionnels avec des 

conduits. 

Avec les méthodes numériques et expérimentales développées dans cette thèse, le concept innovant 

d’outillage chauffé à base de matériaux granulaires a pu être étudié dans le but de développer des 

applications. Les résultats confirment la performance de cette méthode de chauffage et favorisent 

des développements ultérieurs. 
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ABSTRACT 

In composite manufacturing, a number of heated tools were developed over the past decades to 

avoid the use of autoclaves or ovens due to size and cost limitations. This thesis investigates an 

innovative concept of heated tool based on granular materials. The mold surface is designed to be 

heated or cooled by circulating a fluid through the granular material packed in the mold case. This 

concept has advantages in saving tooling costs and allows conforming parts of complex geometry. 

Furthermore, the flow through the granular material can provide a more continuous and uniform 

heating of the part than molds using discrete heating sources like ducts or resistive wires.  

The heating performance needs to be examined for this new tooling concept. To do this, Reynolds-

Averaged Navier-Stokes (RANS) Computational Fluid Dynamics (CFD) simulations will be 

performed. This method provides a reasonable description of the averaged transport phenomena in 

bead packings without too much computational resources. However, this remains a challenge 

because the presence of bounding walls causes two main issues in modelling. Firstly, the porosity 

changes rapidly near the wall. Various porosity models were proposed to conduct CFD simulations, 

without systematic guidelines to assist in selecting one. Secondly, volume-averaged variables in 

bead packings don’t match with the pointwise wall values (e.g., wall temperature values) at the 

interface between the wall and the granular bed, which prevents from defining proper boundary 

conditions.  

This thesis aims to propose a general modelling framework for the flow and heat transfer in wall-

bounded granular beds, which allows studying numerically the heating performance of granular 

based molds. The objectives are achieved through 5 articles (including an article of two parts) as 

follows: 

1. A new permeability characterization method is proposed in Article 1, called the “modified 

falling head test”. Compared with the conventional one, it enlarges the test range, which allows 

measuring bead packings of relatively large permeability (~10-8 m2). The result shows that the 

revisited Ergun’s equation predicts permeability accurately, which yields the pressure drop 

through the granular bed.  

2. Part 1 of the Article 2 addresses the two above-mentioned critical issues: determination of the 

porosity distribution in the packed bed and incompatibility of physical parameters defined at 
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the boundary. This is done by deriving equations governing the flow and heat transfer with a 

non-constant Representative Elementary Volume (REV).  

3. In part 2 of Article 2, the governing equations are validated experimentally by comparing with 

the temperature and heat flux measurements. A more detailed analysis emphasizes the 

importance of modelling turbulence especially near the wall.  

4. Based on the equations derived and validated in Article 2, a parametric study is presented in 

Article 3, which analyzes the effect of different design parameters in a heated pipe filled with 

beads. To shorten the time required to reach temperature uniformity, reducing the wall 

thickness, or using low thermal inertia wall materials play a key role.  

5. In the framework developed in previous studies, Article 4 investigates also numerically 

granular based molds containing beads with two types of mold casings made of Fiber 

Reinforced Polymers (FRP) and aluminum. The temperature of the mold surface with the part 

is shown to reach uniformity within a reasonable time in both cases under realistic test 

conditions. This time is comparable to that of conventional heated tools with ducts.  

With the numerical and experimental methods developed in this thesis, the innovative concept of 

heated tool containing granular materials is studied. The results confirm the heating performance 

and fosters further developments.  
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 INTRODUCTION 

 

Composite materials are composed of at least two elements to obtain properties that are superior to 

each of its components. Composites can be divided into three main families [1]: Polymer Matrix 

Composites (PMC), Metal Matrix Composites (MMC) and Ceramic Matrix Composites (CMC). 

Among these three types of materials, PMC, also known as Fibre Reinforced Polymers (FRP) have 

experienced a strong growth in different industrial fields in recent years. Structures made of FRP 

are lighter and possess a high rigidity and strength. The resin used in FRP is usually a thermosetting 

polymer. The initial state of these types of resin is usually liquid monomers or a mixture with 

additives (e.g., hardener, catalyst). As temperature increases, chemical reactions take place. The 

monomers begin to grow by building 3D cross-linked networks and become polymers. This 

irreversible chemical reaction is known as resin polymerization. A full and uniform cure of the 

resin represents a critical issue in high-performance composites to create structures with optimal 

mechanical properties. For that purpose, temperature must be controlled properly and as uniformly 

as possible in the mold cavity.  

 

1.1 Heating methods 

One commonly used approach consists of heating the composite part indirectly via gas (e.g., 

nitrogen) circulation inside an autoclave or an oven, which is well known and has been widely used 

[2, 3]. It allows curing composite parts of any shape, but with a limitation of size. As advanced 

composites gradually replace traditional materials in aircraft, vehicles and even infrastructure, 

composite parts are getting much larger. As a result, the size of autoclaves never seems large 

enough to process parts such as aircraft wings or wind blades. Meanwhile, the cost to acquire and 

operate large autoclaves is significantly expensive [3-6]. In fact, the effort to find alternative 

methods to autoclave went on for decades and various mold heating technologies have been 

developed and implemented for that purpose. Many of them embed heating elements in the mold 

and heat the part directly through its surface using heat transfer fluids, electrical circuits or 

magnetic induction, etc. These mold heating methods will be reviewed in detail in the next chapter. 

Progoulakis [7] reported a cost comparison (Table 1.1) between a heated tool using resistive heaters 
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and traditional methods (autoclave or oven) to fabricate a 12-metre-long composite wing spar. This 

clearly demonstrates the huge savings in cost of using heated tools. 

Compared with other out-of-autoclave heating methods, using heat transfer fluids comes up with 

two main advantages: it is easy to control the maximum temperature and the heating system can 

be used ‘reversely’ for cooling [8]. The commonly used method is to have a heat transfer fluid 

flowing through ducts embedded (or drilled) in the mold. The disadvantages include the relatively 

high expenses of drilling in metallic molds to install ducts and maintaining the heating system. In 

addition, the pipe lines cannot always follow the shape of complex parts [9]. A more detailed 

analysis will be presented in the sequel.   

 

Table 1.1 Cost comparison (negative percentage value indicates cost savings for heated tools) [7] 

Cost data 
Comparison of processing options 

Heated tool / Autoclave Heated tool / Oven 

Estimated power requirements (kW) -96% -80% 

Operating cost £/hour -70% -60% 

Procurement costs (£) -97% -82% 

Pre-production requirement costs (£) +15% +15% 

Production requirements costs (£) -18% +1% 

 

1.2 Granular mold 

To overcome some of the limitations of heated tools while keeping the advantages of using a heat 

transfer fluid, a novel mold concept based on granular materials was proposed. The idea was tested 

by Désilets [10] (Figure 1.1). Note that patents were also taken on this topic by Borland [11, 12]. 

The idea is to fill the mold with solid particles to form a porous medium instead of using a solid 

material. It is covered by a rigid skin reproducing the shape of the molded part. The skin can be 

heated or cooled by circulating a fluid through the granular bed. This results in significant savings 

on tooling because a ribbed tool or a full steel mold with embedded heating and cooling ducts are 

no longer necessary. Besides, granular molds come with advantages in terms of geometrical 

conforming and improvements in thermal uniformity. This will be presented in detail in Chapter 2 
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after limitations of existing mold heating methods will have been clearly summarized. This analysis 

will help to understand better the improvements brought by granular materials. 

Despite the early study performed by Désilets [10], predicting and controlling the temperature in a 

granular mold remain a challenge. As a new technique, the thermal performance of granular molds 

has not yet been analyzed. Therefore, our goal will be to verify if this new technology can be 

successfully applied in composite manufacturing based on injection molding.  

 

 

Figure 1.1: Schematics of a typical granular mold (adapted from [10]). 
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 LITERATURE REVIEW 

 

As mentioned in the previous chapter, several mold heating methods other than autoclave or oven 

based were developed to circumvent size limitations and reduce fabrication costs. In the first part 

of the literature review, different mold heating techniques will be presented. Summarizing their 

respective advantages and limitations will help better understand the improvements brought by 

granular molds. Secondly, studies on flow and heat transfer in granular porous media will be 

reviewed to analyze key issues connected with modelling and predicting the temperature evolution 

in granular molds. 

 

2.1 Mold heating techniques 

2.1.1 Resistance heating 

The resistive heaters use electrical current to generate heat. Cartridge heaters are commonly used 

resistive heating elements in molds. This type of heater is normally built in the shape of a rod and 

embedded in the mold [9] (Figure 2.1a). An example of a typical structure is given in Figure 2.1b, 

which consists of a container pipe, electrical insulation fillers and heating wires. These heaters are 

usually standard components, which gives a cost-effective solution for molds of simple geometry. 

Difficulties appear in molds of complex shape, since drilling holes and setting ducts following the 

mold contour are not easy tasks. Another important issue is temperature control. Brocks et al. [13] 

used cartridge heaters of 5 mm diameter for a RTM mold. They showed that the maximum 

temperature can reach up to 700 °C with electrical power of ~4000 W at 220 V. Therefore, cartridge 

heaters must be controlled in temperature with proper thermal contact with the mold to prevent 

overheating or burning out of the mold.  
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Figure 2.1: Cartridge heaters: (a) a schematic of the mold [9]; (b) a typical structure [14]. 

 

The TCX heating technology creates heating elements by spraying melted resistive elements on a 

coated substrate [15]. Smith et al. [16] cured prepregs using the Vacuum-Bag-Only (VBO) process 

with a flat aluminium tool (Figure 2.2). The heating elements were sprayed on the underside of the 

plate, so they were not in contact with the molded part. They showed that this method can achieve 

a faster heating ramp (50 °C/min) than conventional ovens (~6 °C/min), but large through-thickness 

thermal gradients appear since it is only heated from one side. They suggested to add an insulation 

layer on top of the laminate to mitigate this problem.  

 

 

Figure 2.2: Experimental setup of heated tool with TCX heaters: (a) bagging configuration; (b) 

the underside of the tool plate [16]. 

 

The Coal-based carbon foam (CFOAM) was developed in the early 1990s by Touchstone Research 

Laboratories [17]. This material is rigid, light, electrically and thermally conductive, which makes 



6 

 

it suitable for heated tools. A typical structure is shown in Figure 2.3a where the CFOAM heating 

elements were adhesively bonded together with different layers. Blacker et al. [18] examined two 

molds: a flat mold (Figure 2.3b) and a mold of complex geometry (Figure 2.3c). The thermal 

performance of both heated tools was evaluated via curing tests. The results showed that both molds 

can provide a good thermal uniformity and cured composite parts were comparable to oven-cured 

ones in terms of mechanical properties. As all the layers are bonded together, shortcomings lie in 

managing joints between layers especially for molds of complex shape.  

 

 

Figure 2.3: CFOAM heated tool: (a) schematic of the mold structure; (b) mold of flat surface; (c) 

mold of complex geometry [18]. 
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2.1.2 Thermal fluid heating 

Most heating systems use injected liquids as heat transfer fluid through ducts (or channels) 

embedded (or drilled) in the mold. The main advantage of this technique, contrary to electrical 

heating, lies in the additional capability of cooling down the composite part after cure (and not only 

heating up the mold). This reduces the cycle time and increases productivity. It is also useful in 

plastic manufacturing because molten plastic needs to solidify in the mold cavity [19]. For this 

reason, several studies combined cooling channels with resistive (or inductive) heaters to improve 

the overall efficiency (Figure 2.4) [14, 20, 21]. However, the presence of cooling channels affects 

the temperature uniformity during the heating process [20].  

 

 

Figure 2.4: Combination of heating elements and cooling channels: (a) resistive heating rods 

[14]; (b) inductive coil in a spiral shape [21]. 

 

Abdalrahman et al. [22] studied numerically the heating performance of molds with heating ducts. 

Different channel layouts (Figure 2.5a) and shapes of duct cross-section (Figure 2.5b) were 

examined. The results show that the cross-sectional profile has little effect, while parallel layout is 

the most efficient way of heating. An oil-based heating system with parallel channels was studied 

by Ding et al. [23]. They showed that the time to reach thermal uniformity mainly depends on the 

flow rate. Compared with laminar flows (Re=2300), using a fully turbulent flow (Re=10000) leads 

to a much shorter heating time. There are disadvantages in molds with ducts, including tooling 

costs for installation and repair, considerable heat loss along the pipes [9] and difficulty to follow 

the shape of complex parts [10]. 
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Figure 2.5: Numerical models of different heating systems: (a) channel layouts; (b) geometry of  

channel cross-section [22]. 

 

Apart from heating ducts, the idea of using flexible membranes has been explored and implemented 

in some heating systems. One main advantage of such structures consists of saving tooling costs 

since a solid mold is not necessary. A typical structure of a Quickstep mold with flexible 

membranes is shown in Figure 2.6. The molded part is confined in a pressurized chamber with a 

heat transfer fluid. Coenen et al. [24] showed a saving of 50% in cycle time and a tooling cost 

reduction of 82% compared to an autoclave. Davies et al. [25] showed that the mechanical 

properties of a part cured by Quickstep is similar to autoclave processed parts. Despite this, the 

size of the part is still limited to the pressure chamber. The stability of the system is another concern. 

When adapting this technology to some fabrication process (e.g., RTM) which requires high 

pressure, the flexible membrane deforms and causes instabilities in the resin flow resulting in 

improper filling of the cavity.  
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Figure 2.6: Schematics of the Quickstep process [26]. 

 

Another technology with flexible membrane is Flexible Injection [27]. This technique was 

especially devised for Liquid Composite Molding (LCM). A mold with a double cavity separated 

by a deformable membrane is shown in Figure 2.7a. The reinforcement is placed in the lower cavity, 

and the resin injected from the inlet port in the bottom cavity. Then a heated compaction fluid is 

injected from the top inlet to heat the part (Figure 2.7b) and complete the impregnation of the dry 

reinforcement by the resin, while compacting the saturated portion of the part. Studies showed that 

this method can reduce tooling costs and improve part quality [28, 29].  

 

 

Figure 2.7: Schematics of Flexible Injection (FI): (a) mold components; (b) injection of resin and 

compaction fluid [29]. 
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2.1.3 Induction heating 

Inductive mold heating is achieved by applying alternating current to the induction coil. This 

creates an electromagnetic field around the coil inducing eddy currents to heat the mold. The coil 

can be placed inside the mold (i.e., internal inductor, Figure 2.8a) or above the mold surface (i.e., 

external inductor, Figure 2.8b). The main advantage is the fast heating rate. Chen et al. [21] showed 

that an AISI 4130 steel mold of 100×100×35 mm3 (Figure 2.4b) can be heated at ~22.5°C/s with 

power supply of 1kW of the induction coil. The disadvantage is the high cost of the induction 

equipment, especially for large molds where high-power induction devices with long coils are 

needed [9, 30]. This heating method was adapted to the RTM process by RocTool [31]. The molded 

part is heated by the inductors and cooled by cooling channels (Figure 2.9). A lid is added to create 

a pressurized chamber, which can ‘press’ the part during the process. Because of the lid, the 

maximum size of the part is limited to 6 m2 [32]. 

 

 

Figure 2.8: Mold structure with induction coil: (a) internal inductor; (b) external inductor [31]. 
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Figure 2.9: RocTool inductive heating technique for RTM [31]. 

 

2.1.4 Summary 

Several mold heating methods have been reviewed in this section. They were developed because 

of high tooling costs connected with autoclaves or ovens. These methods heat the molded part 

directly through the mold surface other than via gas circulations. This increases heating efficiency. 

However, some drawbacks remain, which can be summed up as follows: 

⚫ Several heating elements are made in the shape of a rod and are embedded in the mold, such 

as heating ducts, resistive heating rods and induction coils. This usually requires drilling high-

quality channels that follow the shape of the molded part. For molds of large size and complex 

geometry, this is not easy to achieve. In addition, installation of the system and repair come 

with significant costs.  

⚫ Heating layers (e.g., CFOAM) increase the uniformity of surface temperature compared with 

discrete heating elements. However, they bring benefits to molds of simple geometry and are 

not unsuited for complex shapes because of the difficulty of managing joints between bonded 

layers. 

⚫ Both resistive and inductive heating elements cannot be used to cool the mold. Although 

cooling ducts can be added, they affect temperature uniformity.  

⚫ Due to high heating ramps, the surface temperature of molds using inductive or resistive 

heaters must be carefully monitored to prevent overheating. Additional protective layers of 

electrical isolation are also necessary.  
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Among these methods, using heat transfer fluids comes with advantages to control the maximum 

temperature and can be used ‘reversely’ for cooling. As mentioned above, granular molds heat the 

part using a fluid, which keeps these two advantages. Secondly, the same granular chamber can be 

reused to make different parts by replacing only the rigid mold skin. This represents huge potential 

savings in terms of tooling costs. The geometrical conforming problem can also be solved because 

the granular material packed in the chamber can easily follow the geometry of a molded part. 

Furthermore, with granular mold fillers, no pipework is needed. Compared with a Quickstep mold, 

granular mold fillers can provide enough support for the mold skin to sustain high pressure. This 

feature opens up potential applications in RTM. Finally, continuous flow lines through the granular 

bed can also improve the heating uniformity without having joint problems like with heating layers. 

 

2.2 Flow and heat transfer in wall-bounded granular beds 

In the previous section, different mold heating methods have been reviewed and the improvements 

brought by the novel concept of granular molds have also discussed. Although this new heating 

approach is promising, its thermal performance needs to be investigated. Numerical simulation is 

a powerful and cost-effective tool to assist in this investigation. To perform numerical simulations, 

the fundamental flow and heat transfer problems in granular porous media need to be understood. 

Secondly, a key issue consists of modelling the heat exchange between the granular bed and the 

solid mold skin. At the pore scale, physical variables defined in the flow such as fluid pressure, 

velocity and temperature are not uniform. In fact, these variables are highly influenced by the 

microstructure of the granular porous medium. Due to the complex geometry of pores, macroscopic 

models based on volume averaging have been widely adopted to analyze transport processes in 

porous media for practical applications [33]. In this approach, the transport equations are integrated 

and averaged over a Representative Elementary Volume (REV) (Figure 2.10). As a result, the 

packing structure is not modelled explicitly and aggregate pore-scale transport processes are 

described through various effective parameters, such as porosity, permeability, averaged particle 

size, etc. The size of a typical REV should be large enough to obtain meaningful averaged values, 

but small enough compared with the whole calculation domain [34]. A more detailed discussion 

on REVs and spatial averaging of transport equations is given in Chapter 5.  
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Figure 2.10: A typical REV used for spatial averaging in granular porous media [35]. 

 

2.2.1 Pressure drop through granular beds 

As fluids flow through a granular bed, pressure drop appears due to the resistance created by the 

presence of granular materials. As shown in the macroscopic model in Chapter 5, the fluid flow is 

modelled by adding a source term (i.e., the pressure gradient induced by the granular material) to 

the standard volume-averaged momentum equation. It is therefore important to predict this pressure 

gradient. Darcy’s law writes the pressure gradient 𝛻𝑃  as a function of superficial velocity 𝑣 , 

permeability 𝐾 and dynamic viscosity 𝜇:  

−𝛻𝑃 =
𝜇

𝐾
 𝑣 (2.1) 

This equation was originally formulated from the famous experiment of Darcy [36]. The range of 

validity of Eq. (2.1) can be assessed by computing Reynolds number (Re): 

Re =  
𝜌𝑓 𝑣 𝐿

𝜇
 (2.2) 

where 𝐿 is a characteristic length of the porous medium, and 𝜌𝑓 is the fluid density. Darcy’s law is 

considered as valid for Re lower than 10 [37]. An alternative correlation to Darcy’s law was 
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proposed by Brinkman [38]. This equation includes the Darcy term and a Laplacian term like in 

Navier-Stokes equation:  

𝛻𝑃 = −
𝜇

𝐾
𝑣 + 𝜇 𝛻2𝑣 (2.3) 

where 𝜇 is the effective viscosity and Brinkman simplifies it as the fluid viscosity 𝜇 for practical 

use [33]. However, this is generally not true. Givler and Altobelli [39] showed the value of 𝜇 can 

be 7.5 times larger than 𝜇  at Re=17. The domain of validity of Brinkman’s equation is quite 

restricted and a clear experimental checking is still missing [40].  

For high Reynolds numbers, a nonlinear relationship exists between 𝛻𝑃 and 𝑣. Forchheimer [41] 

suggested that in this case an inertial term should be added to Darcy’s equation: 

−𝛻𝑃 =
𝜇

𝐾
𝑣 + 𝜌𝑓𝛽𝑣2 (2.4) 

where 𝛽 is the inertial factor. The value of 𝛽 is determined experimentally. In 1952, Ergun [42] 

proposed the following equation for bead packings: 

𝛻𝑃 = 𝐴
(1 − 𝜙𝑉)2

𝜙𝑉
3

𝑣 𝜇

𝑑𝑠
2

+ 𝐵
(1 − 𝜙𝑉)

𝜙𝑉
3

𝑣2𝜌𝑓

𝑑𝑠
 (2.5) 

where 𝜙𝑉  is the void fraction of the granular bed, 𝑑𝑠 is the averaged particle diameter and 𝐴, 𝐵 are 

empirical constants. Ergun’s equation originates from Darcy’s law and Kozeny-Carman equation 

[37]. Ergun suggested to take the values of 𝐴  and 𝐵  as 150 and 1.75 respectively, whereas 

Macdonald et al. [43] suggested 180 and 1.8 in the “revisited Ergun’s equation”.  

We note that the knowledge of the coefficient with the linear velocity term is indispensable to 

predict the pressure gradient, no matter the value of Re, i.e., the permeability 𝑘 for Eq. (2.1), Eq. 

(2.4) and Eq. (2.3) or the empirical constant 𝐴  for Eq. (2.5). Two experimental methods are 

commonly used to characterize this coefficient: the constant head and the falling head methods. 

The first one measures the flow rate through the test material under a constant inlet pressure. To 

do this, liquid is supplied to the test rig with control of the inlet pressure [44]. The second method 

measures the flow rate under a variable pressure head. The falling head test is easier to implement 

and preferable for in-situ measurements. However, it has some limitations in terms of measurement 

range (usually for 𝐾 < 10−10 m2) [45], which is only suited for packed beds with small grains. On 

the other hand, there is no range limitation in the constant head test, but it requires a more complex 
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experimental setup. In addition, it is not suited for in-situ measurements. A more detailed literature 

review and discussion on this topic will be presented in Article 1 (see Chapter 4). 

2.2.2 Flow channeling and packing structure 

For a typical wall-confined randomly packed granular bed, the flow velocity is not constant over 

the cross-section. Near the wall, the flow velocity increases, which is referred to as flow channeling 

(or wall channeling) [46]. Schwartz and Smith [47] measured the radial cross-sectional velocity 

profile (Figure 2.11) of a packed bed confined in a cylindrical pipe using a set of pitot tube 

anemometers. They mentioned that the variation of velocity is induced by the packing structure 

and influences the heat and mass transfer. Guo et al. [48] stated that additional turbulent energy 

can be generated due to an increase in velocity causing a higher heat transfer rate near the wall. It 

is therefore important to understand the packing structure. 

 

Figure 2.11: Radial velocity profile for a monodisperse granular bed (𝑑𝑠 = 0.25 inches) confined 

in a cylindrical pipe of 4 inches diameter (𝑥-axis: dimensionless radial position, 0 is the bed 

center and 1 is at the wall; y-axis: local velocity over the superficial velocity; the solid line is the 

curve fitted to experimental data) [47]. 
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A typical packing structure is shown in Figure 2.12 where the particle centers are projected onto 

the bottom plane. The particles which are immediately adjacent to the wall tend to form a structured 

circular layer. The next layer forms on the surface of the first layer and becomes less ordered. Then 

the successive layers are less and less ordered, and finally a fully random arrangement is achieved 

in the center area of the packing [49]. This explains the experimental results (Figure 2.11): the 

velocity tends to be constant towards the center as the packing structure becomes random. The 

liquid flows more easily through the gaps between the ordered layers located near the wall.  

 

 

Figure 2.12: Distribution of particle centers projected onto the bottom plane of a randomly 

packed granular bed confined in a cylindrical pipe (the bed-to-particle size ratio 𝐷/𝑑𝑝 is 12.7 and 

the overall bed porosity is ~0.4) [50]. 

 

To measure the porosity variations of a cylindrical granular bed, a series of thin concentric annular 

columns can be considered. By measuring the void fraction of a certain column, the porosity 
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between its radial position 𝑟 and 𝑟 + Δ𝑟 is determined. When Δ𝑟 → 0, this represents the axially 

averaged local porosity [51]. Goodling et al. [52] used an epoxy resin to fill the voids of a 

cylindrical granular bed. The bed was then cut into multiple rings (Figure 2.13a) once the epoxy 

solidified. By weighing and measuring each ring, the local porosity was determined. Ridgway and 

Tarbuck [49] measured the porosity using a centrifugal device (Figure 2.13b). A closely packed 

bed was placed in a cylindrical drum with a known amount of water. The drum was then rotated at 

sufficient speed so water forms an annular layer on the inner surface of the drum. The local porosity 

can be determined by measuring the thickness of the annular layer. Klerk [53] summarized the 

results from different studies including the above-mentioned ones (Figure 2.14). These results are 

in good agreement: the porosity oscillates asymptotically from 1 at the wall to ~0.4 after the 

distance of 4 to 5 𝑑𝑠 towards the bed center. This is called the oscillatory porosity model. 

 

 

Figure 2.13: Schematics of experimental devices measuring the local porosity of a cylindrical 

packed bed: (a) Goodling et al. [52]; (b) Ridgway and Tarbuck [49].  

 



18 

 

 

Figure 2.14: Radial bed porosity variation determined by different studies [53]. Note that the 

parameters 𝑅, 𝑟 and 𝑑 along the 𝑥-axis represent the radius of the granular bed, the radial 

position and the diameter of beads respectively. 

 

In macroscopic models, the packing structure is modelled implicitly. The void fraction (i.e., 

porosity) is defined as the fluid volume in a REV over the entire REV volume. This is an average 

value and the above-mentioned local porosity is not suited. Therefore, an exponential model was 

proposed. This type of model assumes the radial porosity decreases exponentially from 1 at the 

wall to the bulk average porosity in the center of the packing. In fact, such model was obtained by 

solving the volume-averaged governing equations knowing the experimentally measured flow 

velocities [54, 55]. Antwerpen et al. [56] plotted different exponential models for the same annular 

granular bed (Figure 2.15). This shows disagreements from one exponential model to another.  
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Figure 2.15: Comparison between radial exponential porosity models applied on the same 

annular granular bed [56]. The magenta curve is the well-agreed oscillatory porosity profile. The 

𝑥-axis is the radial position from the inner wall in the unit of particle diameter. 

 

2.2.3 Convective heat transfer 

The Local Thermal Non-Equilibrium (LTNE) model is widely used [57-61] to model the energy 

transport inside packed beds. In LTNE, the fluid and solid particles are considered as two continua 

and the energy equations of each phase are developed separately by volume averaging. The energy 

equations are connected by the heat transfer coefficient between phases ℎ𝑠𝑓. A properly determined 

value of ℎ𝑠𝑓 is required to predict the temperature profile in the granular bed [62, 63]. However, 

due to its complex nature, ℎ𝑠𝑓  is obtained from empirical correlations of Nusselt number (Nu) 

based on experiments:  

Nu =
ℎ𝑠𝑓 𝑑𝑠

𝜆𝑓
 (2.6) 
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where 𝜆𝑓 represents the fluid thermal conductivity. Nie et al. [64] stated that, for packed beads, Nu 

can be written as a function of porosity (𝜙𝑉), particle Reynolds number (Redp
) and Prandtl number 

(Pr):  

Pr =
𝜇 𝐶𝑓

𝜆𝑓
 (2.7) 

where 𝐶𝑓  is the specific heat capacity of the fluid. Some empirical correlations found in the 

scientific literature are summarized in Table 2.1. 

 

Table 2.1 Empirical correlations of Nusselt number in forced convective heat transfer through 

granular packed beds 

Reference Correlation Redp Material Fluid 

[65] Nu = {(1.18 Redp
0.58)

4
+ [0.23 

Redp
0.75

(1 − 𝜙𝑉)0.75
]

4

}

1/4

 1~105 Pebble beds Air, He 

[66] Nu =
Pr1/3

𝜙𝑉

 Redp  (0.0108 +
0.929

Redp
0.58 − 0.483

) >20 
Metallic 

particles 

Air, CO2, 

H2 

[67] Nu = 1.1 
Pr1/3 Redp

Redp
0.41 − 1.5

 13~2136 
Porous celite 

spheres 
Air 

[68] Nu = 0.922 Pr1/3 Redp
0.66 15~161 

Catalytic 

spheres 

H2O2 

vapor 

[69] Nu = 8.74 + 9.34 [6 (1 − 𝜙𝑉)]0.2 Pr1/3 Redp
0.2 50~120 ZrO2 pellets Flue gas 

[64] Nu = 0.052 
(1 − 𝜙𝑉)0.14

𝜙𝑉

 Pr1/3 Redp
0.86 2.5~175.6 

Glass, lead and 

steel beads 
Air 

[70] Nu = 0.048 
(1 − 𝜙𝑉)0.3

𝜙𝑉

 Pr1/3 Redp
0.7 20~100 

Granular 

potash 
Air 

 

In front of such different correlations, the question arises on which one to select for a given 

application. In fact, such correlations may only be reliable for bead materials and original test 
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conditions [62]. To enlarge the validation range, Whitaker [71] collected various experimental data 

of heat transfer in randomly packed beds and proposed the following correlation for Redp > 50: 

Nu = [0.5 Redp
−0.1  

(1 − 𝜙𝑉)0.5

𝜙𝑉
+ 0.2 Redp

1
15  

(1 − 𝜙𝑉)
1
3

𝜙𝑉
] Pr1/3 Redp

0.6 (2.8) 

Wakao et al. [72] assembled the published heat transfer data for packed beds of spheres, cylinders, 

cubes and irregular shaped grains over a wide range of Reynolds number (Redp) from 15 to 8500 

with a porosity around 0.4. The following correlation is widely used in published investigations 

[57, 61, 73-75]: 

Nu = 2 + 1.1 Redp
0.6 Pr1/3 (2.9) 

Another issue appears at the interface between the granular bed and the wall. Volume-averaged 

variables in the granular bed are not consistent with pointwise values of the solid wall. This is 

referred to as the ‘length scale mismatch’ [76]. Such mismatch makes it difficult to properly define 

the boundary conditions. Hager et al. [77] studied a 1D case of heat transfer between a cylindrical 

bead packing and its bounding wall. The incompatibility at the boundary is avoided by using a 

cylindrical REV (Figure 2.16). This can be considered as a ‘slice’ of the system including the 

granular bed, the containing wall and the insulation layer. The wall temperature is not computed 

as pointwise values, but rather as an average value over the interface  𝐴𝛾𝜂 in Figure 2.16. Although 

this approach prevents inconsistency, it is limited to solve 1D problems because of the REV 

selected. To the best of our knowledge, no further study attempted to solve this issue.  

 

2.2.4 Summary 

The literature survey on flow and heat transfer in wall-bounded granular beds can be summed up 

as follows: 

⚫ The knowledge of permeability is necessary to describe fluids flow in granular porous media 

at the macroscopic scale. This parameter is characterized experimentally using the falling head 

or the constant head tests. Note that both test methods have different practical limitations.  
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⚫ The analysis of the packing structure of a typical wall-bounded granular bed shows variations 

of porosity near the wall. This results in an uneven distribution of the cross-sectional flow 

velocity, which affects the flow and heat transfer. In the context of macroscopic models, the 

exponential porosity model was proposed. Note that the porosity variation should depend only 

on the packing structure. In the literature, however, the exponential porosity models were 

determined inversely using the experimentally measured radial flow velocity fields and show 

disagreement.  

⚫ The description of the convective heat transfer between the solid bead packing and the fluid 

relies on empirical correlations. As many have been proposed, it is important to select an 

appropriate model for a given application. However, there are no general guidelines to assist 

in such selection. 

⚫ An incompatibility in physical variables of the flow appears at the interface between the 

granular bed and the wall: volume-averaged variables in the granular bed are not consistent 

with pointwise values in the solid wall. This leads to a difficulty in defining boundary 

conditions for the numerical simulations. Note that only Hager et al. [77] investigated this 

problem and solved this issue for a 1D case.   

 

 

Figure 2.16: Cylindrical REV used by Hager et al. [77]. ‘𝛾-phase’ is the bead packing, ‘𝜂-phase’ 

is the pipe wall, ‘𝜒-region’ is the insulation layer, 𝐴𝛾𝜂 is the interface between the granular 

packing and the wall, 𝐴𝜂𝜒 is the interface between the wall and the insulation layer, 𝐴𝜒∞ is the 

interface between the insulation layer and the environment. The temperature of the inner pipe 

wall is computed as an average value over 𝐴𝛾𝜂. 
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 RESEARCH ISSUES, OBJECTIVES AND OUTLINE 

 

Based on the literature review, several research issues have been identified, from which objectives 

were derived as stated in the sequel. Finally, an outline is presented at the end of this chapter 

describing the four articles prepared with one in two parts (Article 2). 

 

3.1 Research issues 

Five issues related to the flow and heat transfer in porous media have been identified. Regarding 

the flow velocity prediction, the permeability (Issue 1) and porosity distribution (Issue 2) of the 

granular medium based on packed beads need to be properly determined. Secondly, two critical 

issues related to the heat transfer will be investigated: incompatibility of variables defined at the 

interface between the wall and granular bed (Issue 3) and determination of convective coefficient 

between the liquid and the solid particles (Issue 4). Finally, after resolving the above-mentioned 

issues, the thermal performance of the granular mold can be investigated (Issue 5).  

3.1.1 Permeability measurement 

The knowledge of permeability is important to predict flow velocity fields in porous media. Due 

to the complexity at the pore scale, permeability is usually characterized with experiments. For a 

typical granular bed, it is possible to use the methods proposed in the scientific literature (i.e., 

falling head or constant head methods), but with the following limitations: 

⚫ The falling head test is well suited for granular beds composed of small particles of 

permeability smaller than 10−10 m2.  

⚫ Although the constant head test does not have a range limitation, a more complex apparatus 

with fluid supply system and inlet pressure measurements would be needed to keep the inlet 

pressure constant throughout the test.  
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3.1.2 Porosity profile near the wall 

The second issue is the porosity variation near the wall. Studies on the packing structure and 

measurements of the cross-sectional flow velocity clearly indicate an increase in porosity near the 

containing wall. Two types of model have been proposed to describe such variation for 

monodisperse sphere backings, namely the oscillatory porosity model and the exponential porosity 

model. The oscillatory models obtained from different methods are in general agreement, whereas 

the exponential models used in macroscopic models deviate from one to another. This is likely 

caused by measurement errors in velocity, since the exponential models are not determined directly 

from packing structures, but calculated from the measured flow velocities. This disagreement 

makes it impossible to predict the flow velocity near the wall: to make accurate predictions, the 

porosity values near the wall is necessary. However, to select an appropriate porosity model, the 

flow velocity must be known. 

3.1.3 Incompatibility of physical variables at the boundary 

A clear definition of boundary conditions at the wall-bed interface is necessary to simulate the bed-

to-wall heat transfer. As mentioned above, the main problem is the incompatibility of physical 

variables computed from different governing equations: the volume-averaged variables in the 

granular bed computed by the macroscopic model and pointwise values in the solid wall computed 

by the conventional heat conduction equation. Only one published paper proposed a solution for 

1D cases, which cannot be applied in 3D as required to study heating processes in granular molds. 

The governing equations must be revisited, and a modelling framework needs to be proposed 

allowing to couple variables defined in neighbouring regions.  

3.1.4 Convective heat transfer between the fluid and particles 

The convective heat transfer coefficient between the fluid and particles is determined by empirical 

functions. The literature survey shows the uncertainty of selecting a proper correlation for a given 

application. Despite a clear preference for the function proposed by Wakao et al. [72], the 

experimental data available still remain limited to reach a final conclusion. This issue requires 

either devising a special characterization method or set up guidelines to assist in the selection of an 

appropriate model. 
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3.1.5 Heating performance of the granular mold 

In the first part of the literature review, the advantages of granular beds over conventional heated 

molds have been analyzed. However, no study has yet analyzed the innovative tooling concept of 

granular molds. Having solved the above-mentioned issues, it will be possible to analyze by 

numerical simulations the heating performance of a granular mold. The effect of various design 

parameters (e.g., mold materials, liquid flow rate, particle size, etc.) will also be investigated.  

3.2 Objectives 

This thesis aims to investigate the flow and heat transfer in wall-bounded granular porous media. 

A modelling framework will be proposed, which allows analyzing the thermal performance of the 

innovative tooling concept of molds based on granular materials. More specifically, four objectives 

are listed: 

1. To characterize the permeability of a typical granular bed, a simple and robust test method will 

be proposed to keep the simplicity of conventional falling head methods and enlarge the test 

range.  

2. The second objective is to revisit the conventional volume-averaged governing equations in 

porous media and propose a new modelling framework which can be used to predict the flow 

and heat transfer in a wall-bounded granular bed. The following two issues need to be solved: 

a) Determination of the granular bed porosity profile (especially near the wall) directly from 

the packing structure. 

b) Incompatibility of averaged physical variables at the wall-bed interface. 

3. Thirdly, the new modelling framework needs to be validated by experiments and more specific 

issues related to the heat transfer process can then be investigated, for example, the selection 

of the convection heat transfer correlations to model the heat transfer between different phases.  

4. The final objective consists of analyzing the thermal performance of granular molds and 

studying the effect of different design parameters. This analysis will be performed numerically 

using the previously proposed modelling framework. This is an efficient way to evaluate the 

performance of this innovative tool design. Based on the results, future work is expected to 

apply this innovative concept in composite manufacturing. 
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3.3 Outline 

This thesis is presented in 4 articles in the following chapters: 

⚫ Chapter 4 presents the first article published in Journal of Engineering Mechanics, which 

introduces a modified falling head test to measure the permeability of a typical granular bed. 

The range of this new approach is two orders of magnitude larger than the conventional one. 

⚫ Chapter 5 presents the Part I of the second article submitted to Transport in Porous Media, 

which presents the theoretical derivations of volume-averaged governing equations of wall-

bounded granular porous media. This eliminates the incompatibility of physical variables 

defined on the wall and subsequently allows determining the porosity profile directly from the 

packing structure. 

⚫ Chapter 6 presents Part II of the second article submitted to Transport in Porous Media, which 

describes the experimental validation of the governing equations derived in Part I. Specific 

issues on modelling are also considered, including additional turbulence sources induced by 

the wall, the convective heat transfer coefficient between phases and the temperature boundary 

conditions on the wall. 

⚫ Chapter 7 presents the third article submitted to International Journal of Heat and Mass 

Transfer, which studies the influence of different design parameters for a typical bed-to-wall 

heat transfer process. The indicator used in this parametric study is the heating time, i.e., the 

time required to reach temperature uniformity on the wall. This study is conducted numerically 

using the modelling framework developed in the thesis and is expected to assist in the design 

of effective granular molds. 

⚫ Chapter 8 presents the fourth article submitted to Applied Thermal Engineering, which 

introduces the innovative concept of heated molds using granular materials. Its heating 

performance is tested numerically for realistic manufacturing conditions.  

⚫ Chapter 9 sums up the concluding remarks of this investigation, which provide a general 

synthesis of the work. Recommendations for future work are also given.  
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 ARTICLE 1: PERMEABILITY MEASUREMENT OF 

GRANULAR POROUS MATERIALS BY A MODIFIED FALLING 

HEAD METHOD 

 

Yixun Sun, Philippe Causse, Brahim Benmokrane and François Trochu 

Published in  Journal of Engineering Mechanics  on 18/06/2020  

 

4.1 Chapter overview 

This chapter presents the article published in Journal of Engineering Mechanics, which introduces 

the modified falling head method to measure the permeability of granular beds. Compared with the 

conventional methods, its originality lies in the data-processing approach and the selection of a 

different test liquid other than water. The characterization on permeability allows a proper 

determination of the pressure loss in the granular bed, which represents an important source term 

in the volume-averaged governing equation derived in Chapter 5. The results show that the 

revisited Ergun’s equation [43] describes accurately the pressure loss. This conclusion will be used 

to validate the modelling framework in Chapter 6. 

 

4.2 Abstract 

Liquid flows through granular material are common phenomena in different engineering fields. 

Under certain conditions, this type of flow can be described by Darcy’s law, which involves the 

permeability of the porous medium. Experimental characterization of this parameter is then of 

importance to many practical applications. The falling head permeability test is regarded as one of 

the most commonly used methods for that purpose. The required manipulations are easy and rapid, 

which makes it preferable especially for field tests. However, due to practical difficulties of 

carrying out such measurements, it is only applicable to porous materials with permeability values 

lower than 10-10 m2. To enlarge the test range while keeping its advantages, a modified test 

procedure is proposed here to measure saturated permeability values two orders of magnitude 
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larger, namely around 10-8 m2. Tests were performed on granular beds containing single-diameter 

and multiple-diameter beads. Experimental results showed that the saturated permeability can be 

accurately predicted by the revisited Ergun’s equation with its first empirical constant equal to 180. 

Two important factors must be considered when performing these tests. The first one is the data 

processing method to compute the permeability from experimental data: both the gravity and 

pressure drop of the setup must be taken into account. The second one is the selection of test fluid. 

By comparing water and silicone oil, it was shown that the viscosity should be adapted depending 

on the permeability of the sample to ensure consistent and repeatable results. 

KEYWORDS: Granular beds, beads, permeability, falling head method 

 

4.3 Introduction 

Granular materials represent a significantly important topic of investigation in many engineering 

fields. Over the past decades, investigations were conducted on granular packings because of their 

applications to study soil properties in Civil Engineering [78], fluidized bed reactors in Chemical 

Engineering [79], thermal features of nanofluids [80] and so on. A large number of these studies 

focused on liquid flows through granular packings composed of stationary beads. At the pore scale, 

the fluid velocity is not uniform and remains highly influenced by the geometrical shape of the 

pores and their connectivity [81, 82]. The flow is also affected by the shape and size of the grains, 

their distribution uniformity in the granular bed, the saturated flow conditions and the properties 

of the filtration liquid [83]. At the macroscopic scale, such complexity can be conveniently 

modelled using an averaged approach based on Darcy’s law. The latter involves a key parameter 

of the porous material, namely the permeability (k). 

Two types of experimental methods have been widely used to measure the saturated permeability 

of granular beds: the constant head and the falling head method [44, 84, 85]. The constant head test 

measures the flow rate through a granular bed under a constant inlet pressure, while the falling 

head test measures the flow rate under a variable pressure head. The falling head method is easier 

to implement and much more rapid, which makes it preferable especially for in-situ measurements 

[86, 87]. However, practical difficulties arise with the falling head method for materials of large 
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permeability [45]. As a matter of fact, most previous investigations with the falling head test are 

focused on samples with fine grains of permeability under 10-10 m2 [88-90].  

The goal of this work is to revisit the conventional falling head method and propose a modified 

version to evaluate the saturated permeability of bead packings of permeability in the range of 10-

8 m2. This modified falling head test was devised to enlarge the range of the conventional method 

while keeping its main advantages. The article is organized as follows. After a literature review on 

the falling head method, the experimental setup and the properties of test samples are presented. 

The experimental methodology and existing data processing methods are described in the 

following section. These approaches are compared to highlight the features of the modified 

approach. The selection of the test fluid is then discussed providing specific rules for similar 

measurements with other porous materials. Finally, the experimental results are presented and 

conclusions are drawn. 

 

4.4 Literature review 

The measure of permeability is based on Darcy’s law, which describes fluid flows in porous media. 

Although Darcy’s law originates from the experiments of Darcy on groundwater flows [36], it may 

also be derived from the conservation of momentum by volume averaging techniques [44]. For 

unidirectional flows, Darcy’s law can be stated as follows: 

 𝑣 = −
𝑄

𝑆
= −

𝑘

𝜇

𝜕𝑃

𝜕𝑧
 (4.1) 

where 𝑣 denotes the superficial velocity (or Darcy’s velocity) of the fluid, 𝑄 is the volumetric flow 

rate, 𝑆 is the cross-sectional area of the porous medium perpendicular to the flow direction, 𝜇 is 

the dynamic viscosity of the fluid and 𝜕𝑃/𝜕𝑧 is the pressure gradient through the porous medium. 

Note that this equation is only applicable at low fluid flow rate. The validity of Darcy’s law can be 

verified by evaluating the Reynolds number based on the particle 𝑅𝑝 = 𝜌𝑓𝑣𝑑𝑝/𝜇 , where 𝑑𝑝  

represents the equivalent particle diameter of the granular bed and 𝜌𝑓 is the density of the fluid. 

Bear [44] suggested that Darcy’s law is valid for 𝑅𝑝 lower than some value between 1 to 10. For 

higher Reynolds numbers, a nonlinear relationship between the pressure gradient and the flow rate 
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should be taken into account [44]. For granular packings, Ergun [91] proposed a specific nonlinear 

equation giving an empirical relation between the flow rate and the pressure drop: 

 𝛻𝑃 = 𝐴 
(1 − 𝜙𝑉)2

𝜙𝑉
3  

𝑣𝜇

𝑑𝑝
2

+ 𝐵 
(1 − 𝜙𝑉)

𝜙𝑉
3  

𝑣2 𝜌𝑓

𝑑𝑝
 (4.2) 

where 𝛻𝑃  is the pressure gradient in the flow direction, 𝜙𝑉  is the void fraction and 𝐴 , 𝐵  are 

empirical constants. Ergun’s equation originates from combining Darcy’s law with Kozeny-

Carman equation [44]. Ergun suggested taking the values of 𝐴 and 𝐵 as 150 and 1.75 respectively. 

Later, Macdonald et al. [43] revisited this equation for smooth particles and proposed different 

values of 180 and 1.8 for 𝐴 and 𝐵 respectively.  

In conventional falling head tests, a vertical standpipe of small sectional area is inserted into the 

saturated granular sample from the top (Figure 4.1). Water is used as test fluid and a high head is 

normally desired, which may vary from 0.9 to 4.5 meters [85, 89, 90, 92-94]. During the test, the 

water level falls from its initial position ℎ0  to a certain height ℎ over a time interval ∆𝑡. The 

permeability is then calculated as [44]: 

 𝑘 =  
𝜇

𝜌𝑓 𝑔
 × 

𝑎 𝐿𝑏𝑒𝑑

𝑆 ∆𝑡
 ×  𝑙𝑛 

ℎ0

ℎ
 (4.3) 

where 𝑎 is the cross-sectional area of the standpipe, 𝐿𝑏𝑒𝑑 is the vertical length of the sample and 𝑔 

is the gravitational acceleration. The change in liquid position is usually recorded visually in time.  
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Figure 4.1: Schematic diagram of the conventional falling head test. 

 

The falling head method has already been applied to a wide variety of porous materials such as soil 

[89], porous pavements [95], sand [96], gravels [94], porous stones [92], pervious concrete [97], 

glass-fiber wicks [88] and 3D printed porous media [98]. Nearly all investigations used water as 

test fluid and the water position changes rapidly in the experiments, especially when measuring 

very permeable samples. Fast changes in the positions of the liquid head during the tests increase 

the difficulties of performing accurate and consistent measurements [89]. Consequently, the falling 

head test has mainly been used to characterize porous materials of relatively low permeability 

(Table 4.1). It is generally not recommended when k is larger than 10-10 m2 [45, 89, 99].  
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Table 4.1 Ranges of permeability characterized using the falling head test in the scientific 

literature 

 Material tested Permeability range (m2) 

Assaad and Harb [90] mixed mortars and concrete 10-15 < k < 10-14 

Hall [85] hot-mix asphalt pavements 10-15 < k < 10-12 

Lee et al. [98] 3D printed PPF scaffolds 10-14 < k < 10-9 

Pedescoll et al. [94] constructed wetlands 10-11 < k < 10-10 

Galvan et al. [92] porous building rocks 10-17 < k < 10-13 

Johnson et al. [89] sand and silt loam 10-14 < k < 10-11 

Silva et al. [100] fine-grained marine sediments 10-18 < k < 10-15 

Zarandi et al. [88] glass-fiber wicks 10-12 < k < 10-10 

 

Several modifications have been proposed to improve the accuracy and efficiency of measurements 

made by the falling head method. Nightingale and Bianchi [101] installed a strain gage into the 

permeameter to measure the water pressure and transient displacement automatically. Fwa et al. 

[102] described a falling head permeameter with pressure transducers and automatic data loggers. 

Pressure transducers were positioned in the interior wall of the apparatus to perform automatic 

readings of time and pressure changes. This idea has also been used in the study of Johnson et al. 

[89]. Wilson et al. [93] described a device with several pairs of infrared emitters and detectors 

installed in the standpipe. The change in water level could then be detected, and hence the flow 

rate data calculated as a function of time. Noborio et al. [103] installed a laser distance meter on 

the top of the cylinder to measure temporal changes in hydraulic head. These techniques gave a 

good accuracy by avoiding manual readings of fast changing water head positions. However, 

additional work and cost are required for the installations and calibration of electronic devices. 

Note also that the use of Darcy’s law in such measurements remains limited to flows at low 𝑅𝑝. 

For materials with coarse grains, flow may pass from laminar to transitional or turbulent, for which 

Darcy’s law is no longer valid [84, 93, 95].  

Apart from the experimental setup, the calculation of permeability also plays a key role in the 

falling head method. In the vast majority of published works, this parameter is computed by Eq. 

(4.3) [44, 45, 85, 88, 90, 92, 93, 104, 105]. By doing so, it is implicitly assumed that gravity and 

the pressure drop in the setup outlet can be neglected. Although Kaczmarek [106] considered 

gravity in Darcy’s law and a recent paper suggested that the pressure drop of the permeameter 

should also be taken into account for higher permeability values [107], these approaches have not 
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yet been compared with the conventional falling test method. In particular, the possible 

implications in terms of permeability calculation have not been analyzed quantitatively. In the 

current study, experimental results will be processed by several methods and compared to evaluate 

the accuracy. 

4.5 Experimental setup and materials 

4.5.1 Experimental setup 

The experimental setup is presented in Figure 4.2a and schematically depicted in Figure 4.2b. The 

granular bed is placed in a vertical transparent plastic pipe of inside diameter 101.6 mm (4 inches) 

and total length of 550 mm. The plastic pipe is graduated in height to measure ℎ0. Two identical 

metallic perforated plates and mesh layers (Figure 4.3) are placed at the top and bottom of the 

granular bed. The plates support the granular medium and help keeping the cylindrical shape and 

constant thickness, while the mesh layers create a transition zone between the perforated plates and 

the granular bed so as to generate a unidirectional flow through the sample. The granular bed, the 

perforated plates and the mesh layers are held by a plastic sleeve supported by the bottom cap. A 

rubber flex cuff is tightened around the main pipe and the bottom cap to ensure proper sealing of 

the device. An outlet valve and a small pipe serving as vent for the system are connected to the 

bottom cap. The outlet flow is collected in a recipient and weighed by an electronic scale SETRA 

EL-4100D. This instrument has a maximum capacity of 4.1 kg with a recording speed of up to 5 

times per second. To reduce signal fluctuations caused by the electronic scale, both time and mass 

data were averaged over every 2 seconds. Let 𝑡𝑖 and 𝑚𝑖 be the 𝑖-th (1 ≤ 𝑖) averaged time and mass 

value. The initial time and mass are denoted 𝑡0 and 𝑚0. On each interval, the volumetric flow rate 

𝑄𝑖, the fluid velocity 𝑣𝑖 and the liquid level ℎ𝑖 were calculated as follows: 

 𝑄𝑖 =
𝑚𝑖 − 𝑚𝑖−1

(𝑡𝑖 − 𝑡𝑖−1)𝜌𝑓
 (4.4) 

 𝑣𝑖 = −
𝑄𝑖

𝑆
 (4.5) 

 ℎ𝑖 = ℎ0 −
𝑚𝑖 − 𝑚0

𝜌𝑓𝑆
 (4.6) 
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Figure 4.2: Experimental setup: (a) photograph of the setup with the transparent pipe containing 

the granular bed; (b) schematics of the setup: 1. plastic pipe of 4 inches inside diameter; 2. mesh 

layer and porous plate; 3. granular bed; 4. plastic ‘sleeve’; 5. rubber flex cuff; 6. plastic end cap; 

7. outlet valve; 8. container; 9. electronic scale. 

 

 

Figure 4.3: Mesh layer (left) and perforated plate (right) holding the granular bed at the top and 

bottom. 
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4.5.2 Materials 

Two different materials were used during the experiments: ceramic beads (Figure 4.4a) and plastic 

beads in ABS (Figure 4.4b). Preliminary characterization tests were conducted to evaluate basic 

properties of the raw materials. The density of beads was measured using a buoyancy technique 

described in ASTM D792 [108]. The measurements were repeated 20 times for both materials. 

Mean values reported in Table 4.2 subsequently allowed evaluating the porosity of tested samples. 

The diameter of the particles is also an important factor to estimate porosity and compare the 

measured permeability to predictive models. The diameter of a large number of beads (more than 

1500 for each type material) were measured by image processing. Firstly, randomly selected beads 

were photographed with an optical camera (the beads were placed on a graduated background to 

allow conversion between pixel and physical length). The images were then binarized by manual 

thresholding using the software ImageJ [109]. This allowed measuring the area of each particle, 

which was finally converted to diameter by assuming a perfect spherical shape. The size 

distributions are reported in Figure 4.4, which shows a rather significant scatter, especially for the 

ceramic beads. The mean diameter for each type of beads was then calculated by the following 

equation: 

 𝑑𝑝 =
∑ 𝑑𝑖  𝑓𝑖

∑ 𝑓𝑖
 (4.7) 

where 𝑑𝑖 is the diameter of particles of size 𝑖 and 𝑓𝑖 is the total number of spheres of size 𝑖. The 

mean diameters obtained for the two types of beads are reported in Table 4.2. 

 



36 

 

 

Figure 4.4: Photographs of test materials and size distribution: (a) ceramic beads; (b) ABS beads. 

 

Table 4.2 Material properties 

Material 
Diameter range  

(mm) 

Mean diameter  

(mm) 

Standard 

deviation of 

bead diameter 

(mm) 

Mean density  

(g/cm3) 

Standard 

deviation on 

density 

measurement 

(g/cm3) 

Ceramic 2.8 - 3.8 3.26 0.155 2.58 0.0133 

ABS 5.73 - 6.36 6.02 0.088 2.24 0.0125 

 

Five different cylindrical packings were considered during the permeability measurements. As 

reported in Table 4.3, the granular beds of the first two samples contain only one type of beads, 

while specimens 3 to 5 consisted of a mixture of the two materials. Before each permeability 
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measurement, the weight and height of the granular sample were measured, and the corresponding 

porosity was estimated knowing the densities of the two types of beads. Note that the diameter of 

the test column is more than 12 times larger than the sphere diameter. This ratio was suggested by 

Beavers et al. [110] to eliminate the influence of the wall when measuring the permeability of 

granular packings. 

 

Table 4.3 Properties of the granular beds characterized during the permeability experiments 

Granular 

bed 
Material 

Mass ratio 

(ceramic : ABS) 

Mean diameter 

(mm) 
Porosity 

1 Ceramic N/A 3.26 0.39 

2 ABS N/A 6.02 0.40 

3 Ceramic + ABS 1:1 3.68 0.39 

4 Ceramic + ABS 1:2 3.99 0.39 

5 Ceramic + ABS 2:1 3.49 0.39 

 

The test fluid was the XIAMETER™ PMX-200 calibrated silicone oil from Dow Corning. This 

liquid is commonly used to characterize the permeability of engineering fabrics used in structural 

composites [111]. It was notably selected as reference during the latest international benchmark on 

that topic [112]. It has stable properties and a relatively high viscosity, which facilitates 

measurements. It possesses several interesting properties such as strict Newtonian behavior and 

nearly no aging. At the test temperature considered in this investigation (23℃ ±1℃), its density 

and dynamic viscosity are 0.966 g/cm3 and 0.099 Pa·s respectively. This viscosity is two orders of 

magnitude higher than water, which is normally used as test liquid in the standard falling head 

method. The advantages of using a more viscous fluid will be discussed in detail in a subsequent 

section. 

4.6 Test procedure and experimental data processing 

The falling head setup presented above differs on two main points from previous studies: the initial 

head position is much lower (less than 300 mm) and the test fluid is much more viscous. Another 

particular feature in this work comes from the calculation of permeability. Preliminary experiments 

were conducted to determine the pressure drop caused by the setup and this effect was incorporated 

in the final data processing procedure to improve accuracy. 
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4.6.1 Baseline test 

The pressure is not directly measured at the boundaries of the granular sample (points 𝐶 and 𝐷 in 

Figure 4.5). By neglecting viscous effects in the main cylinder, the pressure at point 𝐶 (𝑃𝐶) can be 

simply deduced from the liquid height. At point 𝐷, the pressure (𝑃𝐷) is affected by the liquid flow 

between the sample and the outlet, but an additional pressure drop is also created by the change of 

section at the bottom of the test cylinder and in the outlet pipe and valve. To evaluate quantitatively 

this effect, experiments were performed without samples. Results are reported in Figure 4.6 for 

four repeated experiments. A linear relationship is observed between 𝑃𝐷 and 𝑄: 

 𝑃𝐷 =  𝑐0 𝑄 + 𝑐1 (4.8) 

where 𝑐0  = 5.93  × 108 Pa·s·m-3 and 𝑐1  = -2742 Pa are the fitting parameters obtained from 

experimental data. Eq. (4.8) describes the intrinsic pressure drop caused by the setup and will be 

used as baseline to correct the pressure gradient in the sample during a permeability experiment. 

 

4.6.2 Experimental procedure 

After performing the baseline tests, the granular beds described in Table 4.3 were characterized by 

the following experimental procedure. Firstly, a perforated plate and a mesh layer were placed on 

the top of the plastic sleeve. With the outlet valve closed, silicone oil was poured into the vertical 

plastic pipe. With the apparatus filled by silicone oil, beads are gradually poured from the top into 

the plastic pipe. For the granular beds 3 to 5 which contain different types of beads, the particles 

were thoroughly mixed before placing them in the test cylinder. Another mesh layer and porous 

plate is placed on top of the granular bed. During installation, the top plate is carefully tapped to 

reach proper positioning (i.e., perpendicular to the column axis). This ensures that the test packings 

are of constant thickness. After reading the value of ℎ0, the data acquisition is launched and the 

outlet valve opened. The test is stopped before the liquid level reaches the top surface of the sample. 

During the entire experiment, the mass is continuously recorded from the starting time of the test 

(i.e., when the mass begins to increase). 
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Figure 4.5: Schematic diagram of the modified falling head test. 

 

 

Figure 4.6: Determination of the intrinsic pressure drop caused by the experimental setup. 
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4.6.3 Experimental data-processing 

Different approaches were considered to process the raw experimental results and calculate 

permeability. The first approach includes all the known physical concepts related to the 

experimental procedure. Darcy’s law was used in its general form, including gravity [44]: 

 𝑣 = −
𝑄

𝑆
= −

𝑘

𝜇
(
𝜕𝑃

𝜕𝑧
+ 𝜌𝑓𝑔) (4.9) 

For incompressible test fluids, 𝜕𝑃/𝜕𝑧 writes as follows: 

 
𝜕𝑃

𝜕𝑧
=

𝑃𝐶 − 𝑃𝐷

𝐿𝑏𝑒𝑑
=

𝜌𝑓𝑔ℎ − 𝑃𝐷

𝐿𝑏𝑒𝑑
 (4.10) 

The value of 𝑃𝐷 was evaluated in Eq. (4.8). Substituting Eq. (4.10) and Eq. (4.8) in Eq. (4.9) gives 

the permeability of the granular bed:  

 𝑘 = −
𝑣 𝜇 𝐿𝑏𝑒𝑑

𝜌𝑓𝑔 (ℎ + 𝐿𝑏𝑒𝑑) − 𝑐0𝑄 − 𝑐1
 (4.11) 

This equation can be used directly with the discrete values 𝑄𝑖, 𝑣𝑖 and ℎ𝑖 of Eq. (4.4), (4.5) and (4.6) 

to compute the permeability every 2 seconds. In the rest of this paper, this calculation is referred 

to as the “instantaneous method”. The “global method” will also be considered, which uses the 

entire set of experimental data to derive a unique permeability from each test. In that case, the 

initial condition of the liquid level and the incompressibility assumption of the fluid must be 

considered: 

 ℎ(0) = ℎ0, 𝑣 = 𝑑ℎ/𝑑𝑡 (4.12) 

Thus, the analytical solution can be obtained by integration of Eq. (4.9) as follows: 

 𝑙𝑛

ℎ + 𝐿𝑏𝑒𝑑 −
𝑐1

𝜌𝑓 𝑔

ℎ0 + 𝐿𝑏𝑒𝑑 −
𝑐1

𝜌𝑓  𝑔

= −
𝜌𝑓 𝑔

𝜇 𝐿𝑏𝑒𝑑

𝑘
+ 𝑐0 𝑆

 𝑡 (4.13) 
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Eq. (4.13) describes the logarithmic variation of ℎ in time during the test. Fitting Eq. (4.13) to the 

discrete measurement points ( 𝑡𝑖 , ℎ𝑖 ) obtained by Eq. (4.4), (4.5) and (4.6) gives a global 

permeability value. 

Eq. (4.11) and Eq. (4.13) were derived from the same approach. To illustrate the importance of 

considering gravity and the pressure drop caused by the setup, two simplified data-processing 

approaches will be examined in the sequel. In the second data-processing approach, the pressure 

drop of the setup and the gravity term in Darcy’s law are both neglected. As discussed previously, 

this second approach was the most commonly used in past investigations using the falling head 

method. In that case, Eq. (4.11) and Eq. (4.13) reduce to: 

 𝑘 = −
𝐿𝑏𝑒𝑑 𝜇 𝑣

𝜌𝑓 𝑔 ℎ
 (4.14) 

 
𝑙𝑛

ℎ

ℎ0
= −

𝑘 𝜌𝑓 𝑔

𝜇 𝐿𝑏𝑒𝑑
 𝑡 

(4.15) 

A third data-processing approach will also be implemented following the method of Kaczmarek 

[106], who considered the gravity term in Darcy’s law, but not the setup pressure (which was zero 

at the bottom of the granular bed). The “instantaneous” and “global” permeability for the third 

approach were determined by the following equations:  

 𝑘 = −
𝐿𝑏𝑒𝑑 𝜇 𝑣

𝜌𝑓 𝑔 ( ℎ +  𝐿𝑏𝑒𝑑 )
 (4.16) 

 𝑙𝑛 
ℎ + 𝐿𝑏𝑒𝑑

ℎ0 + 𝐿𝑏𝑒𝑑
= −

𝑘 𝜌𝑓 𝑔

𝜇 𝐿𝑏𝑒𝑑
 𝑡 (4.17) 

 

4.7 Results and discussions 

4.7.1 Comparison of data-processing approaches 

In this section, the differences between the data-processing approaches described above are 

compared with typical experimental data obtained for the first granular bed tested (see 
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monodisperse ceramic beads in the first line of Table 4.3). Note that similar results have been 

obtained for all the samples analyzed, but are not presented here for the sake of brevity. Figure 4.7a 

shows the permeability computed by the instantaneous method for the three data-processing 

approaches considered. Since permeability is an intrinsic property of the porous medium, it should 

remain constant during the whole test. This behavior is observed only with the first approach, which 

exhibits a stable average permeability throughout the test.  

In the second approach, neglecting the pressure at the bottom of the sample overestimates the 

pressure gradient. Consequently, the permeability is much lower at the beginning of the test than 

in the first approach. As the liquid level approaches the top of the granular bed during the test, the 

overestimation of the pressure gradient becomes less important because neglecting gravity inside 

the sample tends to generate an opposite effect. Since the apparatus is placed vertically, gravity 

plays a role in dragging the liquid flow through the granular bed, especially when the liquid level 

is low.  
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Figure 4.7: Processing results with three data-processing approaches for typical experimental data 

obtained with monodisperse ceramic beads of average diameter 3.26 mm: (a) instantaneous 

method; (b) global method: liquid positions are given in time and compared with experimental 

observations. ‘Approach 1’ refers to Eq. (4.11) and (4.13), ‘Approach 2’ refers to Eq. (4.14) and 

(4.15) and ‘Approach 3’ refers to Eq. (4.16) and (4.17). 

 

Finally, adding a gravity term in Darcy’s law in approach 3 gives a similar increase of permeability 

during the test, but with lower values of instantaneous permeability. These results show that the 

pressure drop of the setup and the effect of gravity should be considered in the evaluation of 

permeability from experimental results. This conclusion is confirmed by the analysis performed 

with the global permeability as illustrated in Figure 4.7b: only the first approach gives a good 

agreement with experiments. However, note that the curves of approaches 2 and 3 give satisfactory 

results at the beginning of the test. This shows that the complete data from one test must be 

considered to confirm the validity of the new data-processing approach proposed here. It is also 

clear that the R2 coefficients are not satisfactory for approaches 2 and 3. Given their limitations, 

approach 1 will be used to determine the permeability of the bead packings listed in Table 4.3.  
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4.7.2 Test fluid selection 

The results presented above show that an appropriate data processing methodology is required to 

characterize the permeability of the granular materials considered. Another key aspect is the 

selection of test fluids. From the literature review, water was used in previous falling head 

investigations. In fact, before adopting silicone oil, preliminary tests with water were performed 

with monodisperse ceramic beads of average diameter 3.26 mm. This allowed identifying 

difficulties related to the use of water to characterize the permeability of such granular porous 

media. The first concern is related to the fluid velocity (Figure 4.8). Using water with the proposed 

experimental setup resulted in values of Reynolds number between 10 and 20 during the entire test, 

which is out of the usual validity range of Darcy’s law. Since experimental data are processed using 

Darcy’s law, it is necessary to lower the fluid velocity. The first possible solution is to increase the 

thickness of the granular bed. However, this implies using a much bigger testing device and a larger 

quantity of beads, which is not practical. Another option is to increase the pressure drop of the 

setup. This was done by placing an additional valve on the outlet. During the test, the valve was 

kept partially open to generate sufficient pressure loss. In Figure 4.8, this modification resulted in 

an overall test duration close to a test with silicone oil. The Reynolds number is still high (between 

4 and 5), but it is sufficiently low to consider Darcy’s law valid as a first approximation.  

 

Figure 4.8: Evolution of Reynolds number during tests on ceramic bead packings (average 

diameter 3.26 mm) with different fluids and outlet conditions. 
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After modifying the outlet conditions, a baseline test was conducted with water and the 

permeability of the ceramic bead packing was determined using the global method. Results 

reported in Figure 4.9 indicate a satisfactory coefficient of determination of the curve fitting. 

However, the computed value of permeability is much lower than with silicone oil (see Table 4.5 

and Figure 4.10). To explain this discrepancy, Figure 4.9 also plots the baseline obtained with water, 

which nearly coincides with the liquid position during the permeability test. This means that the 

pressure drop induced by the granular bed is very small compared to the pressure drop of the setup. 

It is then very difficult to quantify the pressure loss caused by the granular bed alone and estimate 

precisely the corresponding permeability. To correct this, the proportion of the bed induced 

pressure drop must be increased. Based on the physical conditions of the experiment, several 

solutions exist: increase the length of the sample, increase the diameter of the outlet valve, and 

increase the viscosity of the fluid. Based on the precedent analysis, using a more viscous test fluid 

is clearly preferable, which motivated the choice of silicone oil. In that case, the change of liquid 

position during the test is considerably different from the baseline (see Figure 4.10). This facilitates 

the detection of the pressure drop related to the sample and makes the calculation of permeability 

more precise and repeatable. 

 

 

Figure 4.9: Experimental results with the ceramic beads (average diameter 3.26 mm) and setup 

baseline using water as test fluid and the modified outlet condition. 
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Figure 4.10: Experimental results with ceramic beads (average diameter 3.26 mm) and setup 

baseline using silicone oil as test fluid. 

 

To understand the influence of liquid viscosity, a sensitivity study was conducted to assess the 

accuracy of the measurement. Only one possible source of error was considered during this analysis, 

namely the manual reading of ℎ0. Since the graduated plastic pipe used during the experiments 

possesses a minimum scale of 1 mm, the reading errors were estimated to be about ±0.5 mm. All 

other parameters (fluid properties, length of the granular bed, geometry of the setup) were 

considered perfectly known and the acquisition system is assumed to give exact results of time and 

mass data. Under these assumptions, a series of virtual experiments were performed for 𝐿𝑏𝑒𝑑 = 

101.6 mm and ℎ0 = 350 mm. A virtual experiment is a numerical calculation that reproduces a 

typical permeability test by following four steps: 

1. For a given bed permeability 𝑘𝑏𝑒𝑑, compute the duration of the test 𝑡𝑒𝑛𝑑 using Eq. (4.13) giving 

the liquid position in time when gravity and the pressure drop of the experimental setup are 

considered. 

2. Generate a time series from 0 to 𝑡𝑒𝑛𝑑  with intervals of 2 seconds and calculate the liquid 

position at each time interval with Eq. (4.13). 
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3. Introduce an error of ±0.5 mm on ℎ0 and compute again a series of data points for the virtual 

experiment. 

4. Apply the global method to obtain a simulated value of permeability 𝑘𝑠𝑖𝑚 with reading errors 

by fitting the liquid positions as a function of time.  

Results of the sensitivity analysis are summarized in Figure 4.11 with 𝑘𝑏𝑒𝑑 varies from 10-10 to 10-

6 m2. The shaded areas represent the possible permeability regions for a reading error on h0. At low 

permeability (10-10 m2 and below), an error on the initial liquid position does not affect the 

measurement. In that case, water is recommended as test fluid because the overall measurement 

duration is shorter than silicone. Note also that water brings other additional advantages over 

silicone oil, namely low cost and easier reuse of the beads afterwards. However, the situation differs 

when the permeability of the sample increases. For example, when 𝑘𝑏𝑒𝑑  equals 10-8 m2, the 

deviation between 𝑘𝑏𝑒𝑑 and 𝑘𝑠𝑖𝑚 is around 40% for water, but remains below 0.5% for silicone oil. 

This analysis is consistent with the experimental results of Figure 4.9 and Figure 4.10. For the 

permeability range considered in this study, the test procedure is too sensitive to experimental 

errors with water. On the other hand, the silicone oil selected appears to be a well-suited fluid for 

that particular application. However, this might not be necessarily true for granular packings 

composed of much larger beads. In that case, a liquid of higher viscosity may probably be 

recommended. 

The above discussion shows that the test fluid should be carefully selected depending on the 

permeability of the sample to ensure an appropriate trade-off between the duration of the test and 

accuracy. It is important to mention that other factors can generate variability during practical tests. 

In order to improve fluid selection, future work could consider other sources of error from the 

acquisition system or from other parameters. 
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Figure 4.11: Estimation of the measurement accuracy considering errors of ±0.5 mm on the initial 

liquid position ℎ0. The graph plots the original permeability 𝑘𝑏𝑒𝑑 in abscissa and the simulated 

measured permeability 𝑘𝑠𝑖𝑚 in ordinate for water and silicone oil with test conditions 

representative of the actual experimental setup. 

 

4.7.3 Permeability of bead packings 

Figure 12 shows the instantaneous permeability determined from four repeated tests for the first 

set of beads listed in Table 4.3 (monodisperse ceramic beads of average diameter 3.26 mm). The 

overall repeatability appears satisfactory, although a scatter exists. Note that the time interval is 

relatively small (2 seconds), which prevents the noise of the balance signal to be thoroughly 

averaged. In the test illustrated in Figure 4.12, the average permeability is 9.7×10-9 m2 with a 

standard deviation of 6.4×10-10 m2 (computed from all the data points). Similar repeated tests were 

conducted with the other sets of beads and the results are summarized in Table 4.4. Note that low 

Reynolds numbers (𝑅𝑝 < 0.1) were calculated for all the tests, which validates the applicability of 

Darcy’s law. Overall, the measurements show a good consistency and repeatability during the test 

since relatively low standard deviations are obtained in all the experiments. The results also show 

that the revisited Ergun’s equation [43] predicts correctly the permeability within a deviation of 6% 



49 

 

whereas the original Ergun’s equation [91] overestimates permeability by around 15% in these 

cases. 

 

Table 4.4 Measured permeability of bead packings listed in Table 4.3 obtained by the instantaneous 

method and comparison with theoretical predictions 

Granular 

bed 

Average 

permeability 

(10-8 m2) 

Relative 

standard 

deviation 

(%) 

Ergun’s equation 

(Eq. (4.2), A=150, 

B=1.75) 

Macdonald’s equation 

(Eq. (4.2), A=180, 

B=1.8) 

Prediction  

(10-8 m2) 

εdev 

(%) 

Prediction 

(10-8 m2) 

εdev 

(%) 

1 0.97 6.60 1.13 16.49 0.94 3.09 

2 3.53 6.52 4.06 15.01 3.39 3.97 

3 1.30 10.01 1.49 14.62 1.24 4.62 

4 1.46 7.53 1.69 15.75 1.41 3.42 

5 1.14 9.65 1.29 13.16 1.08 5.26 

 

 

Figure 4.12: Instantaneous permeability for monodisperse ceramic beads of average diameter 

3.26 mm. 
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The global permeability was obtained by fitting the liquid positions in time. The results are 

summarized in Table 4.5. The values of 𝑅2 approximately equal 1 in all the tests. Compared with 

the instantaneous method, no evident difference can be observed on the average values of 

permeability, but the standard deviation is much lower (below 3%). Indeed, the global method 

considers the entire set of experimental data, which eliminates inherent fluctuations coming from 

the acquisition system. However, the two methods yield similar results. If simplification of the 

testing methodology is required, the instantaneous approach could be used by recording only the 

change in mass over a given time interval. This could be interesting to implement the test in a more 

practical environment. Finally, note that the permeability computed by the global approach is very 

close to the predictions of MacDonald’s equation [43]. This confirms the ability of the revisited 

Ergun’s equation to predict permeability in such granular porous media. 

 

Table 4.5 Measured permeability of bead packings listed in Table 4.3 obtained by the global 

method and comparison with theoretical predictions. 

Granular 

bed 

Average 

permeability 

(10-8 m2) 

Relative standard 

deviation 

(%) 

Ergun’s equation 

(Eq. (4.2), A=150, 

B=1.75) 

Macdonald’s 

equation 

(Eq. (4.2), A=180, 

B=1.8) 

Prediction  

(10-8 m2) 

εdev 

(%) 

Prediction  

(10-8 m2) 

εdev 

(%) 

1 0.93 1.38 1.13 21.51 0.94 1.08 

2 3.43 3.06 4.06 18.37 3.39 1.17 

3 1.27 1.34 1.49 17.32 1.24 2.36 

4 1.39 1.87 1.69 21.58 1.41 1.44 

5 1.15 1.48 1.29 12.17 1.08 6.09 

 

4.8 Conclusions 

In this study, a modified falling head method is proposed to measure the permeability of bead 

packings, which lies in the range of 10-8 m2. The method does not require the installation of 

electronic devices on the apparatus, nor manual reading of the head loss. Hence, it is relatively easy 

to implement. The saturated permeability of five different granular beds filled with single-diameter 

and multi-diameter spherical beads were investigated experimentally. After comparing different 



51 

 

data-processing approaches, it was shown necessary to consider both gravity and the pressure drop 

of the setup to process experimental data. The choice of an appropriate test fluid is also a key 

parameter. Due to its low viscosity, water is not applicable for the tests considered. Hence, a more 

viscous silicone oil was used in the experiments which allowed measuring a higher range of 

permeability. With the test methodology described in the article, permeability results exhibit a good 

consistency and repeatability. The revisited Ergun’s equation was recommended to predict the 

permeability of bead packings. Although the samples tested in this investigation are composed of 

spherical beads, the modified falling head method can be applied to other types of porous media 

over a wide range of permeability values. However, the data-processing approach and the viscosity 

of the test fluid must be carefully selected depending on the permeability of the material and the 

experimental setup. 
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BETWEEN A BEAD PACKING AND ITS BOUNDING WALL: PART I - 

THEORY 
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5.1 Chapter overview 

This chapter is the first part of an article in two parts submitted to Transport in Porous Media, 

which presents the theorical derivation of volume-averaged governing equations in wall-bounded 

bead packings. This study addresses two critical issues summarized in Chapter 3 using a non-

constant Representative Elementary Volume (REV): the determination of the exponential porosity 

profile and the incompatibility of physical quantities at the boundary. The derivation of the 

governing equations enables subsequent studies on this topic. An experimental validation and the 

investigation on the effect of various modelling parameters will be presented in Chapter 6. 

 

5.2 Abstract 

Forced convective heat transfer between fluid-saturated bead packings and the solid containing 

walls are important phenomena in different engineering fields. In practical applications, the 

volume-averaged governing equations and the use of Reynolds-Averaged Navier-Stokes (RANS) 

Computational Fluid Dynamics (CFD) simulations can provide a reasonable description of the 

averaged transport phenomena in bead packings without too much computational resources. 

However, it is still a challenge to treat conjugate problems because the presence of a bounding wall 

causes different modelling issues. Firstly, different exponential functions have been proposed for 

RANS CFD simulations to model the porosity variation of bead packings near the wall. These 

functions are usually determined by an inverse approach which solves the governing equations to 

approximate the physically measured flow fields (e.g., velocity, temperature). Given the variety of 
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existing porosity models, it is difficult to select the most appropriate one in a particular case. 

Secondly, the volume-averaged quantities of the bead packing are incompatible with the local point 

quantities of the wall. This largely increases the difficulty in defining the boundary conditions at 

the wall. In the present work, a modelling framework is presented to simulate the forced convective 

heat transfer from the bead packing to its containing wall. These two critical issues are addressed 

by deriving volume-averaged governing equations using a non-constant Representative Elementary 

Volume (REV). In Part I of the article, the theoretical derivations are presented in detail. A 

procedure is also developed to select an appropriate porosity model from the packing 

microstructure. Part II of the article completes the investigation by validating the predictive 

capability of the derived governing equations by experiments.  

 

KEYWORDS: Bead packings, forced convection, volume averaging, wall-to-bed heat transfer 

 

5.3 Introduction 

Fluid flows through pipes and ducts are commonly encountered in heating and cooling systems 

used in different engineering fields. In such applications, a granular porous medium can be placed 

inside the fluid channel to intensify the mixing and enhance the heat transfer. Following this 

approach, the wall-to-bed heat transfer coefficient can be increased by 2 to 30 times [113-115]. For 

example, multi-tubular packed bed reactors were designed to conduct strong exothermic or 

endothermic chemical reactions [116]. In such reactors, pipes filled with catalyst particles are 

placed vertically inside a cooling or heating jacket. With gaseous reactants injected into the 

granular porous medium, heat is added or removed through the pipe wall. Similar studies were 

conducted for various applications such as electronics cooling [117], micro-porous heat exchangers 

for fuel cells [118], packed bed energy storage systems [119] and many more.  

Numerical simulation is a powerful tool to assist in the design and control of such systems. 

Adequate modeling of the forced convective heat transfer between the bead packing and its 

bounding wall is therefore needed to ensure accurate predictions of transient temperature fields. 

On the pore scale, the flow quantities (e.g., velocity, pressure) are irregular and local on-site 

measurements are extremely difficult as the flow passages are small and complex. This also makes 
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it computationally demanding to solve the transport phenomena in a typical medium at a 

microscopic scale for practical applications. As a result, the macroscopic approach is widely 

adopted [35]. In this approach, the conservation equations of each phase in the porous medium are 

spatially averaged over a Representative Elementary Volume (REV). With the Reynolds-Averaged 

Navier-Stokes (RANS) Computational Fluid Dynamics (CFD) simulation, it provides low-cost and 

reasonable descriptions of the averaged transport phenomena in bead packings [58-61]. However, 

as it will be shown in the next section, it remains challenging to determine the porosity profile in 

the wall confined packed bed and to define properly the boundary conditions at the bounding wall.  

The main objective of this study is to propose a framework to model the heat transfer between a 

random monodisperse bead packing and its bounding wall. In Part I of the article, the theoretical 

derivations of the volume-averaged governing equations using a non-constant REV are presented 

in detail. The proposed non-constant REV is also used to select an appropriate porosity profile 

directly from the packing structure (i.e., without measuring the corresponding flow fields). In Part 

II of the study, an experimental validation of the governing equations derived in Part I is performed 

with a cylindrical ceramic bead packing. The selection of appropriate parameters in the model will 

also be discussed. The Part I of the study begins by a literature review. The second section presents 

the detailed derivation of volume-averaged governing equations using a non-constant REV. This 

includes the mass, momentum and thermal energy conservation equations. The determination of 

the radial exponential porosity profile is presented in the third section. In the final section, the 

conclusions are drawn. 

 

5.4 Literature review 

Forced convective heat transfer in the homogeneous region of the bead packings (i.e., far away 

from the bounding walls) has been widely studied [60, 63, 120, 121]. In such studies, the porosity 

(𝜙𝑉) of the packing is normally considered as constant. However, in the near-wall region, the 

porosity changes rapidly causing variations in flow velocity [122]. This significantly influences the 

heat and mass transfer. It is therefore inappropriate to use a constant 𝜙𝑉 for the entire packing. Two 

different types of model have been proposed to describe such structural feature in monodisperse 

sphere packings, namely the oscillatory porosity model and the exponential porosity model. The 
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former was developed by measuring the void fraction of a series of thin concentric annular columns 

[122], which gives an oscillatory porosity profile. The results from published investigations of 

different particle diameters (𝑑𝑠) are in good agreement: the porosity oscillates asymptotically from 

1 at the wall to around 0.4 at a radial distance of 5 to 6 𝑑𝑠 towards the bed center [123]. On the 

other hand, the exponential model was proposed in the context of RANS CFD simulations, in which 

the packing structure is modelled implicitly. This type of model assumes the radial porosity decays 

exponentially from the wall to the bulk porosity at the bed center. Some exponential models 

published in the scientific literature are listed in Table 5.1. 

 

Table 5.1. Exponential porosity models for monodisperse bead packings 

Reference Radial porosity correlation Descriptions  

Hunt and 

Tien [124] 
𝜙𝑉 = 𝜙𝑏 [1 + (

1

𝜙𝑏
− 1) exp (−𝑏

𝑅𝑏𝑒𝑑 − 𝑟

𝑑𝑠
)] 

𝑏 is 6 for perfect 

spheres and 8 for 

slightly irregular 

particles. 

(5.1)  

Vortmeyer 

and Schuster 

[54] 

𝜙𝑉 = 𝜙𝑏 [1 + (
1

𝜙𝑏
− 1) exp (1 − 2

𝑅𝑏𝑒𝑑 − 𝑟

𝑑𝑠
)]  (5.2) 

White and 

Tien [125] 
𝜙𝑉 = [1 + (

1

𝜙𝑏
− 1) √1 − exp (−2

𝑅𝑏𝑒𝑑 − 𝑟

𝑑𝑠
)]

−1

  (5.3) 

Cheng and 

Hsu [126] 
𝜙𝑉 = 𝜙𝑏 [1 + exp (−2

𝑅𝑏𝑒𝑑 − 𝑟

𝑑𝑠
)] 

It is valid when 

𝜙𝑏 is ~0.4 
(5.4) 

(𝜙𝑉 is the volume porosity, i.e., the void fraction of the REV, 𝜙𝑏 is the bulk porosity, 𝑅𝑏𝑒𝑑 is the 

radius of the granular bed, 𝑟 is the radial coordinate and 𝑑𝑠 is the particle diameter.) 

 

Unlike the oscillatory models, not all exponential porosity models give 1 at the wall. For example, 

Eq. (5.4) proposed by Cheng and Hsu [126] gives ~0.8 at the wall. Given the variety of existing 

models, it is not straightforward to select a radial porosity profile for a typical RANS CFD 

simulation. Du Toit [127] evaluated different models by comparing the overall void fraction to a 

reference value given by a recognized oscillatory profile. The results showed possible over or under 

estimations from one exponential model to another. It should also be noted that these models, i.e., 
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Eq. (5.1) to (5.4), are approximated inversely by solving the transport equations knowing the 

physically measured cross-sectional flow velocity or temperature fields. By doing so, uncertainties 

on the flow measurements can impact the porosity model, which is a possible limitation of the 

approach. In addition, the disagreement between different exponential models makes it difficult to 

predict the cross-sectional flow velocity field in the granular bed with RANS CFD simulation. If 

one wants to make a prediction, a radial porosity model is needed. To select an appropriate porosity 

model, the cross-sectional flow velocity distribution should be known. As a matter of fact, the 

porosity profile is a structural parameter that should only be determined by the packing 

arrangement, not by the associated flow fields. 

Apart from the uncertainty in the porosity profile, an additional modelling difficulty lies in clearly 

defining the boundary conditions at the wall. At the interface, the volume-averaged quantities (i.e., 

velocity, temperature, pressure, etc.) in the granular bed confront with the point quantities of the 

solid wall. These two types of quantity are incompatible and difficult to be used in defining the 

boundary conditions. This is referred to as ‘the length scale mismatch’ by Ochoa-Tapia and 

Whitaker [76]. Hager et al. [77] studied a 1D case of heat and mass transfer between a cylindrical 

porous bead packing and its bounding wall. Volume-averaged equations were derived using a 

cylindrical REV with constant radius. This REV can be regarded as a ‘slice’ of the system 

perpendicular to the central axis of the granular bed. The incompatibility is avoided by calculating 

the area-averaged quantities at the interface. However, due to its geometrical feature, this approach 

is limited to solve 1D problems and cannot be applied for a complex geometry. To the best of our 

knowledge, no further attempts were made in the scientific literature to analyze such 

incompatibility at a typical solid-porous interface. For practical reasons, Cascetta et al. [57] simply 

assumed that the wall temperature equals to the volume-averaged fluid temperature at the interface. 

Despite the simplification, numerical results were in a good agreement with experimental data to 

predict the fluid and wall temperature fields. 

In conclusion, the literature survey shows a disagreement on the radial porosity profile in RANS 

CFD simulations. It also points out the incompatibility of quantities at the interface. This increases 

the difficulty of defining the boundary conditions and modelling the wall-to-bed heat transfer in 

practical applications. In the following sections of the article, we demonstrate that both issues can 

be addressed by deriving the volume-averaged governing equations using a non-constant REV.  
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5.5 Volume averaging 

A typical volume averaging process starts by averaging the point equations for the fluid and solid 

region over the REV. In most studies [120, 128-131], the size, shape and orientation of the REV 

are assumed as constant and independent of space and time. These studies confirmed that the 

transport phenomena in the homogeneous region of the packed bed (i.e., far away from the 

bounding wall) can be well described by the volume-averaged governing equations derived with a 

constant REV. However, such an assumption creates difficulties in the near-wall region. For a 

constant spherical REV of diameter 𝐷𝑐𝑠𝑡, if the distance between the REV center and the wall is 

less than 0.5𝐷𝑐𝑠𝑡, then the wall enters in the REV (Figure 5.1a). The volume averaged governing 

equations need to be reconsidered for a third phase (i.e., the wall) apart from the fluid and porous 

medium. The governing equations for the fluid and beads may also need to be adapted accordingly. 

This creates difficulties in defining the boundary conditions at the wall-bed interface. To deal with 

this problem, a non-constant spherical REV may be used with a diameter 𝐷 calculates as follows: 

𝐷 = min(2𝑑𝑤𝑎𝑙𝑙 ,  𝐷𝑚𝑎𝑥) (5.5) 

where 𝑑𝑤𝑎𝑙𝑙 is the distance between the REV sphere center and the wall. A schematic diagram is 

given in Figure 5.1b. With such a definition, the REV contains only the fluid and beads phase. In 

the homogeneous region of the packed bed, the diameter of the REV is 𝐷𝑚𝑎𝑥, which is independent 

of space and time. At the wall, the porosity is 1 [51]. This can be regarded as a ‘thin layer’ of pure 

fluid and the volume-averaged quantities are the same as their corresponding pointwise values [76]. 

Therefore, the diameter of the REV at the wall is null. In the transition region (i.e., between the 

homogeneous region and the wall), the size of the REV varies and the volume-averaged equations 

derived with constant REV may not be valid. In this section, the conventional equations for 

granular porous media are then revisited to consider the size variation of the REV. 
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Figure 5.1: Macroscopic region of a wall-confined bead packing and associated averaging 

volumes in the homogeneous region of the packing and near the wall: (a) constant spherical REV; 

(b) non-constant spherical REV. 

 

5.5.1 Continuity equation 

The process of volume averaging is first conducted with the fluid phase continuity equation:  

𝜕𝜌𝑓

𝜕𝑡
+ ∇ ⋅ (𝜌𝑓 𝒖𝒇) = 0 (5.6) 

where 𝜌𝑓  is the fluid density, 𝒖𝒇 is the fluid velocity. For a given spherical REV, Eq. (5.6) is 

averaged over the volume 𝑉: 

1

𝑉
 ∫

𝜕𝜌𝑓

𝜕𝑡
 𝑑𝑉

𝑉𝑓

+
1

𝑉
 ∫ ∇ ⋅ (𝜌𝑓 𝒖𝒇) 𝑑𝑉

𝑉𝑓

= 0 (5.7) 
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where 𝑉𝑓 represents the fluid volume in the REV (Figure 5.2a). Since the REV is independent of 

time, the integration and differentiation of the first term in Eq. (5.7) is interchanged: 

1

𝑉
 ∫

𝜕𝜌𝑓

𝜕𝑡
 𝑑𝑉

𝑉𝑓

=
𝜕

𝜕𝑡
(

1

𝑉
 ∫ 𝜌𝑓 𝑑𝑉

𝑉𝑓

) (5.8) 

To interchange the integration and differentiation in the second term in Eq. (5.7), the theorem 

derived by Gray [132] for non-constant REV is applied: 

1

𝑉
 ∫ ∇ ⋅ (𝜌𝑓 𝒖𝒇) 𝑑𝑉

𝑉𝑓

=
1

𝑉
∇ ⋅ ∫ 𝜌𝑓 𝒖𝒇 𝑑𝑉

𝑉𝑓

+
1

𝑉
∫ 𝒏𝒇𝒔 ⋅ (𝜌𝑓 𝒖𝒇) 𝑑𝐴

𝐴𝑓𝑠

−
∇𝑉

𝑉

1

𝐴
∫ 𝜌𝑓 𝒖𝒇

𝐴𝑓

𝑑𝐴 

(5.9) 

where 𝐴𝑓𝑠 is the interfacial area between the fluid and beads, 𝒏𝒇𝒔 is the unit normal vector on the 

interface pointing from the fluid to the beads, 𝐴 is the bounding surface area of the REV and 𝐴𝑓 

denotes the area of 𝐴 occupied by the fluid (Figure 5.2b). The first term on the right-hand side of 

Eq. (5.10) can be further expressed as: 

1

𝑉
∇ ⋅ ∫ 𝜌𝑓 𝒖𝒇 𝑑𝑉

𝑉𝑓

= ∇ ⋅ (
1

𝑉
∫ 𝜌𝑓 𝒖𝒇 𝑑𝑉

𝑉𝑓

) +
∇𝑉

𝑉

1

𝑉
∫ 𝜌𝑓 𝒖𝒇 𝑑𝑉

𝑉𝑓

 (5.10) 

We assume no mass transfer between the solid beads and fluid, therefore the second term on the 

right-hand side of Eq. (5.10) is null. Substituting Eq. (5.8) to (5.10) into Eq. (5.7) results in: 

𝜕

𝜕𝑡
(

1

𝑉
 ∫ 𝜌𝑓 𝑑𝑉

𝑉𝑓

) + ∇ ⋅ (
1

𝑉
∫ 𝜌𝑓 𝒖𝒇 𝑑𝑉

𝑉𝑓

)

+
∇𝑉

𝑉
(

1

𝑉
∫ 𝜌𝑓 𝒖𝒇 𝑑𝑉

𝑉𝑓

−
1

𝐴
∫ 𝜌𝑓 𝒖𝒇

𝐴𝑓

𝑑𝐴) = 0 

(5.11) 

For the sake of brevity, we define the intrinsic volume average of a fluid phase quantity 𝜓 as: 

〈𝜓〉𝑓 =
1

𝑉𝑓
 ∫ 𝜓 𝑑𝑉

𝑉𝑓

=
1

𝜙𝑉 𝑉
 ∫ 𝜓 𝑑𝑉

𝑉𝑓

 (5.12) 
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where 𝜙𝑉 is the void fraction of the REV, which is defined as: 

𝜙𝑉 =
1

𝑉
 ∫ 𝑑𝑉

𝑉𝑓

 (5.13) 

Similarly, we define the intrinsic area averaging of the quantity 𝜓 as: 

〈𝜓〉𝐴
𝑓

=
1

𝐴𝑓
∫ 𝜓

𝐴𝑓

𝑑𝐴 =
1

𝜙𝐴 𝐴
∫ 𝜓

𝐴𝑓

𝑑𝐴 (5.14) 

where 𝜙𝐴 is the area porosity of the REV, which represents the fluid area fraction of the REV 

bounding surface: 

𝜙𝐴 =
1

𝐴
 ∫ 𝑑𝐴

𝐴𝑓

 (5.15) 

 

 

Figure 5.2: Schematic of a typical REV (i.e., the large sphere) used to illustrate: (a) the fluid 

occupied REV volume 𝑉𝑓 (shaded volume in blue) and (b) the fluid occupied REV bounding area 

𝐴𝑓 (shaded area in blue). 
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We then rewrite Eq. (5.11) as follows: 

𝜕(𝜙𝑉 〈𝜌𝑓〉𝑓)

𝜕𝑡
+ ∇ ⋅ (𝜙𝑉  〈𝜌𝑓 𝒖𝒇〉𝑓) +

∇𝑉

𝑉
(𝜙𝑉  〈𝜌𝑓 𝒖𝒇〉𝑓 − 𝜙𝐴 〈𝜌𝑓 𝒖𝒇〉𝐴

𝑓
) = 0 (5.16) 

Ochoa-Tapia and Whitaker [76] have provided a detailed analysis of the term 〈𝜌𝑓 𝒖𝒇〉𝑓 assuming 

that spatial deviations of variables are neglected in the same REV. It can be decomposed into: 

〈𝜌𝑓 𝒖𝒇〉𝑓 = 〈𝜌𝑓〉𝑓 〈𝒖𝒇〉𝑓 (5.17) 

Similarly, the term 〈𝜌𝑓 𝒖𝒇〉𝐴 writes: 

〈𝜌𝑓 𝒖𝒇〉𝐴
𝑓

= 〈𝜌𝑓〉𝐴
𝑓

 〈𝒖𝒇〉𝐴
𝑓
 (5.18) 

Ochoa-Tapia and Whitaker [133] suggested that the area-averaged quantity can be replaced as its 

corresponding volume-averaged quantity, thus resulting in: 

〈𝜌𝑓〉𝐴
𝑓

 〈𝒖𝒇〉𝐴
𝑓

= 〈𝜌𝑓〉𝑓 〈𝒖𝒇〉𝑓 (5.19) 

Substituting Eq. (5.17) to (5.19) into Eq. (5.16) gives the local volume-averaged continuity 

equation as follows: 

𝜕(𝜙𝑉 〈𝜌𝑓〉𝑓)

𝜕𝑡
+ ∇ ⋅ (𝜙𝑉  〈𝜌𝑓〉𝑓〈𝒖𝒇〉𝑓)  = −

∇𝑉

𝑉
 〈𝜌𝑓〉𝑓 〈𝒖𝒇〉𝑓(𝜙𝑉 − 𝜙𝐴) (5.20) 

 

5.5.2 Momentum equation 

The momentum conservation equation of the fluid is expressed as : 

𝜕

𝜕𝑡
(𝜌𝑓 𝒖𝒇) + ∇ ⋅ (𝜌𝑓 𝒖𝒇𝒖𝒇) = −∇𝑝 + ∇ ⋅ 𝜏̿ + 𝜌𝑓 𝒈 (5.21) 

where 𝒖𝒇𝒖𝒇  represents the tensor product of the fluid velocity, 𝑝  is the pressure, 𝒈  is the 

gravitational acceleration and 𝜏̿ is the stress tensor described as follows:  
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𝜏̿ = 𝜇 [(𝛻𝒖𝒇 + (𝛻𝒖𝒇)
𝑇

) −
2

3
𝛻 ⋅ 𝒖𝒇𝑰] (5.22) 

where 𝑰 is the unit matrix. The phase-averaged momentum conservation equation is derived in 

Section 5.10 as follows: 

𝜕

𝜕𝑡
(𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝒖𝒇〉𝑓) + ∇ ⋅ (𝜙𝑉 〈𝜌𝑓〉𝑓 〈𝒖𝒇〉𝑓〈𝒖𝒇〉𝑓)

= − 𝜙𝑉 ∇〈𝑝〉𝑓 + ∇ (𝜙𝑉 〈𝜏̿〉𝑓) + 𝜙𝑉  〈𝜌𝑓〉𝑓𝒈 − 

∇ ⋅ (𝜙𝑉 〈𝜌𝑓〉𝑓〈𝒖′
𝒇𝒖′

𝒇〉𝑓) +  
1

𝑉
∫ 𝒏𝒇𝒔 (𝜏̿ − 𝑝′) 𝑑𝐴

𝐴𝑓𝑠

+
∇𝑉

𝑉
 (𝜙𝑉 − 𝜙𝐴) (〈𝜏̿〉𝑓 − 〈𝜌𝑓〉𝑓 〈𝒖𝒇𝒖𝒇〉𝑓 − 〈𝑝〉𝑓) 

(5.23) 

The term 
1

𝑉
∫ 𝒏𝒇𝒔 (𝜏̿ − 𝑝′) 𝑑𝐴

𝐴𝑓𝑠
 in Eq. (5.23) represents the interactive force between the phases. 

It is usually determined empirically. The term 〈𝜌𝑓〉𝑓 〈𝒖′
𝒇𝒖′

𝒇〉𝑓  represents the Reynolds stress 

which is calculated by turbulence modelling. Note that the turbulence model in porous media is 

carried out in two successive averaging steps, namely the time averaging and the spatial volume 

averaging. The parameters 𝒖′
𝒇 and 𝑝′ represent the variation from the averaged flow velocity and 

pressure (see Section 5.10). Further discussion on these two terms will be given in the Part II of 

the study. 

 

5.5.3 Thermal energy equations 

In this study, we make use of the local thermal non-equilibrium assumption between the fluid and 

beads, i.e., the fluid and beads are considered as two continua and the energy equations of each 

phase are developed separately: 

𝜕

𝜕𝑡
(𝜌𝑓 𝐶𝑓 𝑇𝑓) + ∇ ⋅ (𝜌𝑓 𝐶𝑓 𝑇𝑓 𝒖𝒇) = ∇ ⋅ (𝜆𝑓 𝛻𝑇𝑓) (5.24) 

𝜕

𝜕𝑡
(𝜌𝑠 𝐶𝑠 𝑇𝑠) = ∇ ⋅ (𝜆𝑠 𝛻𝑇𝑠) 

(5.25) 
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where 𝜆𝑓, 𝑇𝑓 and 𝐶𝑓 represent the thermal conductivity, temperature and specific heat capacity of 

the fluid, while 𝜆𝑠 , 𝑇𝑠  and 𝐶𝑠  denote the thermal conductivity, temperature and specific heat 

capacity of the solid beads. The temperature and heat flux at the interface between the beads and 

the fluid are continuous, which sets the boundary conditions for Eq. (5.24) and Eq. (5.25). In 

Section 5.11, the volume-averaged energy equations are derived for the fluid phase with 𝜆𝑓𝑒𝑓𝑓 
, the 

effective thermal conductivity of the fluid: 

𝜕

𝜕𝑡
(𝜙𝑉 〈𝜌𝑓〉𝑓 〈𝐶𝑓〉𝑓 〈𝑇𝑓〉𝑓) + ∇ ⋅ (𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝐶𝑓〉𝑓 〈𝑇𝑓〉𝑓 〈𝒖𝒇〉𝑓)

= ∇ ⋅ (𝜙𝑉  𝜆𝑓𝑒𝑓𝑓
𝛻〈𝑇𝑓〉𝑓) +

1

𝑉
∫ 𝒏𝒇𝒔 ⋅ (𝜆𝑓 𝛻𝑇𝑓) 𝑑𝐴

𝐴𝑓𝑠

+
∇𝑉

𝑉
(𝜙𝑉 − 𝜙𝐴) (𝜆𝑓𝑒𝑓𝑓 

𝛻〈𝑇𝑓〉𝑓 − 〈𝜌𝑓〉𝑓 〈𝐶𝑓〉𝑓 〈𝑇𝑓〉𝑓 〈𝒖𝒇〉𝑓) 

(5.26) 

and for the solid phase: 

𝜕

𝜕𝑡
[(1 − 𝜙𝑉) 〈𝜌𝑠〉𝑠 〈𝐶𝑠〉𝑠 〈𝑇𝑠〉𝑠]

= ∇ ⋅ [(1 − 𝜙𝑉) 𝜆𝑠 𝛻〈𝑇𝑠〉𝑠] +
1

𝑉
∫ 𝒏𝒔𝒇 ⋅ (𝜆𝑠 𝛻𝑇𝑠) 𝑑𝐴

𝐴𝑓𝑠

+
∇𝑉

𝑉
 𝜆𝑠 𝛻〈𝑇𝑠〉𝑠 (𝜙𝐴 − 𝜙𝑉) 

(5.27) 

The terms 
1

𝑉
∫ 𝒏𝒇𝒔 ⋅ (𝜆𝑓  𝛻𝑇𝑓) 𝑑𝐴

𝐴𝑓𝑠
 and 

1

𝑉
∫ 𝒏𝒔𝒇 ⋅ (𝜆𝑠 𝛻𝑇𝑠) 𝑑𝐴

𝐴𝑠𝑓
 in Eq (5.26) and (5.27) represent 

the interfacial heat exchange. These terms are normally expressed in a more explicit way with the 

convective heat transfer coefficient ℎ𝑠𝑓 [120]: 

1

𝑉
∫ 𝒏𝒇𝒔 ⋅ (𝜆𝑓 𝛻𝑇𝑓) 𝑑𝐴

𝐴𝑓𝑠

= −𝑎𝑣 ℎ𝑠𝑓 (〈𝑇𝑓〉𝑓 − 〈𝑇𝑠〉𝑠) (5.28) 

1

𝑉
∫ 𝒏𝒔𝒇 ⋅ (𝜆𝑠 𝛻𝑇𝑠) 𝑑𝐴

𝐴𝑓𝑠

= −𝑎𝑣 ℎ𝑠𝑓 (〈𝑇𝑠〉𝑠 − 〈𝑇𝑓〉𝑓) 
(5.29) 

where 𝑎𝑣 is the interfacial area per unit volume. For sphere packings, 𝑎𝑣 is expressed as: 



64 

 

𝑎𝑣 =
6 (1 − 𝜙𝑉)

𝑑𝑠
 (5.30) 

Due to the complex nature of ℎ𝑠𝑓 , it is usually obtained from empirical correlations based on 

experiments. A detailed analysis will be provided in Part II of this study. Substitution of Eq. (5.28) 

and (5.29) into Eq (5.26) and (5.27) provides: 

𝜕

𝜕𝑡
(𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝐶𝑓〉𝑓 〈𝑇𝑓〉𝑓) + ∇ ⋅ (𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝐶𝑓〉𝑓 〈𝑇𝑓〉𝑓 〈𝒖𝒇〉𝑓)

= ∇ ⋅ (𝜙𝑉  𝜆𝑓𝑒𝑓𝑓
𝛻〈𝑇𝑓〉𝑓) − 𝑎𝑣 ℎ𝑠𝑓 (〈𝑇𝑓〉𝑓 − 〈𝑇𝑠〉𝑠)

+
∇𝑉

𝑉
(𝜙𝑉 − 𝜙𝐴) (𝜆𝑓𝑒𝑓𝑓 

𝛻〈𝑇𝑓〉𝑓 − 〈𝜌𝑓〉𝑓 〈𝐶𝑓〉𝑓 〈𝑇𝑓〉𝑓 〈𝒖𝒇〉𝑓) 

(5.31) 

𝜕

𝜕𝑡
[(1 − 𝜙𝑉) 〈𝜌𝑠〉𝑠 〈𝐶𝑠〉𝑠 〈𝑇𝑠〉𝑠]

= ∇ ⋅ [(1 − 𝜙𝑉) 𝜆𝑠 𝛻〈𝑇𝑠〉𝑠] − 𝑎𝑣 ℎ𝑠𝑓  (〈𝑇𝑠〉𝑠 − 〈𝑇𝑓〉𝑓)

+
∇𝑉

𝑉
 𝜆𝑠 𝛻〈𝑇𝑠〉𝑠 (𝜙𝐴 − 𝜙𝑉) 

(5.32) 

Up to this point, the volume-averaged governing equations are derived using a non-constant REV. 

By doing this, the volume-averaged quantities in the homogeneous region (i.e., 𝑑𝑤𝑎𝑙𝑙 > 0.5 𝐷𝑚𝑎𝑥) 

of the granular bed gradually transform to point quantities as the REV approaches to the wall. This 

also prevents the wall from entering the REV in the near wall zone (i.e., 0 < 𝑑𝑤𝑎𝑙𝑙 < 0.5 𝐷𝑚𝑎𝑥). 

The boundary conditions at the interface (e.g., no-slip condition at the wall) can then be clearly 

defined without any incompatibility of quantities. Additional source terms containing 

∇𝑉 (𝜙𝑉 − 𝜙𝐴) appear in all the governing equations presented above, i.e., Eq. (5.20), (5.23), (5.31) 

and (5.32). These terms are induced by the size variation of the REV. Note that these terms only 

occur in the near wall region, since ∇𝑉 vanishes in the homogeneous region of the granular bed. A 

detailed analysis of these terms is presented in the sequel. 
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5.6 REV size variation induced source terms 

5.6.1 Determination of the volume porosity 𝝓𝑽 and the area porosity 𝝓𝑨  

We now direct our attention to the source terms induced by the size variation of REV, i.e., terms 

containing (𝜙𝑉 − 𝜙𝐴) in Eq. (5.20), (5.23), (5.31) and (5.32). The key issue is to analyze the 

difference between the volume porosity 𝜙𝑉  and the area porosity 𝜙𝐴  of the REV. To do so, a 

cylindrical granular bed of mono-sized spheres (Figure 5.3a) was generated using the open-source 

Discrete Element Method (DEM) package LIGGGHTS [134]. The diameter of the beads (𝑑𝑠) and 

the packing (𝐷𝑏𝑒𝑑) are 6.27 mm and 101.6 mm respectively, which are measured experimentally 

and will be used in Part II to perform the experimental validation. In order to save computational 

resources and meanwhile be representative of the packing structure in 𝑧 direction, the height of the 

cylinder (𝐻𝑏𝑒𝑑) is set as 200 mm. With 7461 beads generated, the volume porosity of the virtual 

granular bed is 0.406. The radial distributions of 𝜙𝑉 and 𝜙𝐴 of the granular bed are determined by 

the following five steps: 

Step 1: A given cross-section of the granular bed is meshed by parallel lines of spacings 𝑑𝑥 and 

𝑑𝑦 in the 𝑥 and 𝑦 directions respectively (Figure 5.3b). The center axis of the granular bed is at 

𝑥 = 0, 𝑦 = 0 and the bottom of the virtual granular bed is at 𝑧 = 0.  

Step 2: Discard all the intersection grid points located outside the granular bed, i.e., when the radial 

distance to (0, 0) is larger the radius of the bed (𝑅𝑏𝑒𝑑). 

Step 3: Calculate the spherical REV diameter 𝐷 using Eq. (5.5) with its center located at each 

intersection point within the cross-section.  

Step 4: Determine the value of 𝜙𝑉 and 𝜙𝐴 for each REV, knowing its diameter 𝐷 and the positions 

of all the beads. The equations used in this step are given in Section 5.12.   

Step 5: Repeat Steps 1 to 4 for different axial positions 𝑧 ∈ [
𝐷𝑚𝑎𝑥

2
, 𝐻𝑏𝑒𝑑 −

𝐷𝑚𝑎𝑥

2
 ] for the spacing 

𝑑𝑧. Calculate the average of 𝜙𝑉 and 𝜙𝐴 for each radial position 𝑟 at different axial positions 𝑧. 

Following the work of Clausnitzer and Hopmans [135] who showed that the minimum size of a 

typical REV in determining the porosity of a randomly packed bed is 5.15𝑑𝑠, the parameter 𝐷𝑚𝑎𝑥 

in Eq. (5.5) was taken as 34.5 mm (5.5𝑑𝑠). Note that the averaged values of 𝜙𝑉 and 𝜙𝐴 calculated 
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in Step 5 are used to determine the radial porosity distribution of the granular bed. This prevents 

the fluctuations of 𝜙𝑉 and 𝜙𝐴 values at local positions and exhibits the averaged distribution of the 

entire granular bed. The results are plotted as a function of the dimensionless radial position 

𝑑𝑤𝑎𝑙𝑙/𝑑𝑠 and shown in Figure 5.4 with 𝑑𝑥 = 𝑑𝑦 = 𝑑𝑧 = 5 mm. The data points of 𝜙𝑉 and 𝜙𝐴 are 

fitted using two piecewise linear functions. The fitted function for 𝜙𝑉 is further considered as the 

radial porosity profile of the packing and will be used in the numerical simulation in Part II of the 

work. The profiles of 𝜙𝑉 and 𝜙𝐴 are rather similar and decrease exponentially from unity at wall 

to the bulk porosity ~0.4. In fact, they are nearly identical when the dimensionless radial position 

𝑑𝑤𝑎𝑙𝑙/𝑑𝑠  is smaller than 0.3. The values of 𝜙𝑉  and 𝜙𝐴  show an obvious discrepancy with a 

maximum difference of about 0.09 when 0.3 < 𝑑𝑤𝑎𝑙𝑙/𝑑𝑠 < 2.75. This difference between 𝜙𝑉 and 

𝜙𝐴 will be taken into consideration in the numerical simulations in Part II. 

 

 

Figure 5.3: Virtual cylindrical monodisperse sphere packing generated with LIGGGHTS (𝑑𝑠 = 

6.27 mm, 𝐷𝑏𝑒𝑑 = 101.6 mm, 𝐻𝑏𝑒𝑑 = 200 mm, overall granular bed void fraction = 0.406): (a) 

front view; (b) typical cross-section with rectangular grid applied. 
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Figure 5.4: The volume (𝜙𝑉) and area porosity (𝜙𝐴) values determined with the virtual granular 

bed (Figure 5.3) as a function of 𝑑𝑤𝑎𝑙𝑙/𝑑𝑠. Two piecewise linear fitted curves for 𝜙𝑉 and 𝜙𝐴 are 

plotted. Note that the values of 𝜙𝑉 and 𝜙𝐴 show a significant difference in the shaded area (i.e., 

0.3 < 𝑑𝑤𝑎𝑙𝑙/𝑑𝑠 < 2.75). 

 

5.7 Independency of the exponential radial porosity profile 

As mentioned in the literature survey, the porosity distribution of monodisperse packings is a 

structural dependent parameter and should be independent of flow fields. Different investigations 

[51, 53, 56] on the oscillatory porosity model confirmed that the radial porosity distribution is a 

function of 𝑑𝑤𝑎𝑙𝑙/𝑑𝑠 only. Monodisperse sphere packings of different 𝑑𝑠 should be described with 

the same correlation and the corresponding exponential profile should be the same. To verify this, 

the methodology presented in the above section is repeated and applied to two additional virtual 
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packings of different bead sizes (𝑑𝑠), namely 3 mm and 9 mm. The other parameters remain 

unchanged, i.e., 𝐷𝑏𝑒𝑑 = 101.6 mm, 𝐻𝑏𝑒𝑑 = 200 mm, 𝑑𝑥 = 𝑑𝑦 = 𝑑𝑧 = 5 mm and overall packing 

void fraction = ~0.4. The results are plotted as a function of 𝑑𝑤𝑎𝑙𝑙/𝑑𝑠 and shown in Figure 5.5. The 

data points are compared with the exponential porosity models (i.e., Eq. (5.1) to Eq. (5.4)) 

published in the literature by calculating the 𝑅2 value for each model. The one proposed by Hunt 

and Tien [124] as well as the model of White and Tien [125] agree with current numerical results 

with 𝑅2 values of 0.94 and 0.79 respectively. 

 

 

Figure 5.5: Volume porosity (𝜙𝑉) values determined with different virtual granular beds as a 

function of 𝑑𝑤𝑎𝑙𝑙/𝑑𝑠. The exponential porosity models published in the literature, i.e., Eq. (5.1) to 

Eq. (5.4),  are also plotted. 

 



69 

 

5.8 Conclusion 

The present article derived macroscopic transport equations for wall confined bead packings using 

the method of volume averaging and a non-constant REV. The main contributions are summarized 

as follows: 

1. Compared with the conventional volume averaging method using a constant REV, the use of a 

non-constant REV prevents a third phase (i.e., the wall) from entering the REV near the 

containing wall. This theoretically simplifies the derivation of the macroscopic transport 

equations in a bead packing confined by a wall without necessarily considering the wall as a 

third phase.  

2. With the non-constant REV, the incompatibility of quantities is eliminated at the wall by 

transforming the volume-averaged quantities in the granular bed to pointwise quantities at the 

interface. This allows a clear definition of boundary conditions at the interface between the 

bead packing and the wall. 

3. The use of the non-constant REV subsequently allowed determining the exponential porosity 

profile directly from the packing structure. The profile is shown to be a function of 𝑑𝑤𝑎𝑙𝑙/𝑑𝑠 

only (Figure 5.5). This reduces the uncertainty in the selection of the porosity model and 

facilitates the modeling of transport phenomena in such wall-confined bead packings. 

It should be noted that the model proposed by Hunt and Tien [124] is only valid for mono-sized 

spheres and the methodology presented in the literature to determine the oscillatory model is 

limited to axisymmetric geometries (e.g. cylinder). The analysis presented in this study is more 

general since it can be applied to packings of mixed spheres of different sizes and complex 

geometries, which could be studied in future investigations. In Part II of the study, a numerical 

simulation based on the governing equations derived in this paper (Eq. (5.20), (5.23), (5.31) and 

(5.32)) will be performed. The numerical predictions will be compared with experimental data and 

the important parameters in the model will be discussed.  
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5.10 Appendix A. Volume-averaged momentum equation 

We begin our analysis by averaging Eq. (5.21): 

1

𝑉
∫

𝜕

𝜕𝑡
(𝜌𝑓 𝒖𝒇) 𝑑𝑉

𝑉𝑓

+
1

𝑉
∫ ∇ ⋅ (𝜌𝑓 𝒖𝒇𝒖𝒇) 𝑑𝑉

𝑉𝑓

= −
1

𝑉
∫ ∇𝑝 𝑑𝑉

𝑉𝑓

+
1

𝑉
∫ ∇ ⋅ 𝜏̿ 𝑑𝑉

𝑉𝑓

+
1

𝑉
∫ 𝜌𝑓 𝒈 𝑑𝑉

𝑉𝑓

 

(5.33) 

With Eq. (5.17), the first term on the left-hand side of Eq. (5.33) can be expressed as:  

1

𝑉
∫

𝜕

𝜕𝑡
(𝜌𝑓 𝒖𝒇) 𝑑𝑉

𝑉𝑓

=
𝜕

𝜕𝑡
(𝜙𝑉 〈𝜌𝑓〉𝑓 〈𝒖𝒇〉𝑓) (5.34) 

Using Gray’s theorem [132] and considering no mass transfer between phases, the second term on 

the left-hand side of Eq. (5.33) writes: 

1

𝑉
 ∫ ∇ ⋅ (𝜌𝑓 𝒖𝒇𝒖𝒇) 𝑑𝑉

𝑉𝑓

= ∇ ⋅ (𝜙𝑉  〈𝜌𝑓 𝒖𝒇𝒖𝒇〉𝑓) +
∇𝑉

𝑉
 (𝜙𝑉  〈𝜌𝑓 𝒖𝒇𝒖𝒇〉𝑓 − 𝜙𝐴 〈𝜌𝑓 𝒖𝒇𝒖𝒇〉𝐴

𝑓
) 

(5.35) 

We make use of the simplified form of 〈𝜌𝑓 𝒖𝒇𝒖𝒇〉𝑓 developed by Faghri and Zhang [136]: 

〈𝜌𝑓 𝒖𝒇𝒖𝒇〉𝑓 = 〈𝜌𝑓〉𝑓 〈𝒖𝒇𝒖𝒇〉𝑓 = 〈𝜌𝑓〉𝑓 (〈𝒖𝒇〉𝑓〈𝒖𝒇〉𝑓 + 〈𝒖′𝒇𝒖′𝒇〉𝑓) (5.36) 
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where 𝒖′𝒇 is the fluctuating part of 𝒖𝒇 defined as 𝒖′𝒇 = 𝒖𝒇 − 〈𝒖𝒇〉𝑓. Following the development 

discussed in Eq. (5.19) and assuming low variations within the REV, 〈𝜌𝑓 𝒖𝒇𝒖𝒇〉𝐴 writes: 

〈𝜌𝑓 𝒖𝒇𝒖𝒇〉𝐴
𝑓

= 〈𝜌𝑓〉𝐴
𝑓

 〈𝒖𝒇𝒖𝒇〉𝐴
𝑓

= 〈𝜌𝑓〉𝑓 〈𝒖𝒇𝒖𝒇〉𝑓 (5.37) 

Directing the attention to the right-hand side of Eq. (5.33), with Gray’s theorem [132], the first 

term writes: 

−
1

𝑉
∫ ∇𝑝 𝑑𝑉

𝑉𝑓

= − ∇ (𝜙𝑉 〈𝑝〉𝑓) −
∇𝑉

𝑉
 〈𝑝〉𝑓 (𝜙𝑉 − 𝜙𝐴) −  

1

𝑉
∫ 𝒏𝒇𝒔 𝑝 𝑑𝐴

𝐴𝑓𝑠

 (5.38) 

The pressure 𝑝 is then decomposed as an intrinsic averaged term 〈𝑝〉𝑓 and a fluctuating part 𝑝′, i.e., 

𝑝 = 〈𝑝〉𝑓 + 𝑝′. Eq. (5.38) is then expressed as: 

−
1

𝑉
∫ ∇𝑝 𝑑𝑉

𝑉𝑓

= − 𝜙𝑉  ∇〈𝑝〉𝑓 − 〈𝑝〉𝑓 ∇𝜙𝑉

−  
〈𝑝〉𝑓

𝑉
∫ 𝒏𝒇𝒔 𝑑𝐴 −

1

𝑉
∫ 𝒏𝒇𝒔 𝑝′ 𝑑𝐴

𝐴𝑓𝑠𝐴𝑓𝑠

−
∇𝑉

𝑉
 〈𝑝〉𝑓 (𝜙𝑉 − 𝜙𝐴) 

(5.39) 

 

We make use of the equation proposed by Whitaker [120]: 

1

𝑉
∫ 𝒏𝒇𝒔 𝑑𝐴

𝐴𝑓𝑠

= − ∇ 𝜙𝑉 (5.40) 

and write Eq. (5.39) as: 

−
1

𝑉
∫ ∇𝑝 𝑑𝑉

𝑉𝑓

= − 𝜙𝑉  ∇〈𝑝〉𝑓 −
1

𝑉
∫ 𝒏𝒇𝒔 𝑝′ 𝑑𝐴

𝐴𝑓𝑠

−
∇𝑉

𝑉
 〈𝑝〉𝑓 (𝜙𝑉 − 𝜙𝐴) (5.41) 

The second term on the right-hand side of Eq. (5.33) can be written as: 

1

𝑉
∫ ∇ ⋅ 𝜏̿ 𝑑𝑉

𝑉𝑓

= ∇ ⋅ (𝜙𝑉 〈𝜏̿〉𝑓) +
∇𝑉

𝑉
 〈𝜏̿〉𝑓 (𝜙𝑉 − 𝜙𝐴) +  

1

𝑉
∫ 𝒏𝒇𝒔 𝜏̿ 𝑑𝐴

𝐴𝑓𝑠

 (5.42) 

As 𝒈 is constant, the last term on the right-hand side of Eq. (5.33) can be written explicitly as: 
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1

𝑉
 ∫ 𝜌𝑓  𝒈 𝑑𝑉

𝑉𝑓

 =  
𝒈

𝑉
 ∫ 𝜌𝑓 𝑑𝑉

𝑉𝑓

= 𝜙𝑉 〈𝜌𝑓〉𝑓𝒈 (5.43) 

Substitution of Eq. (5.34) to (5.37) and Eq. (5.41) to (5.43) into Eq. (5.33) yields finally: 

𝜕

𝜕𝑡
(𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝒖𝒇〉𝑓) + ∇ ⋅ (𝜙𝑉 〈𝜌𝑓〉𝑓 〈𝒖𝒇〉𝑓〈𝒖𝒇〉𝑓)

= − 𝜙𝑉  ∇〈𝑝〉𝑓 + ∇ (𝜙𝑉 〈𝜏̿〉𝑓) + 𝜙𝑉 〈𝜌𝑓〉𝑓𝒈 − ∇

⋅ (𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝒖′
𝒇𝒖′

𝒇〉𝑓) +  
1

𝑉
∫ 𝒏𝒇𝒔 (𝜏̿ − 𝑝′) 𝑑𝐴

𝐴𝑓𝑠

+
∇𝑉

𝑉
 (𝜙𝑉 − 𝜙𝐴) (〈𝜏̿〉𝑓 − 〈𝜌𝑓〉𝑓 〈𝒖𝒇𝒖𝒇〉𝑓 − 〈𝑝〉𝑓) 

(5.44) 

This gives Eq. (5.23) in the main text. 

 

5.11 Appendix B. Volume-averaged thermal energy equations 

5.11.1  Fluid phase volume-averaged thermal energy equation 

The following equation is obtained by averaging Eq. (5.24) over a REV of volume 𝑉: 

1

𝑉
∫

𝜕

𝜕𝑡
(𝜌𝑓 𝐶𝑓 𝑇𝑓) 𝑑𝑉

𝑉𝑓

+
1

𝑉
∫ ∇ ⋅ (𝜌𝑓 𝐶𝑓 𝑇𝑓 𝒖𝒇) 𝑑𝑉

𝑉

=
1

𝑉
∫ ∇ ⋅ (𝜆𝑓 𝛻𝑇𝑓) 𝑑𝑉

𝑉𝑓

 (5.45) 

The integration and differentiation of the first term on the left-hand side of Eq. (5.45) can be 

interchanged, due to the independency in time:  

1

𝑉
∫

𝜕

𝜕𝑡
(𝜌𝑓 𝐶𝑓 𝑇𝑓) 𝑑𝑉

𝑉𝑓

=
𝜕

𝜕𝑡
(

1

𝑉
 ∫ 𝜌𝑓 𝐶𝑓 𝑇𝑓 𝑑𝑉

𝑉𝑓

) =
𝜕

𝜕𝑡
(𝜙𝑉 〈𝜌𝑓 𝐶𝑓 𝑇𝑓〉𝑓) (5.46) 

Based on Gray’s theorem [132] for non-constant REV and the assumption that no mass transfer 

occurs between phases, the second term on the left-hand side of Eq. (5.45) writes: 
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1

𝑉
 ∫ ∇ ⋅ (𝜌𝑓 𝐶𝑓 𝑇𝑓 𝒖𝒇) 𝑑𝑉

𝑉𝑓

= ∇ ⋅ (𝜙𝑉  〈𝜌𝑓 𝐶𝑓 𝑇𝑓 𝒖𝒇〉𝑓) +
∇𝑉

𝑉
 (𝜙𝑉 〈𝜌𝑓 𝐶𝑓 𝑇𝑓 𝒖𝒇〉𝑓  − 𝜙𝐴 〈𝜌𝑓 𝐶𝑓 𝑇𝑓 𝒖𝒇〉𝐴

𝑓
) 

(5.47) 

We make use now of the analysis presented by Whitaker [120] and Ochoa-Tapia and Whitaker 

[133] to simplify the terms 〈𝜌𝑓 𝐶𝑓 𝑇𝑓 𝒖𝒇〉, 〈𝜌𝑓 𝐶𝑓 𝑇𝑓 𝒖𝒇〉𝐴 and 〈𝜌𝑓 𝐶𝑓 𝑇𝑓〉 as follows: 

〈𝜌𝑓 𝐶𝑓 𝑇𝑓〉𝑓 = 〈𝜌𝑓〉𝑓 〈𝐶𝑓〉𝑓 〈𝑇𝑓〉𝑓 (5.48) 

〈𝜌𝑓 𝐶𝑓 𝑇𝑓 𝒖𝒇〉𝐴
𝑓

= 〈𝜌𝑓〉𝑓 〈𝐶𝑓〉𝑓 〈𝑇𝑓〉𝑓 〈𝒖𝒇〉𝑓 (5.49) 

〈𝜌𝑓 𝐶𝑓 𝑇𝑓 𝒖𝒇〉𝑓 = 〈𝜌𝑓〉𝑓 〈𝐶𝑓〉𝑓 〈𝑇𝑓〉𝑓 〈𝒖𝒇〉𝑓 (5.50) 

Using Gray’s theorem [132] another time, the term on the right-hand side of Eq. (5.45) writes as 

follows: 

1

𝑉
∫ ∇ ⋅ (𝜆𝑓 𝛻𝑇𝑓) 𝑑𝑉

𝑉𝑓

= ∇ ⋅ (𝜙𝑉  𝜆𝑓𝑒𝑓𝑓
 𝛻〈𝑇𝑓〉𝑓) +

∇𝑉

𝑉
 𝜆𝑓𝑒𝑓𝑓 

𝛻〈𝑇𝑓〉𝑓 (𝜙𝑉 − 𝜙𝐴)

+
1

𝑉
∫ 𝒏𝒇𝒔 ⋅ (𝜆𝑓 𝛻𝑇𝑓) 𝑑𝐴

𝐴𝑓𝑠

 

(5.51) 

where 𝜆𝑓𝑒𝑓𝑓 
is the effective thermal conductivity of the fluid. Considering the turbulence of the 

flow, 𝜆𝑓𝑒𝑓𝑓 
 is computed as: 

𝜆𝑓𝑒𝑓𝑓
= 𝜆𝑓 +

〈𝐶𝑓〉𝑓 𝜇𝑡

Prt
 (5.52) 

where 𝜇𝑡  is the eddy viscosity, and Prt  the turbulent Prandtl number. The effect of turbulence 

modelling will be discussed in detail in Part II. Substituting Eq. (5.46) to (5.51) into Eq. (5.45) 

provides: 
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𝜕

𝜕𝑡
(𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝐶𝑓〉𝑓 〈𝑇𝑓〉𝑓) + ∇ ⋅ (𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝐶𝑓〉𝑓 〈𝑇𝑓〉𝑓 〈𝒖𝒇〉𝑓)

= ∇ ⋅ (𝜙𝑉  𝜆𝑓𝑒𝑓𝑓
𝛻〈𝑇𝑓〉𝑓) +

1

𝑉
∫ 𝒏𝒇𝒔 ⋅ (𝜆𝑓 𝛻𝑇𝑓) 𝑑𝐴

𝐴𝑓𝑠

+
∇𝑉

𝑉
(𝜙𝑉 − 𝜙𝐴) (𝜆𝑓𝑒𝑓𝑓 

𝛻〈𝑇𝑓〉𝑓 − 〈𝜌𝑓〉𝑓 〈𝐶𝑓〉𝑓 〈𝑇𝑓〉𝑓 〈𝒖𝒇〉𝑓) 

(5.53) 

This gives Eq. (5.26) in the main text. 

 

5.11.2  Solid phase volume-averaged thermal energy equation 

Averaging Eq. (5.25) over a REV of volume 𝑉 gives: 

1

𝑉
∫

𝜕

𝜕𝑡
(𝜌𝑠 𝐶𝑠 𝑇𝑠) 𝑑𝑉

𝑉𝑠

=
1

𝑉
∫ ∇ ⋅ (𝜆𝑠 𝛻𝑇𝑠) 𝑑𝑉

𝑉𝑠

 (5.54) 

where 𝑉𝑠 is the volume of solid beads in the REV. The solid phase intrinsic volume average of a 

quantity 𝜓 is defined as: 

〈𝜓〉𝑠 =
1

𝑉𝑠
 ∫ 𝜓 𝑑𝑉

𝑉𝑠

=
1

(1 − 𝜙𝑉) 𝑉
 ∫ 𝜓 𝑑𝑉

𝑉𝑠

 (5.55) 

The integration and differentiation of the term on the left-hand side of Eq. (5.54) can be 

interchanged. Applying the simplification proposed by Whitaker [120] and Ochoa-Tapia and 

Whitaker [133] gives: 

1

𝑉
∫

𝜕

𝜕𝑡
(𝜌𝑠 𝐶𝑠 𝑇𝑠) 𝑑𝑉

𝑉𝑠

=
𝜕

𝜕𝑡
[(1 − 𝜙𝑉) 〈𝜌𝑠〉𝑠 〈𝐶𝑠〉𝑠 〈𝑇𝑠〉𝑠] (5.56) 

The term on the right-hand side of Eq. (5.54) may be expressed in the same way as the term in fluid 

phase equation: 
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1

𝑉
∫ ∇ ⋅ (𝜆𝑠 𝛻𝑇𝑠) 𝑑𝑉

𝑉𝑠

= ∇ ⋅ [(1 − 𝜙𝑉) 𝜆
𝑠 

𝛻〈𝑇𝑠〉𝑠] +
∇𝑉

𝑉
 𝜆𝑠 𝛻〈𝑇𝑠〉𝑠 (𝜙𝐴 − 𝜙𝑉)

+
1

𝑉
∫ 𝒏𝒔𝒇 ⋅ (𝜆𝑠 𝛻𝑇𝑠) 𝑑𝐴

𝐴𝑠𝑓

 

(5.57) 

Substitution of Eq. (5.56) and (5.57) into Eq. (5.54) results in: 

𝜕

𝜕𝑡
[(1 − 𝜙𝑉) 〈𝜌𝑠〉𝑠 〈𝐶𝑠〉𝑠 〈𝑇𝑠〉𝑠]

= ∇ ⋅ [(1 − 𝜙𝑉) 𝜆
𝑠 

𝛻〈𝑇𝑠〉𝑠] +
1

𝑉
∫ 𝒏𝒔𝒇 ⋅ (𝜆𝑠 𝛻𝑇𝑠) 𝑑𝐴

𝐴𝑠𝑓

+
∇𝑉

𝑉
 𝜆𝑠 𝛻〈𝑇𝑠〉𝑠 (𝜙𝐴 − 𝜙𝑉) 

(5.58) 

This gives Eq. (5.27) in the main text. 

 

5.12 Appendix C. Calculation of the volume and area porosity from 

LIGGGHTS data 

To determine the value of 𝜙𝑉 and 𝜙𝐴 for a given REV, we firstly loop through all the beads in the 

packing and calculate the distance between each bead center and the REV. If a bead is located 

entirely out of the REV, it will be excluded from the following calculation. For the other beads, 

there are two possible situations: the bead is located entirely and partially inside the REV. In the 

first situation, the entire bead’s volume will be used to calculate 𝜙𝑉 and 𝜙𝐴 without any surface 

area term. In the second situation, the intersection volume (𝑉𝑖𝑛𝑠 ) and surface area (𝐴𝑖𝑛𝑠 ) are 

calculated by the following equations:  

𝑉𝑖𝑛𝑠 =
𝜋

12 𝑑𝑠𝑠
 (𝑅 + 𝑟𝑠 − 𝑑𝑠𝑠)2(𝑑𝑠𝑠

2 + 2 𝑑𝑠𝑠 𝑟𝑠 − 3 𝑟𝑠
2 + 2 𝑑𝑠𝑠 𝑅 + 6 𝑟𝑠 𝑅 − 3𝑅2) (5.59) 
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𝐴𝑖𝑛𝑠 = 2 𝜋 𝑅 
𝑟𝑠

2 − (𝑅 − 𝑑𝑠𝑠)2

2 𝑑𝑠𝑠
 

(5.60) 

where 𝑑𝑠𝑠 is the distance between the two sphere centers, 𝑅 is the radius of the spherical REV and 

𝑟𝑠 is the radius of the bead. A schematic diagram is given in Figure 5.6. We calculated and summed 

up the volume and area of each single bead to obtain the total beads occupied volume and bounding 

area for the REV. Then the value of 𝜙𝑉 and 𝜙𝐴 can be determined. 

 

Figure 5.6: Schematic of a typical spherical REV that intersects with a bead. 
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 ARTICLE 3: CONVECTIVE HEAT TRANSFER 

BETWEEN A BEAD PACKING AND ITS BOUNDING WALL: PART II – 

NUMERICAL ANALYSIS AND EXPERIMENTAL VALIDATION 

 

Yixun Sun, Cédric Béguin, Philippe Causse, Brahim Benmokrane and François Trochu 

Submitted to  Transport in Porous Media  on 22/04/2021  

 

6.1 Chapter overview 

This chapter is the second part of the article in two parts submitted to Transport in Porous Media. 

An experimental study is presented to validate the governing equations derived in Chapter 5 by 

comparing with the measured temperature and heat flux values in a wall-bounded cylindrical bead 

packing. The empirical parameters used in the numerical model are discussed, which includes the 

convective heat transfer coefficient and the turbulent source near the wall. This completes the 

modelling framework and will be used in the following chapters to analyze the thermal 

performance of granular molds and study the effect of different design parameters. 

 

6.2 Abstract 

The volume averaged transport equations for wall confined bead packings were derived in Part I 

using a non-constant Representative Elementary Volume (REV). This eliminates the 

incompatibility of the volume averaged quantities of the bead packing and pointwise quantities of 

the wall at the interface. This also allowed determining the exponential porosity profile directly 

from the packing structure for Reynolds-Averaged Navier-Stokes (RANS) Computational Fluid 

Dynamics (CFD) simulations. In Part II, the governing equations proposed in Part I are used to 

simulate the forced convective heat transfer from the bead packing to its containing wall. The 

predictive capability of the model is validated by comparing with experimentally measured 

temperature and heat flux values. Further discussion shows that a close agreement between 
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numerical and experimental results can be achieved if additional turbulence source terms induced 

by the presence of beads are properly modelled. 

 

KEYWORDS: Bead packings, forced convection, volume averaging, wall-to-bed heat transfer 

 

6.3 Introduction 

In Part I of this article, two main challenges were summarized in modelling the convective heat 

transfer between a random monodisperse bead packing and its bounding wall: (1) the 

incompatibility of quantities at the interface where the volume averaged quantities in the granular 

bed confront with the pointwise quantities of the solid wall; and (2) the selection of the exponential 

porosity model for a typical Reynolds-Averaged Navier-Stokes (RANS) Computational Fluid 

Dynamics (CFD) simulation. These two issues were addressed by deriving volume averaged 

transport equations using a non-constant Representative Elementary Volume (REV). The second 

part of the study completes this investigation by performing numerical simulations based on the 

derived governing equations and by validating the numerical model experimentally.   

In the present Part II, specific issues related to performing numerical simulations of forced 

convection in packed beds are studied and discussed. The first one is the disagreement on 

temperature continuity at the wall-bed interface. As a matter of fact, some studies reported large 

temperature differences between the fluid and wall sides at the interface [137, 138]. Due to practical 

difficulties, the fluid temperature at the wall was extrapolated from measured temperature values 

at different radial positions, whereas the wall temperature was measured directly. However, Tsotsas 

and Schlünder [139] questioned the existence of such heat transfer resistance at the wall. They 

showed that the ‘temperature jump’ could be caused by an unmixed sublayer of fluid located in the 

immediate vicinity of the wall. A continuous temperature profile was also considered at the 

interface in some numerical studies [57, 140].  

Secondly, as demonstrated in Part I, several terms appearing in the governing equations are 

determined empirically to facilitate the modelling process, such as the interactive force between 

phases in momentum equations and the interfacial heat exchange between the fluid and the beads 

in the energy conservation equations. Justification of the empirical parameters selection is therefore 
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needed to provide specific rules for similar modelling process. Part II of the study begins by 

presenting the setup and test procedure used to gather experimental data for model validation. The 

numerical implementation of the governing equations is presented in the second section, including 

a presentation of the empirical parameters used in the numerical model. In the final section, the 

numerical predictions are compared with experiments and the selection of appropriate empirical 

parameters is discussed. 

Note also that the current investigation was conducted for large bed-to-particle ratios, namely 

around 16.2, for which the variations of porosity near the wall do not affect the flow and heat 

transfer in the middle of the granular bed. This agrees with Winterberg and Tsotsas [141], who 

demonstrated the applicability of Ergun’s equation and exponential radial porosity model to predict 

the pressure drop if the bed-to-particle ratio is higher than 10. For smaller bed-to-particle ratios, 

the concept of volume averaging may be not suited. However, it is important to determine the local 

porosity oscillation near the wall, since a non-uniform local velocity distribution appears and 

affects significantly the flow behavior [53, 142]. The heat transfer mechanism is also different. For 

small bed-to-particle ratios (i.e., smaller than 10), the conduction in the beads becomes important 

and Nusselt number exhibits a strong dependency of the size ratio [139, 143]. As presented in 

section 4.2, such a dependency does not appear in correlations for large bed-to-particle ratios. 

6.4 Experimental setup and test procedure 

6.4.1 Experimental setup 

An experimental setup was designed and built to study the heating of a cylindrical packed bed and 

its bounding wall under forced convection. The system, which consists of a heating circuit and a 

test section, is schematically depicted in Figure 6.1. The testing fluid (air) is supplied by the 

laboratory compressed air system and the flow rate (Qro) is controlled and measured by a valve and 

a rotameter. A pressure sensor and a thermocouple are used to measure the pressure (Pro) and 

temperature (Tro) at the rotameter. Before entering the test section, the air flow passes through a 

heat exchanger connected to a closed heating circuit filled with thermal oil (Ucon 50HB-660, Dow 

Inc.). The heating circuit comprises an oil tank, a pump and an electrical heater to control the oil 

temperature (Toil). All the pipes and the oil tank are insulated to reduce the heat loss.  
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Figure 6.2 schematically describes the details of the test section. The packed bed is composed of 

ceramic beads placed in a vertical transparent acrylic pipe of inside diameter 101.6 mm (4 inches). 

The density of the beads (𝜌𝑠) was measured at room temperature (~23℃) following the buoyancy 

technique described in ASTM standard D792 [108]. This subsequently allowed evaluating the 

particle size, which is determined by weighing a large number of randomly selected beads (more 

than 1500 beads) one by one. Assuming the perfect spherical shape, the diameter of each single 

bead was calculated. The mean diameter (𝑑𝑠) is determined as 6.27 mm. The total length of the 

granular bed is 625 mm. A 12.7 mm (0.5 inch) thick insulation layer is installed to cover the pipe. 

Two identical metallic perforated plates and mesh layers are placed at the top and bottom of the 

granular bed. The lower perforated plate is held by an acrylic sleeve of outside diameter 101.6 mm 

(4 inches) and total height of 200 mm. Note that insulation layers are also placed to cover the inner 

surface of the sleeve and the acrylic pipe above the upper plate. This can avoid excessive heating 

of the pipe wall. A pressure sensor is installed 20 mm below the lower plate to measure the inlet 

pressure (Pin). A metallic rack equipped with 8 K-type thermocouples is fixed vertically on the 

lower perforated plate along the central axis of the cylinder. Among these thermocouples, one is 

placed 10 mm below the lower perforated plate to measure the inlet air temperature (Tin). Four are 

located along the centerline of the cylinder with an interval of 125 mm to measure the axial fluid 

temperature of the granular bed. The others are positioned at the same axial position of 𝑧 = 250 

mm from the lower plate to measure the radial fluid temperature profile. The fluid temperature on 

the wall is measured by a thermocouple fixed on the heat flux sensor (PHFS-01 FluxTeq, thickness 

0.38 mm) which is mounted at the same axial position on the inner surface of the pipe. It measures 

the heat flux passing through the wall and is also equipped with a thermocouple to determine the 

inner wall surface temperature. Four heat flux sensors are also mounted on the outer pipe surface 

at different axial positions (i.e., 𝑧  = 125, 250, 375 and 500 mm) to measure the temperature 

evolution and the heat loss fluxes caused by natural convection. 

The positioning error for all the sensors is considered to be ±0.5 mm in the radial and axial 

directions. All the signals are detected by two National Instrument data acquisition cards (PCI-

6036E, 16-Analog-Input Multifunction DAQ) plugged into the PCI (Peripheral Component 

Interconnect) of a computer. A LabVIEW interface was programmed to operate the system (i.e., 

electrical heater and pump) and perform the data acquisition.  
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Figure 6.1: Schematic of the experimental system: (1) laboratory compressed air supply; (2) air 

filter; (3) valve; (4) rotameter; (5) heat exchanger; (6) hydraulic filter; (7) pump; (8) electrical 

heater; (9) oil tank. The dashed lines represent the wires. 
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Figure 6.2: Schematic of the test section (unit: mm): (1) acrylic pipe of 4 inches inside diameter; 

(2) insulation layer; (3) metallic rack; (4) thermocouple; (5) mesh layer and porous plate; (6) 

acrylic ‘sleeve’; (7) acrylic base with groove and O-ring; (8) heat flux sensor; 

(9) ceramic bead packing (bed height = 625 mm, bed diameter = 101.6 mm). 
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6.4.2 Test procedure 

The test starts by circulating the thermal oil in the heating circuit at a constant speed. The PID 

controller automatically operates the electrical heater to reach a temperature of 65 ± 0.8℃ 

throughout the test. The valve is then opened and air flows in at temperature Tro and a fixed flow 

rate Qro of 9 SCFM. Note that the observed reading of the air volumetric flow rate Qro at the 

rotameter is measured for the pressure Pro and temperature Tro. This value should be corrected to 

obtain the flow rate under standard conditions (21℃, 101325 Pa) for further use. This will be 

presented in detail in a subsequent section. Passing through the heat exchanger, air is heated from 

Tro to 60±1.5 ℃ and enters the test section. During a typical test, all the temperature, pressure and 

heat flux values are measured and recorded every second. The test stops when the difference in the 

temperature measured by the heat flux sensors on the outer pipe surface at 𝑧 = 125 and 500 mm 

becomes less than 2 ℃. The heating experiment was repeated three times with similar conditions. 

Overall, the repeatability of the test was quite satisfactory, and the experimental results reported in 

this study are averaged values. 

 

6.5 Numerical analysis 

The derived volume averaged governing equations were implemented in the commercial software 

Ansys Fluent and a transient 2D axisymmetric simulation case was created for the granular bed 

described in Figure 6.2. The computational domain takes only the granular bed and its containing 

wall into account, namely from the lower to the upper surface of the granular bed excluding the 

insulation layer. The simulation was performed using the standard 𝑘 − 𝜖 turbulence model with 

the “enhanced wall treatment” option activated. Due to the low temperature range, thermal 

radiation is neglected. The simulation was performed using the standard 𝑘 − 𝜖 turbulence model 

with the “enhanced wall treatment” option activated automatically in the software. The enhanced 

wall treatment in Fluent is a near-wall modeling method that combines the traditional two-layer 

model with wall functions. If the near-wall mesh is fine enough to completely resolve the viscous 

sublayer with 𝑦+ ≈ 1, then the enhanced wall treatment is identical to the two-layer model [144]. 

In this study, due to the presence of large solution gradients (e.g., temperature and velocity 

gradient), the near-wall region is fully resolved with 𝑦+ = 0.78. The governing equations, the 
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associated empirical parameters, the input material properties and the boundary conditions used in 

the simulation are presented in the sequel. 

 

6.5.1 Governing equations 

In Part I of the study, the mass, momentum and energy conservation equations for the wall confined 

granular bed were developed based on the concept of a non-constant REV and local volume 

averaging technique. For the sake of brevity, only the final forms of the governing equations are 

presented in this section: 

- Mass conservation equation: 

𝜕(𝜙𝑉  〈𝜌𝑓〉𝑓)

𝜕𝑡
+ ∇ ⋅ (𝜙𝑉  〈𝜌𝑓〉𝑓〈𝒖𝒇〉𝑓)  = −

∇𝑉

𝑉
 〈𝜌𝑓〉𝑓 〈𝒖𝒇〉𝑓(𝜙𝑉 − 𝜙𝐴) (6.1) 

where 𝜌𝑓  is the air density, 𝑡 the time, 𝒖𝒇 the air velocity, 𝜙𝑉  the volume porosity, 𝜙𝐴 the area 

porosity, and 𝑉 the volume of a non-constant REV. As presented in Part I, the radial distribution 

of 𝜙𝑉 is computed from the numerical results obtained for the virtual cylindrical sphere packing. 

The piecewise linear function for 𝜙𝑉  (i.e., the blue curve in Figure 5.4) is implemented in the 

simulation with User Defined Functions (UDFs). The symbol 〈 〉𝑓  represents the fluid phase 

intrinsic volume average. For a given quantity 𝜓, the following equation can be written: 

〈𝜓〉𝑓 =
1

𝑉𝑓
 ∫ 𝜓 𝑑𝑉

𝑉𝑓

=
1

𝜙𝑉  𝑉
 ∫ 𝜓 𝑑𝑉

𝑉𝑓

 (6.2) 

where 𝑉 is the volume of the REV and 𝑉𝑓 represents the fluid volume in the REV. Similarly, the 

solid bead phase intrinsic volume average writes: 

〈𝜓〉𝑠 =
1

𝑉𝑠
 ∫ 𝜓 𝑑𝑉

𝑉𝑠

=
1

(1 − 𝜙𝑉) 𝑉
 ∫ 𝜓 𝑑𝑉

𝑉𝑠

 (6.3) 

where 𝑉𝑠 represents the beads volume in the REV.  

- Momentum conservation equation: 
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𝜕

𝜕𝑡
(𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝒖𝒇〉𝑓) + ∇ ⋅ (𝜙𝑉 〈𝜌𝑓〉𝑓 〈𝒖𝒇〉𝑓〈𝒖𝒇〉𝑓)

= − 𝜙𝑉  ∇〈𝑝〉𝑓 + ∇ (𝜙𝑉 〈𝜏̿〉𝑓) + 𝜙𝑉 〈𝜌𝑓〉𝑓𝒈 − 

∇ ⋅ (𝜙𝑉 〈𝜌𝑓〉𝑓〈𝒖′
𝒇𝒖′

𝒇〉𝑓) − (
𝜙𝑉

2  𝜇𝑓

𝐾
 〈𝒖𝒇〉𝑓 +

𝜙𝑉
3  𝐶

2
〈𝜌𝑓〉𝑓 |〈𝒖𝒇〉𝑓| 〈𝒖𝒇〉𝑓)

+
∇𝑉

𝑉
 (𝜙𝑉 − 𝜙𝐴) (〈𝜏̿〉𝑓 − 〈𝜌𝑓〉𝑓 〈𝒖𝒇𝒖𝒇〉𝑓 − 〈𝑝〉𝑓) 

(6.4) 

where 〈𝒖𝒇〉𝑓〈𝒖𝒇〉𝑓 represents the tensor product of the averaged fluid velocity, 𝑝 is the pressure, 𝒈 

is the gravitational acceleration, 𝜇𝑓 is the fluid viscosity, 𝐾 is the permeability of the granular bed, 

𝐶 is the inertial resistance factor and 𝜏̿ is the stress tensor calculated as follows with 𝑰 the unit 

matrix:  

𝜏̿ = 𝜇 [(𝛻𝒖𝒇 + (𝛻𝒖𝒇)
𝑇

) −
2

3
𝛻 ⋅ 𝒖𝒇 𝑰] (6.5) 

The term 〈𝜌𝑓〉𝑓〈𝒖′
𝒇𝒖′

𝒇〉𝑓  in Eq. (6.4) represents the Reynolds stress which is determined via 

turbulence modelling. This will be presented in the sequel. The last two terms on the right-hand 

side of Eq. (6.4), i.e., − (
𝜙𝑉

2  𝜇𝑓

𝐾
 〈𝒖𝒇〉𝑓 +

𝜙𝑉
3  𝐶

2
〈𝜌𝑓〉𝑓 |〈𝒖𝒇〉𝑓| 〈𝒖𝒇〉𝑓), is the flow resistance due to the 

presence of beads and the parameters 𝐾 and 𝐶 are determined empirically. In this study, we follow 

the conclusion drawn by Sun et al. [145] to compute these two parameters using the revisited 

Ergun’s equation [43]:  

𝐾 =
𝑑𝑠

2 𝜙𝑉
3

180 (1 − 𝜙𝑉)2
 (6.6) 

𝐶 =
3.6 (1 − 𝜙𝑉)

𝑑𝑠 𝜙𝑉
3  (6.7) 

- Energy conservation equations: 

The volume averaged thermal energy equation of the fluid phase writes: 
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𝜕

𝜕𝑡
(𝜙𝑉 〈𝜌𝑓〉𝑓 〈𝐶𝑓〉𝑓 〈𝑇𝑓〉𝑓) + ∇ ⋅ (𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝐶𝑓〉𝑓 〈𝑇𝑓〉𝑓 〈𝒖𝒇〉𝑓)

= ∇ ⋅ (𝜙𝑉  𝜆𝑓𝑒𝑓𝑓
𝛻〈𝑇𝑓〉𝑓) − 𝑎𝑣 ℎ𝑠𝑓 (〈𝑇𝑓〉𝑓 − 〈𝑇𝑠〉𝑠)

+
∇𝑉

𝑉
(𝜙𝑉 − 𝜙𝐴) (𝜆𝑓𝑒𝑓𝑓 

𝛻〈𝑇𝑓〉𝑓 − 〈𝜌𝑓〉𝑓 〈𝐶𝑓〉𝑓 〈𝑇𝑓〉𝑓 〈𝒖𝒇〉𝑓) 

(6.8) 

where 𝑇𝑓 is the fluid temperature, 𝐶𝑓 is the fluid specific heat capacity, ℎ𝑠𝑓 is the convective heat 

transfer coefficient, 𝑎𝑣 is the interfacial area per unit volume and 𝜆𝑓𝑒𝑓𝑓
 is the fluid effective thermal 

conductivity. The parameter 𝑎𝑣 can be expressed as follows for sphere packings: 

𝑎𝑣 =
6 (1 − 𝜙𝑉)

𝑑𝑠
 (6.9) 

The coefficient ℎ𝑠𝑓 is used to compute the convective heat exchange between the solid beads and 

the fluid. Due to the complexity of interfacial heat transfer, ℎ𝑠𝑓  is obtained from empirical 

correlations. Such correlations are developed based on the fluid-to-particle Nusselt number (Nu) 

defined as: 

Nu =  
ℎ𝑠𝑓  𝑑𝑠

𝜆𝑓
 (6.10) 

where 𝜆𝑓 is the thermal conductivity of the fluid. In this study, the correlation of Wakao et al. [72] 

is used: 

Nu =  2 +  1.1 Reds
0.6 Pr1/3 (6.11) 

where Reds is the Reynolds number based on particle size and Pr is the the Prandtl number. These 

two parameters are calculated as follows: 

Reds
=  

〈𝜌𝑓〉𝑓 𝜙𝑉 |〈𝒖𝒇〉𝑓| 𝑑𝑠

𝜇𝑓
 (6.12) 

Pr =  
𝜇𝑓 〈𝐶𝑓〉𝑓

𝜆𝑓
 

(6.13) 

For the solid beads, the volume averaged energy equation writes: 
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𝜕

𝜕𝑡
[(1 − 𝜙𝑉) 〈𝜌𝑠〉𝑠 〈𝐶𝑠〉𝑠 〈𝑇𝑠〉𝑠]

= ∇ ⋅ [(1 − 𝜙𝑉) 𝜆𝑠 𝛻〈𝑇𝑠〉𝑠] − 𝑎𝑣 ℎ𝑠𝑓  (〈𝑇𝑠〉𝑠 − 〈𝑇𝑓〉𝑓)

+
∇𝑉

𝑉
 𝜆𝑠 𝛻〈𝑇𝑠〉𝑠 (𝜙𝐴 − 𝜙𝑉) 

(6.14) 

where 𝜌𝑠 , 𝑇𝑠 , 𝐶𝑠  and 𝜆𝑠  represent the density, temperature, specific heat capacity and thermal 

conductivity of the beads. Note that the maximum radius of the non-constant REV used to 

determine 𝜙𝑉 and 𝜙𝐴 is 2.75 𝑑𝑠 (see Part I of the study). For a wall distance 𝑑𝑤𝑎𝑙𝑙 larger that this 

value (i.e., 𝑑𝑤𝑎𝑙𝑙/𝑑𝑠 ≥ 2.75), the size of the REV remains constant, i.e., ∇ 𝑉 = 0, and the source 

terms are null. When 𝑑𝑤𝑎𝑙𝑙/𝑑𝑠 ≤ 0.3, no obvious difference between 𝜙𝑉 and 𝜙𝐴 is observed (see 

Figure 5.4). The difference between 𝜙𝑉 and 𝜙𝐴 mainly occurs in the range of 0.3 < 𝑑𝑤𝑎𝑙𝑙/𝑑𝑠 < 

2.75. All the source terms presented in the governing equations (Eq. (6.1), Eq. (6.4), Eq. (6.8) and 

Eq. (6.14)) are implemented in the simulation with UDFs. 

 

6.5.2 Input material properties 

The material properties of the ceramic beads, acrylic pipe and air are summarized and reported in 

Table 6.1. These values are used as input parameters in the numerical study. Note that the air 

density (𝜌𝑓) is determined by the ideal gas law for compressible fluids in the numerical simulation 

with the specific gas constant 𝑅𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐=287.055 J/(kg·K). The thermal conductivity of air (𝜆𝑓) and 

acrylic (𝜆𝑤), the specific heat capacity of air (𝐶𝑓) and acrylic (𝐶𝑤), and the air viscosity (𝜇𝑓) are all 

considered as temperature dependent and are implemented in the simulation with UDFs. 
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Table 6.1: Material properties of ceramic, air and acrylic. 

Material Parameters Value or function Unit Reference 

Ceramic 

Density (𝜌𝑠) 2580±30 kg/m3 

Measured by the 

buoyancy 

technique, ASTM 

D792 [108] 

Thermal 

conductivity 

(𝜆𝑠) 

2.09 W/(m·K) Kingery [146] 

Specific heat 

capacity (𝐶𝑠) 
846.7±17 J/(kg·K) 

Measured by DSC 

Q2000, TA 

Instruments [147] 

Diameter 

range 
5.78×10

-3
 ~ 6.70×10

-3
 m Measured 

Average 

diameter (𝑑𝑠) 
6.27×10

-3
 m Measured 

Air 

Thermal 

conductivity 

(𝜆𝑓) 

2.5143×10
-3 + 7.7288×10

-5
 T  +  

8.6248×10
-11 T 2  

W/(m·K) Rasmussen [148] 

Specific heat 

capacity (𝐶𝑓) 

1.0535×10
3
- 3.8738×10

-1
 T  +  

8.9321×10
-4 T 2- 4.2048×10

-7 T 3  
J/(kg·K) Rasmussen [148] 

Dynamic 

viscosity (𝜇𝑓) 

1.716×10
-5

 × (
T

273.15
)

1.5

× 

383.55

T  + 110.4
 

Pa·s Sutherland [149] 

Acrylic 

Density (𝜌𝑤) 1170±10 kg/m3 

Measured by the 

buoyancy 

technique, ASTM 

D792 [108] 

Thermal 

conductivity 

(𝜆𝑤) 

8.3338×10-5 T + 1.7149×10-1 W/(m·K) 
Eiermann and 

Hellwege [11] 

Specific heat 

capacity (𝐶𝑤) 
4.0289 T + 166.95 J/(kg·K) Gaur et al. [150] 



89 

 

6.5.3 Additional turbulence source terms induced by the granular bed 

With the Boussinesq hypothesis, the Reynolds stress in Eq. (6.4) is computed as: 

− 〈𝜌𝑓〉𝑓 〈𝒖′
𝒇𝒖′

𝒇〉𝑓

= 𝜇𝑡 [∇ 〈𝒖𝒇〉𝑓 + (∇ 〈𝒖𝒇〉𝑓)
𝑇

]

−
2

3
 (〈𝜌𝑓〉𝑓 〈𝑘𝑓〉𝑓 + 𝜇𝑡 ∇ ⋅ 〈𝒖𝒇〉𝑓) 𝑰 

(6.15) 

where 𝑰 is the unit matrix and 𝜇𝑡 is the eddy viscosity which writes: 

𝜇𝑡 = 𝐶𝜇 〈𝜌𝑓〉𝑓  
(〈𝑘𝑓〉𝑓)

2

〈𝜖〉𝑓
 (6.16) 

where 𝐶𝜇 is the 𝑘 − 𝜖 model constant, 〈𝑘𝑓〉𝑓 and 〈𝜖〉𝑓 denote the turbulence kinetic energy and the 

dissipation rate. In Ansys Fluent, the conservation equations for 〈𝑘𝑓〉𝑓 and 〈𝜖〉𝑓 are written based 

on the void fraction of the porous medium: 

𝜕

𝜕𝑡
(𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝑘𝑓〉𝑓) + ∇ ⋅ (𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝑘𝑓〉𝑓 〈𝒖𝒇〉𝑓)

= ∇ ⋅ [𝜙𝑉  (𝜇𝑓 +
𝜇𝑡

𝜎𝑘
)  𝛻〈𝑘𝑓〉𝑓] + 𝜙𝑉  〈𝐺𝑘〉𝑓 − 𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝜖〉𝑓

+ 𝜙𝑉 〈𝑆𝑘〉𝑓 

(6.17) 

𝜕

𝜕𝑡
(𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝜖〉𝑓) + ∇ ⋅ (𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝜖〉𝑓 〈𝒖𝒇〉𝑓)

= ∇ ⋅ [𝜙𝑉  (𝜇𝑓 +
𝜇𝑡

𝜎𝜖
)  𝛻〈𝜖〉𝑓]

+
𝜙𝑉 〈𝜖〉𝑓

〈𝑘𝑓〉𝑓
 (𝐶𝜖1 〈𝐺𝑘〉𝑓 − 𝐶𝜖2 〈𝜌𝑓〉𝑓 〈𝜖〉𝑓) + 𝜙𝑉  𝐶𝜖2 〈𝑆𝜖〉𝑓 

(6.18) 

where 𝐺𝑘  is the generation of turbulent kinetic energy due to the fluid velocity gradient, The 

parameters 𝐶𝜖1, 𝐶𝜖2, 𝜎𝑘 and 𝜎𝜖, are the standard 𝑘 − 𝜖 turbulence model constants. In this study, 

the values proposed by Launder and Spalding [151] are used: 𝐶𝜖1=1.14, 𝐶𝜖2=1.92, 𝜎𝑘=1, 𝜎𝜖=1.3 

and 𝐶𝜇=0.09. 
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This modelling approach neglects the influence of beads on the turbulent kinetic energy and 

dissipation rate, which can be true when the pore scale is large enough and has little interactions 

with the eddies. For packed beds, however, the turbulent kinetic energy and dissipation rate are 

likely to be underestimated without a proper definition of the additional source terms 〈𝑆𝑘〉𝑓 and 

〈𝑆𝜖〉𝑓 in Eq. (6.17) and (6.18). Guo et al. [48] evaluated several different models for 〈𝑆𝑘〉𝑓 and 

〈𝑆𝜖〉𝑓 in a case of isothermal gas flow in a sphere packing. Their results showed the model proposed 

by Nakayama and Kuwahara [152] (Eq. (6.19) and (6.20)) gives the most reasonable eddy viscosity 

𝜇𝑡. In this study, we make use of this model to perform the simulation. 

〈𝑆𝑘〉𝑓 = 𝜖∞ 〈𝜌𝑓〉𝑓 (6.19) 

〈𝑆𝜖〉𝑓 =
𝜖∞

2

𝑘∞
 〈𝜌𝑓〉𝑓 (6.20) 

where 𝜖∞ and 𝑘∞ are model constants, which are determined as follows: 

𝜖∞ = 39 𝜙𝑉
2  (1 − 𝜙𝑉)2.5

|〈𝒖𝒇〉𝑓|
3

𝑑𝑠
 (6.21) 

𝑘∞ = 3.7 𝜙𝑉
1.5 (1 − 𝜙𝑉) |〈𝒖𝒇〉𝑓|

2
 (6.22) 

In pure fluid regions (i.e., 𝜙𝑉 = 1), these terms are null. 

 

6.5.4 Boundary conditions 

The simulation starts by setting the initial conditions (i.e., at 𝑡 = 0): 〈𝑇𝑓〉𝑓 = 〈𝑇𝑠〉𝑠 = 𝑇𝑖𝑛  and 

〈𝒖𝒇〉𝑓 = 0. A schematic diagram is given in Figure 6.3 illustrating the boundaries used in the 

simulation. At the inlet, an adiabatic boundary condition is applied for the bead phase. The 

temperature and velocity are specified for the fluid in the axial 𝑧 direction: 

〈𝑇𝑓〉𝑓 = 𝑇𝑖𝑛(𝑡), |〈𝒖𝒇〉𝑓| = 𝑢𝑖𝑛(𝑡) (6.23) 
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During the test, 𝑇𝑖𝑛 and 𝑢𝑖𝑛 do not remain constant in time. As mentioned above, 𝑇𝑖𝑛 is measured 

by the thermocouple placed at the inlet, whereas 𝑢𝑖𝑛 is calculated as: 

𝑢𝑖𝑛(𝑡) =  
𝑇𝑖𝑛(𝑡)

𝑃𝑖𝑛(𝑡)
 ∙  𝑄𝑟𝑜 ∙ √

𝑃𝑟𝑒𝑓

 𝑇𝑟𝑜(𝑡)
 ∙  

𝑃𝑟𝑜(𝑡)

𝑇𝑟𝑒𝑓
 ∙  

1

𝜋 𝑅𝑏𝑒𝑑
2  (6.24) 

where 𝑅𝑏𝑒𝑑 is the radius of the granular bed, 𝑃𝑟𝑒𝑓 and 𝑇𝑟𝑒𝑓 are the standard pressure (101325 Pa) 

and temperature (21 ℃) used to correct the reading of the rotameter 𝑄𝑟𝑜. The air inlet velocity 𝑢𝑖𝑛 

and temperature 𝑇𝑖𝑛 are plotted in Figure 6.4a. With these data, the Reynolds number Reds of the 

test is determined, which varies between 400 and 450. This indicates a turbulent flow regime [153].  

Four heat flux sensors are placed on the outer surface of the acrylic pipe (see Figure 6.2) to evaluate 

the heat loss. In the simulation, the measured heat flux values are given in negative (Figure 6.4b) 

representing the heat loss of the system and are directly imposed on the outer surface of the wall. 

The heat flux values between two measurement points are extrapolated linearly. 

At the outlet, the fluid pressure 〈𝑝〉𝑓 is considered as the atmospheric pressure. This is done by 

setting the gauge pressure to 0 in the simulation.  

A symmetry condition is imposed on the central axis of the granular bed (at 𝑟 = 0):  

𝜕〈𝑇𝑓〉𝑓

𝜕𝑟
=

𝜕〈𝑇𝑠〉𝑠

𝜕𝑟
=

𝜕〈𝒖𝒇〉𝑓

𝜕𝑟
= 0 (6.25) 

All the time dependent boundary conditions are implemented in the simulation using UDFs. 
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Figure 6.3: Schematic diagram of the 2D axisymmetric numerical model and boundary 

conditions. 
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Figure 6.4. Experimental data of boundary conditions as a function of time: (a) inlet air velocity 

and temperature; (b) heat flux values on the outer pipe wall with colors indicating different 

positions (shaded areas are the range of three repeated tests, solid lines are averaged values used 

in the simulation). 

 

Due to disagreements found in the published literature, the thermal boundary condition at the 

interface between the granular bed and the wall was determined from the experimental data. A 

typical radial temperature profile at 𝑧 = 250 mm measured during the test is shown in Figure 6.5. 

The fluid temperature measured at multiple radial positions is plotted as scattered points 

considering the errors in positioning of ±0.5 mm and in temperature of ±1.1 ℃. The upper limit 

of the radial fluid temperature profile is extrapolated with errors of 0.5 mm and 1.1 ℃ on all the 

data points, whereas the lower limit is plotted by imposing -0.5 mm and -1.1 ℃. The area between 

is shaded, which represents the possible region of radial fluid temperature distribution. The 

extrapolated fluid temperatures at the wall are then compared with the measured wall temperature. 

The differences Δ𝑇𝑤 are plotted in time throughout the test (Figure 6.6). The area between the 

minimum and maximum values is shaded. At about 500 seconds, the heat flux from the granular 
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bed to the wall reaches a maximum (also see Figure 6.13). This intensifies the temperature change 

and causes higher measurement errors. As a result, the maximum value of Δ𝑇𝑤  increases. 

Considering the possible errors of the test, it is reasonable to assume a continuous temperature 

profile at the interface. The conditions at the wall then write: 

〈𝑇𝑓〉𝑓 = 𝑇𝑤 

𝜆𝑓𝑒𝑓𝑓

𝜕〈𝑇𝑓〉𝑓

𝜕𝑟
= 𝜆𝑤

𝜕𝑇𝑤

𝜕𝑟
 

〈𝒖𝒇〉𝑓 = 0 

(6.26) 

where 𝑇𝑤  is the wall temperature, 𝜆𝑤  is the thermal conductivity of the wall and 𝜆𝑓𝑒𝑓𝑓
 is the 

effective conductivity of the fluid. 

 

Figure 6.5: Experimental radial temperature profile at 𝑧 = 250 mm including five measured data 

points of fluid temperature and the inner pipe wall temperature. The graph plots the upper and 

lower limits of temperature distribution considering errors of ±0.5 mm and ±1.1 ℃. 
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Figure 6.6: The range of difference between the extrapolated fluid temperature and the measured 

wall temperature at the inner pipe surface throughout the test. 

 

6.5.5 Convergence and grid independence 

To confirm the choice of the mesh and verify the convergence of the numerical simulation, studies 

on the mesh size and time step were performed. The simulation domain is discretized with 

quadrilateral elements and the near-wall region is completely resolved. Three cases with different 

radial mesh growth rates were created: 1.05, 1.1 and 1.15. With a total simulation time of 500 

seconds, the radial temperature profiles at 𝑧 = 250 mm were compared. As the maximum deviation 

between these cases remains below 0.1 ℃, the radial mesh size growth rate of 1.15 is used in the 

simulation.  

In the 𝑧 direction, three cases of different axial mesh sizes were created: 1.7 mm, 3.5 mm and 7 

mm. The fluid temperature evolution in time was compared at multiple axial positions, namely at 

𝑧 = 125, 250, 375, 500 mm along the granular bed centerline. As the maximum difference between 
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different cases in fluid temperature is below 0.1 ℃, the axial mesh of 7 mm is used, and the result 

is considered as grid independent. 

The convergence of the time step was also investigated for three different values of Δ𝑡 = 0.5, 1 and 

2 seconds. For 500 seconds simulations, deviations of ~0.25 ℃ in axial fluid temperature 

evolutions were found with Δ𝑡 = 2 seconds compared to the other cases. Hence, the time step of 1 

second will be used in the numerical analysis. 

 

6.6 Results and discussions 

6.6.1 Comparison between numerical and experimental results 

Firstly, the numerical results are compared with the experimental data: Figure 6.7a shows the 

temperature evolution at four axial positions along the packed bed, Figure 6.7b plots the 

temperature profile at four axial positions on the outer surface of pipe, Figure 6.8 shows the radial 

temperature profile at an axial position of 250 mm and Figure 6.9 plots the 2D numerical results of 

the fluid and wall temperature evolution. Remind that the experimental data measured by 

thermocouples are ‘pointwise quantities’, whereas the numerical results given by volume averaged 

equations are ‘averaged quantities’ (excluding values on the wall). Ideally, the temperature should 

be measured experimentally in the whole REV to validate the numerical predictions, but this is not 

possible in practice. Despite that limitation, a satisfactory agreement is observed between the 

numerical results and the experimental observations. Overall, it is reasonable to conclude that the 

temperature evolutions are well predicted for axial and radial positions in the granular bed and on 

the wall surfaces. 
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Figure 6.7: Comparison between numerical predictions (solid curves) and experimental data 

(scatter points) with colors to distinguish between different axial positions: (a) fluid temperature 

evolution along the granular bed centerline; (b) surface temperature evolution on the outer pipe. 
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Figure 6.8: Comparisons between the numerical predictions (solid curves) and experimental data 

(scatter points) of the radial temperature profile at 𝑧 = 250 mm. 

 

 

Figure 6.9: Numerical contour plots of the fluid and wall temperatures at different times. 
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6.6.2 Effect of the convective heat transfer coefficient (𝒉𝒔𝒇) between the fluid 

and beads 

Although the predictive capability of the numerical model was verified, the selection of the 

empirical correlation for the heat transfer coefficient ℎ𝑠𝑓 can be further justified. In this work, the 

correlation of Wakao et al. [72] (Eq. (6.11)) was used, but many other models have been proposed 

in the literature. Some of them are plotted in Figure 6.10 with Reds ranging from 100 to 550. 

In front of such different correlations, the question arises about which one to select, especially 

when the validation ranges of Reds overlap. To investigate this, note that all the empirical 

correlations shown in Figure 6.10 lie within ±50% of the one proposed by Wakao et al. [72] 

(Eq. (6.11)). Therefore, the value of ℎ𝑠𝑓 was varied by ±50% in the numerical model to study the 

impact on numerical predictions. Results are reported in Figure 6.11a for the axial temperature and 

in Figure 6.11b for the outer pipe surface temperature. The maximum deviation of the axial 

temperature profile is not significant (less than 3℃). This can be explained by a scale analysis of 

the fluid phase energy conservation equation (Eq. (6.8)): the convection term (i.e., the second term 

on the left-hand side) is slightly larger than the interfacial flux term (i.e., the second term on the 

right-hand side), and is 4 orders of magnitude higher than the other terms. This shows that the 

coefficient ℎ𝑠𝑓 is not the only deciding factor. Note that this can be different in the laminar case at 

low flow velocity. Furthermore, increasing the value of ℎ𝑠𝑓 results in a faster decrease of 〈𝑇𝑓〉𝑓 −

〈𝑇𝑠〉𝑠 (i.e., the solid beads will be heated faster). This further neutralizes the influence of ℎ𝑠𝑓 on the 

fluid temperature profile. However, it should be noted that increasing ℎ𝑠𝑓 by 50% results in a larger 

Biot number for beads. The assumption of neglecting the temperature gradient in a particle is not 

strictly met. A more sophisticated model of heat transfer may be needed to provide more accurate 

predictions. 

For the outer pipe surface, the three temperature profiles are nearly overlapped throughout the test 

(Figure 6.11b). Near the wall, the interfacial heat flux between the fluid and beads is less important 

as porosity increases. The weak response between the coefficient ℎ𝑠𝑓 and the wall temperature is 

therefore not surprising. Overall, it may be concluded that ℎ𝑠𝑓 is not a critical parameter of the 

numerical model. Using another existing correlation (within the range of ±50% from the one 

obtained with Eq. (6.11)) will not significantly change the temperature predictions. 
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Figure 6.10: Existing fluid-to-particle convective heat transfer correlations for bead packings 

with Pr = 0.71. 
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Figure 6.11: Comparison between predicted temperature profiles for different Nu and 

experimental data: (a) fluid temperature along the centerline of the bead packing; (b) outer pipe 

wall temperature. 
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6.6.3 Turbulence modelling  

As mentioned previously, additional source terms (Eq. (6.19) and (6.20)) were considered to 

compensate for the possible underestimation on the turbulent energy induced by beads. Although 

the presence of these terms has been discussed in modelling the eddy viscosity 𝜇𝑡  [48] and 

predicting the temperature evolution inside packed beads [74], their importance in modelling the 

wall-to-bed heat transfer has not yet been investigated. On the other hand, several published studies 

[60, 61, 75] used the laminar flow model to predict the forced convective heat transfer in the 

homogeneous region of porous media, which showed good agreement with experimental results. 

The necessity of turbulence modelling is therefore justified by comparing the numerical results of 

three different models. The first model is laminar without any turbulent effect. The second one is 

the standard 𝑘 − 𝜖 turbulence model without additional source terms, i.e., 〈𝑆𝑘〉𝑓 and 〈𝑆𝜖〉𝑓 are null. 

The third model includes the additional sources of turbulent quantities induced by the presence of 

beads (i.e., the standard 𝑘 − 𝜖 turbulence model with additional source terms given by Eq. (6.19) 

and (6.20)).  

Comparing the results of the axial temperature evolution (Figure 6.12a), there are no obvious 

differences between models. This agrees with the conclusion of Burström et al. [74]. In numerical 

simulations, turbulence affects the temperature profile in the packed beads only through the 

effective thermal conductivity of the fluid (𝜆𝑓𝑒𝑓𝑓
): 

𝜆𝑓𝑒𝑓𝑓
= 𝜆𝑓 +

〈𝐶𝑓〉𝑓 𝜇𝑡

Prt
 (6.27) 

where Prt is the turbulent Prandtl number. Note that the effect of hydrodynamic dispersion on the 

fluid effective thermal conductivity is included in 𝜇𝑡  through two additional terms, namely the 

turbulent kinetic energy 〈𝑆𝑘〉𝑓  and the dissipation rate 〈𝑆𝜖〉𝑓 . The enhancement of thermal 

convection between phases has already been lumped into the heat transfer coefficient ℎ𝑠𝑓 . 

Meanwhile, due to the high velocity and low thermal conductivity of air, the thermal convection is 

predominant. As a result, all three models provide similar predictions for the temperature 

distribution inside the bead packing. 
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Approaching the wall, as the volume fraction of solid beads decreases, the thermal conduction of 

air gradually becomes important. The values of 𝜆𝑓𝑒𝑓𝑓
 near the wall determined by Model 3 (i.e., 

𝑘 − 𝜖 turbulence model with additional sources) are up to 70 and 3 times greater than the ones 

given by Model 1 (i.e., laminar model) and Model 2 (i.e., 𝑘 − 𝜖  turbulence model without 

additional sources) respectively. In Figure 6.13, the experimental heat flux passing through the 

pipe wall at 𝑧 = 250 mm is compared with the predictions of three different models. Despite a slight 

overestimation, Model 3 gives satisfactory predictions while Model 1 and 2 underestimate the heat 

transfer rate near the wall. It should be noted that the additional source terms (Eq. (6.19) and (6.20)) 

applied in Model 3 were originally derived from a square array of porosity 0.75. Compared to our 

study, the application of these terms can overestimate the turbulent quantities for two possible 

reasons: a higher porosity than that of square arrays gives larger eddy scales; squares are likely to 

create more eddies than spheres. The underestimation of the heat transfer rate by Model 1 and 2 

can further be revealed by the outer pipe surface temperature evolution (Figure 6.12b): only the 

third model gives a good agreement with experiments. These results show that the turbulent and 

additional sources should be properly considered to predict the evolution of the wall temperature 

for fully turbulent cases.  
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Figure 6.12: Comparisons between predicted temperature profiles using different models and 

experimental data: (a) fluid temperature along the centerline of the bead packing; (b) outer pipe 

wall temperature. 

 

Figure 6.13: Comparisons between predictions of different models and experimental data of heat 

flux passing through the inner pipe wall at 𝑧 = 250 mm with 5% measurement errors. 
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6.6.4 Radial porosity distribution 

As mentioned previously, a proper determination of the radial porosity profile is essential to model 

transport phenomena in packed beds. As several exponential porosity models have been proposed, 

the selection of a proper one remains an issue. In fact, different exponential porosity models have 

been compared to predict physical phenomena in bead packings, such as the cross-sectional flow 

velocity field [54], the porosity of the entire packing structure [127], the radial coordination number 

for sphere packings [56], etc. The importance of predicting the temperature evolution has barely 

been investigated. In this study, the exponential porosity profile is determined with a non-constant 

REV approach directly from the packing structure and implemented in the simulation as a 

piecewise linear function. The predictions are compared with four empirical porosity models 

proposed in the literature (see Table 5.1). In these four cases, each empirical porosity profile is 

used to model both 𝜙𝑉 and 𝜙𝐴. The bulk porosity value 𝜙𝑏 is 0.4 in all cases. The temperature 

profiles predicted using a constant porosity (i.e., 𝜙𝑉 = 0.4 everywhere in the granular bed) are also 

plotted. Along the centerline of the bead packing, different predicted fluid temperature profiles do 

not exhibit large differences. This shows that using a constant porosity is a reasonable 

simplification to predict the temperature in homogenous regions of the granular bed, which has 

been considered in several published works [58, 60, 73]. However, these models show a large 

discrepancy when predicting the wall temperature of the outer pipe (Figure 6.14). The constant 

porosity model largely underestimates the wall temperature evolution because it does not take into 

account the porosity variations near the wall. The model proposed by Vortmeyer and Schuster [54] 

and the one proposed by Cheng and Hsu [126] overestimate the wall temperature, since the near 

wall regions described by these two models are wider than the others (see Figure 5.5). On the other 

hand, predictions with the models of Hunt and Tien [124], White and Tien [125] and the piecewise 

linear fitted function agree well with experimental data. As shown in Part I, these three models 

correlate the 𝜙𝑉  numerical results with relatively high 𝑅2  values (i.e., 0.94, 0.79 and 0.97, 

respectively). 
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Figure 6.14: Comparisons between predicted outer pipe wall temperatures using different 

porosity models and experimental data. 

 

6.7 Conclusion 

A framework was proposed to model the forced convective heat transfer from a monodisperse bead 

packing to its containing wall. In Part I, the macroscopic transport equations were derived using 

the method of volume averaging and a non-constant REV to eliminate the incompatibility of 

quantities at the wall. This subsequently allowed determining the granular bed radial porosity 

profile directly from the packing structure. In Part II, the model was verified by experiments 

performed with a cylindrical packed bed of ceramic beads heated with air in fully turbulent regime. 

At the wall-bed interface, a continuous temperature profile was observed. With the derived 

governing equations, a 2D transient axisymmetric numerical simulation was performed and 

compared to the experiment. The transient temperature field in the packed bed and on the wall 
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surface is accurately predicted. The influence of the empirical parameters included in the model 

was also discussed. For the fluid temperature profile along the centerline of the beads, modelling 

turbulence does not lead to obvious differences compared to a laminar model, and the influence of 

the heat transfer coefficient ℎ𝑠𝑓 is quite limited. Moreover, the coefficient ℎ𝑠𝑓 has nearly no effect 

on the evolution of the bounding wall temperature. In contrast, the turbulence model is an important 

factor to predict the wall heating process. By comparing different models, we demonstrated that 

both the turbulence energy and the dissipation rate induced by the fluid movement and the presence 

of beads must be considered to predict the temperature evolution. Finally, as explained previously, 

the proposed framework is only valid for large bed-to-particle ratios (higher than 10). For smaller 

bed-to-particle ratios, future work would be probably needed. 
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7.1 Chapter overview 

Within the modeling framework proposed in Chapter 5 and validated in Chapter 6, the influence 

of several design parameters on the heating efficiency is studied for a heated pipe filled with beads. 

This third article was submitted to International Journal of Heat and Mass Transfer. The parametric 

study emphasizes the importance of reducing the wall thickness and volumetric heat capacity. This 

largely shortens the time to reach wall temperature uniformity and represents an important 

optimization feature in the design of granular molds.  

 

7.2 Abstract 

Placing granular materials inside empty channels with coolant or heat transfer fluids flowing 

through is an effective way to increase the heat transfer rate to the wall. Although this approach 

has been used in different engineering fields, a particular goal is seldom considered in some 

applications, namely the temperature uniformity of the bounding wall. As temperature varies along 

the flow direction, a non-uniform temperature field appears on the wall. This bears consequences 

in some applications such as in electronics, battery cooling or composite manufacturing. In the 

present study, the uniformity of the wall temperature is investigated numerically for a typical 

cylindrical pipe filled with monodisperse ceramic beads and heated by air flow. Numerical 

simulations based on Reynolds-averaged Navier-Stokes (RANS) Computational Fluid Dynamics 

(CFD) are performed to analyze the heat transfer to the bounding wall. Because of the uncertainty 

mentioned in the literature, the applicability of an empirical model reflecting additional sources of 
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production and dissipation of turbulent energy due to beads is firstly evaluated. By comparing the 

numerical predictions of temperature fields with experimental data, a damping function is needed 

to adjust these additional source terms to better fit experimental data for bulk Reynolds numbers 

between 100 and 700. A parametric study is then conducted to assess the effect of various 

parameters on the wall temperature uniformity. Results shows that wall materials of low volumetric 

heat capacity and a reduced wall thickness greatly shorten the duration to reach thermal uniformity. 

A less pronounced enhancement also exists for larger thermal conductivity of the wall material. 

However, using beads of lower volumetric heat capacity does not have a major influence on the 

uniformity of the wall temperature. 

 

KEYWORDS: Bead packings, forced convection, wall temperature, thermal uniformity 

 

7.3 Nomenclature

𝑎𝑉 interfacial area per unit volume, m-1 

𝐶 inertial resistance factor, m-1 

𝐶𝑓 air specific heat capacity, J/(kg K) 

𝐶𝑠 ceramic beads specific heat capacity, 

J/(kg K) 

𝐶𝑤 acrylic specific heat capacity, J/(kg K) 

𝐶𝜖1, 𝐶𝜖2, 𝐶𝜇 turbulence model coefficients 

𝑑𝑠 beads diameter, m 

𝑑𝑤 pipe wall thickness, m 

𝐷𝑤 bead packing diameter, m 

𝑓𝑑 damping factor 

𝑔 gravitational acceleration, m/s2 

ℎ𝑠𝑓 convective heat transfer coefficient, 

W/(m2 K) 

𝐼 unit matrix 

𝐾 permeability, m2 

𝑘𝑓 turbulent kinetic energy, m2/s2 

𝑝 pressure, Pa 

𝑃𝑟𝑒𝑓 reference pressure of rotameter, Pa 

𝑃𝑟𝑜 air pressure at rotameter, Pa 

Pr Prandtl number 

Prt turbulent Prandtl number 

𝑞𝑙𝑜𝑠𝑠 heat loss at the outer wall surface, W/m2 

𝑄𝑟𝑜 air flow rate before entering the test 

section, m3/s 

𝑟 radial coordinate 

Rein Reynolds number based on the particle 

diameter and inlet flow velocity 

Res Reynolds number based on the particle 

diameter and local fluid velocity 

𝑆𝑎𝑣𝑒 average deviation between predicted and 

measured temperature values per data point, K 

𝑆𝑘 additional source of turbulent kinetic 

energy, kg/(s3 m) 

𝑆𝜖 additional source of dissipation rate, 

kg/(s4 m) 

𝑡 time, s 

𝑇𝑓 air temperature, K 

𝑇𝑠 ceramic beads temperature, K 
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𝑇𝑟𝑒𝑓 reference temperature of rotameter, K 

𝑇𝑟𝑜 air temperature at rotameter, K 

𝑇𝑜𝑖𝑙 oil temperature, K 

𝑇𝑖𝑛 inlet air temperature, K 

𝑢𝑖𝑛 inlet air velocity, m/s 

𝑢𝑓 local air velocity, m/s 

𝑢𝑓′ deviation from the average flow velocity, 

m/s 

𝑉 averaging volume, m3 

𝑉𝑓 averaging volume for the fluid, m3 

𝑉𝑠 averaging volume for the beads, m3 

𝑦+ dimensionless wall distance 

z axial coordinate 

 

Abbreviations 

CFD Computational Fluid Dynamics 

DSC  Differential Scanning Calorimetry 

PCI Peripheral Component Interconnect 

RANS Reynolds Averaged Navier-Stokes 

REV Representative Elementary Volume 

SCFM Standard Cubic Feet per Minute 

Greek letters 

𝜖 dissipation rate, m2/s3 

𝜎𝑘, 𝜎𝜖 urbulence model coefficients 

𝜌𝑓 air density, kg/m3 

𝜌𝑠 ceramic beads density, kg/m3 

𝜌𝑤 acrylic density, kg/m3 

𝜙𝑉 void fraction of averaging volume 

𝜙𝑏 bulk porosity of the packing 

𝜇𝑓 air dynamic viscosity, Pa⋅s 

𝜇𝑡 eddy viscosity, kg/(m s) 

𝜆𝑓 air thermal conductivity, W/(m K) 

𝜆𝑠 ceramic beads thermal conductivity, 

W/(m K) 

𝜆𝑤 acrylic thermal conductivity, W/(m K) 

𝜆𝑓𝑒 effective thermal conductivity of air, 

W/(m K) 

�̿� stress tensor 

 

 

7.4 Introduction 

When a coolant or heat transfer fluid flows through a porous medium placed inside a container, 

forced convection occurs between the fluid and the bounding wall. This phenomenon was 

investigated in several engineering fields because the presence of the porous medium intensifies 

fluid mixing and enhances heat transfer. This approach was used to add or remove rapidly heat 

through the bounding wall in packed bed reactors [156], in micro-porous heat exchangers [118], in 

heat sinks used for electronics cooling [157], etc. Several studies were conducted to analyze the 

heat transfer enhancement resulting from the flow through a porous medium and identify the best 

tuning parameters. Jiang et al. [113] studied experimentally the forced convection in parallel 

channels filled with porous materials. They showed that channels filled with sintered bronze porous 

medium increases 15 times the local heat transfer coefficient for water and about 30 times for air 
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compared with empty channels. Demirel et al. [114] studied the forced convection in rectangular 

ducts filled with different low thermal conductivity granular materials (polyvinyl chloride Raschig 

rings and polystyrene spheres). They showed that the grain shape has nearly no effect on the wall-

to-bed heat transfer, but the rate of heat transfer increases with the particle size. Seto et al. [158] 

analyzed the flow and heat transfer of sphere-packed pipes with small pipe-to-sphere diameter 

ratios (1.3 < 𝐷𝑤/𝑑𝑠< 3, where 𝐷𝑤 is the diameter of the packing, and 𝑑𝑠 the sphere diameter). 

Their results showed that the wall-to-bed heat transfer coefficient increases with the value of 

𝐷𝑤/𝑑𝑠 and can be from 4.5 to 12 times greater than in unfilled pipes.  

Apart from the investigations mentioned above, the heat transfer enhancement was also confirmed 

by [159-161]. In most published works, the temperature uniformity of the containing wall is not a 

major concern. However, wall temperature variations can be critical in some applications. In 

electronics cooling, large temperature variations in cooling channels create undesirable thermal 

stresses due to the different thermal expansion coefficients of materials. This impacts negatively 

the reliability and reduces lifetime [162, 163]. In composite manufacturing by resin injection, 

Désilets [10] heated an uncured composite part through the wall of a channel filled with porous 

material. Uniform heating is required because temperature variations on the wall surface affects 

the polymerization rate of the resin, which may result in uneven shrinkage and the creation of 

residual stresses. Based on our literature survey, the wall temperature uniformity has been 

investigated in micro-channels with nanofluids [164, 165], channels filled with foam structures 

[166], channels of micro-pin-fin [162] and pipes with a wick structure on the inner surface [167, 

168]. On the other hand, the uniformity of wall temperature for channels filled with packed 

spherical beads has not been studied thoroughly. Channels filled with beads are widely used 

structures, which combines the advantages of relatively low pressure drop with rapid heat exchange 

[169]. Compared to many porous foam structures, bead packings are easy to prepare. This leads to 

many potential applications requiring rapid and uniform heat transfer through the channel wall.  

Numerical simulation is a powerful tool to assist in the investigation and design of such systems. 

Compared to experiments, the numerical approach can provide a reasonable description of 

transport phenomena in bead packings at a much lower cost. Several studies [74, 170-172] used 

Reynolds-averaged Navier-Stokes (RANS) Computational Fluid Dynamics (CFD) approach to 

model the heat transfer in packed beds. Burström et al. [74] showed the importance of considering 

additional sources of turbulent energy production and dissipation rates induced by beads. The 
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source terms were determined with the model proposed by Nakayama and Kuwahara [152] for 

fully turbulent flows (Reynolds number based on the particle diameter Res > 300) passing through 

square arrays. Note that the validity of this model was questioned by Guo et al. [173] for low Res 

values. Therefore, our study also intends to validate its application range of Res. 

The main objective here is to examine the uniformity of wall temperature for a typical cylindrical 

channel filled with packed beads and heated by air flow. This is investigated after an experimental 

validation on the modelling framework by considering additional turbulent sources induced by 

beads. With the validated model, the influence of multiple design parameters (i.e., particle size, 

wall and particle materials, wall thickness, inlet pressure) is also investigated. The article begins 

by describing the experimental setup and test procedure (Section 2). The numerical model is 

presented in Section 3. This includes the governing equations, input parameters, boundary 

conditions and a study of mesh dependency. In Section 4, the numerical results are compared with 

experiments to validate the N-K turbulent model. A parametric study is also presented, and the 

effect of various parameters on the uniformity of wall temperature is discussed. Finally, the 

conclusion states the most important factors governing the efficiency of the wall-to-bed heat 

transfer. 

 

7.5 Experimental setup and test procedure 

7.5.1 Experimental setup 

An experimental setup was designed and built to study the wall-to-bed heat transfer for beads 

packed in a cylindrical pipe. The system is depicted schematically in Figure 7.1. It consists of a 

heating circuit and a test section. The testing fluid is supplied by the laboratory compressed air 

system. A valve and rotameter (FL4613-V, OMEGA) are installed to control and measure the flow 

rate. The observed reading of the rotameter is denoted 𝑄𝑟𝑜, which is measured at the pressure 𝑃𝑟𝑜 

and temperature 𝑇𝑟𝑜. The error on 𝑄𝑟𝑜 reading is ~1%. Before entering the test section, the air flow 

passes through the heat exchanger which is connected to a closed heating circuit. This allows 

transferring the thermal energy to the air flow. In the heating circuit, thermal oil (Ucon 50HB-660, 

Dow Inc.) is used as heat transfer fluid and is electrically heated. The oil is stored in a tank and 

pumped into the circuit through a one-inch-diameter pipe at constant speed. A J-type thermocouple 
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is mounted on the heating circuit to measure the oil temperature 𝑇𝑜𝑖𝑙. All the pipes and the oil tank 

are insulated to reduce heat loss. 

The details of the test section are given in Figure 7.2. Held by two identical metallic perforated 

plates and mesh layers on the top and bottom, a packed bed of ceramic spheres (0.625 m in length) 

is placed in a vertical acrylic pipe of inner diameter 0.1016 m (4 inches) and 6.35×10-3 m (0.25 

inches) thick. The acrylic pipe is covered outside by a 1.27×10-2 m (0.5 inch) thick insulation layer 

(flexible rubber foam insulation tube, McMaster # 4463K148). The lower perforated plate is 

supported by an acrylic sleeve of outer diameter 0.1016 m (4 inches) and height of 0.2 m. Note that 

an insulation layer covers the inner surface of the sleeve to avoid excessive heating of the pipe wall. 

The inlet pressure 𝑃𝑖𝑛 is measured by a pressure sensor (Hoskin Scientific, type E14) installed 0.02 

m below the bottom of the granular bed. The measurement error of the pressure sensor is 0.25%. 

Five K-type thermocouples are placed on a metallic rack fixed on the lower perforated plate along 

the central axis of the cylinder. Among these thermocouples, one is located 0.01 m below the lower 

perforated plate to measure the inlet air temperature 𝑇𝑖𝑛. The other four thermocouples measure 

the fluid temperature at several axial positions (i.e., 𝑧 = 0.125, 0.25, 0.375 and 0.5 m) in the 

granular bed. At similar axial positions, four heat flux sensors (PHFS-01 FluxTeq) are mounted on 

the outer pipe surface. These flux sensors are equipped with thermocouples, which allow measuring 

the wall temperatures and heat fluxes at the same time. The flux values are used to evaluate the 

heat loss caused by natural convection. The positioning errors for all sensors are considered as 

±5×10-4 m in the radial and axial directions. The measurement errors of thermocouples and heat 

flux sensors are ±1.1 K and 5% respectively. All the signals are detected by two National 

Instrument data acquisition cards (PCI-6036E, 16-Analog-Input Multifunction DAQ) plugged into 

the Peripheral Component Interconnect (PCI) of a computer. A LabVIEW interface is programmed 

to operate the electrical heater and pump. It is also used to perform data acquisition.  
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Figure 7.1: Schematic of the experimental setup: (1) compressed air supply; (2) valve; 

(3) rotameter; (4) heat exchanger; (5) pump; (6) electrical heater; (7) oil tank; the dashed lines 

represent wires. 
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Figure 7.2: Schematic of the test section (unit: mm): (1) acrylic pipe of 4 inches inner diameter; 

(2) insulation layer; (3) metallic rack; (4) thermocouple; (5) mesh layer and porous plate; (6) 

acrylic ‘sleeve’; (7) acrylic base with groove and O-ring; (8) heat flux sensor; 

(9) ceramic bead packing.   
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7.5.2 Test procedure  

A typical test starts by circulating and heating the thermal oil in the heating circuit. A PID controller 

(implemented in the LabVIEW program) automatically operates the electrical heater by monitoring 

the real-time temperature of oil 𝑇𝑜𝑖𝑙. The value of 𝑇𝑜𝑖𝑙 is maintained at 338.15±0.8 K throughout 

the test. The valve is then opened manually to let air flow in the testing device. The air flow rate 

Qro is regulated by tuning the control knob of the rotameter to a desired value. Note that the flow 

rate 𝑄𝑟𝑜 is observed for 𝑃𝑟𝑜 and 𝑇𝑟𝑜. Since air is compressible, 𝑄𝑟𝑜 should be corrected for further 

use. This will be presented in detail in the next section. Passing through the heat exchanger, air is 

heated from 𝑇𝑟𝑜 to 333.15±1.5 K before entering the test section. All the temperature, pressure and 

heat flux values are measured and recorded every second during the test. The experiment stops 

when the temperatures measured on the outer pipe surface stabilize and reach 𝑇𝑖𝑛 − 2 K.  

In this study, tests at 𝑄𝑟𝑜 = 3.3×10-3 and 4.25×10-3 m3/s (i.e., 7 and 9 Standard Cubic Feet per 

Minute) were performed with three monodisperse granular beds for the same bead material (i.e., 

ceramic), but with different particle sizes. The density of the ceramic material (𝜌𝑠) was measured 

at ~296.15 K following the buoyancy technique described in standard ASTM D792 [108]. This 

subsequently allowed measuring the particle size by weighing a large number of randomly selected 

beads (~1500 beads of each size) one by one. The diameter of each bead was calculated by 

assuming a perfect spherical shape. The mean diameters (𝑑𝑠) thus determined are 3.3×10-3, 6.3× 

10-3 and 9.4×10-3 m (Table 6.1). 

7.6 Numerical analysis 

Numerical simulations were performed with the commercial software Ansys Fluent [144]. Six 

cases were analyzed to compare with the experiments performed with three different bead packings 

and two inlet flow rates. The computational domain in all the cases is 2D axisymmetric. This takes 

the bead packing and its containing wall into account, namely from the lower to the upper surfaces 

without the insulation layer outside. The standard 𝑘 − 𝜖  turbulent model with enhanced wall 

function is used. Due to the low temperature range, thermal radiation was neglected. The governing 

equations, the input material properties, empirical parameters, and boundary conditions are 

presented in the sequel. 
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7.6.1 Governing equations 

The governing equations for the flow and heat transfer in granular beds were developed based on 

the local volume averaging technique [74]. For sake of brevity, the fluid phase intrinsic volume 

average of a quantity 𝜓 over a Representative Elementary Volume (REV) is defined as follows: 

〈𝜓〉𝑓 =
1

𝑉𝑓
 ∫ 𝜓 𝑑𝑉

𝑉𝑓

=
1

𝜙𝑉  𝑉
 ∫ 𝜓 𝑑𝑉

𝑉𝑓

 (7.1) 

where 𝑉 is the volume of the REV and 𝑉𝑓 represents the fluid volume in the REV. The parameter 

𝜙𝑉 is the void fraction of the REV defined as: 

𝜙𝑉 =
1

𝑉
 ∫ 𝑑𝑉

𝑉𝑓

 (7.2) 

Similarly, the solid phase (i.e., beads) intrinsic volume average writes: 

〈𝜓〉𝑠 =
1

𝑉𝑠
 ∫ 𝜓 𝑑𝑉

𝑉𝑠

=
1

(1 − 𝜙𝑉) 𝑉
 ∫ 𝜓 𝑑𝑉

𝑉𝑠

 (7.3) 

where 𝑉𝑠 represents the beads volume in the REV. For wall-confined randomly packed beads, the 

distribution of 𝜙𝑉 is not constant in the radial direction. In the context of RANS CFD simulations, 

such profiles can be well described by the exponential porosity models in which the value of 𝜙𝑉 

decreases exponentially from the wall to the bulk porosity 𝜙𝑏 in the center region of the bed. The 

model proposed by Hunt and Tien [124] is used in this study: 

𝜙𝑉 = 𝜙𝑏 [1 + 𝑎 exp (−8 
0.5 𝐷𝑤 − 𝑟

𝑑𝑠
)] (7.4) 

where 𝐷𝑤  is the diameter of the bead packing, 𝑟  the radial coordinate, and 𝑎  the adjustable 

parameter to obtain 𝜙𝑉 = 1 at the wall. With the nomenclature given in Eq. (7.1) and Eq. (7.3), the 

conservation equations of mass, momentum and energy in the packed bed stand as follows: 
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- Mass conservation: 

𝜕(𝜙𝑉  〈𝜌𝑓〉𝑓)

𝜕𝑡
+ ∇ ⋅ (𝜙𝑉  〈𝜌𝑓〉𝑓〈𝒖𝒇〉𝑓) = 0 (7.5) 

where 𝜌𝑓 is air density, 𝑡 the time, and 𝒖𝒇 the air velocity.  

 

- Momentum conservation: 

𝜕

𝜕𝑡
(𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝒖𝒇〉𝑓) + ∇ ⋅ (𝜙𝑉 〈𝜌𝑓〉𝑓 〈𝒖𝒇〉𝑓〈𝒖𝒇〉𝑓)

= − 𝜙𝑉 ∇〈𝑝〉𝑓 + ∇ (𝜙𝑉 〈𝜏̿〉𝑓) + 𝜙𝑉  〈𝜌𝑓〉𝑓𝒈 

− ∇ ⋅ (𝜙𝑉  〈𝜌𝑓〉𝑓〈𝒖′
𝒇𝒖′

𝒇〉𝑓) − (
𝜙𝑉

2  𝜇𝑓

𝐾
 〈𝒖𝒇〉𝑓 +

𝜙𝑉
3  𝐶

2
〈𝜌𝑓〉𝑓 |〈𝒖𝒇〉𝑓| 〈𝒖𝒇〉𝑓) 

(7.6) 

where 〈𝒖𝒇〉𝑓〈𝒖𝒇〉𝑓 represents the tensor product of the averaged fluid velocity, 𝑝 the pressure, 𝒈 

the gravitational acceleration, 𝜇𝑓 the fluid viscosity, 𝐾 the permeability of the granular bed, 𝐶 the 

inertial resistance factor, and 𝜏̿ the stress tensor calculated as follows where 𝑰 is the unit matrix:  

𝜏̿ = 𝜇 [(𝛻𝒖𝒇 + (𝛻𝒖𝒇)
𝑇

) −
2

3
𝛻 ⋅ 𝒖𝒇𝑰] (7.7) 

As presented in more details in the sequel, the term 〈𝜌𝑓〉𝑓〈𝒖′
𝒇𝒖′

𝒇〉𝑓  in Eq. (7.6) represents 

Reynolds stress determined by turbulence modelling. The last two terms on the right-hand side of 

Eq. (7.6), i.e., − (
𝜙𝑉

2  𝜇𝑓

𝐾
 〈𝒖𝒇〉𝑓 +

𝜙𝑉
3  𝐶

2
〈𝜌𝑓〉𝑓 |〈𝒖𝒇〉𝑓| 〈𝒖𝒇〉𝑓), model the flow resistance due to the 

presence of beads. As verified in a previous investigation [145], the parameters 𝐾 and 𝐶 can be 

determined empirically by the revisited Ergun’s equation [43] as follows:  

𝐾 =
𝑑𝑠

2 𝜙𝑉
3

180 (1 − 𝜙𝑉)2
 (7.8) 

𝐶 =
3.6 (1 − 𝜙𝑉)

𝑑𝑠 𝜙𝑉
3  (7.9) 
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- Energy conservation: 

The volume averaged thermal energy equation of the fluid phase writes: 

𝜕

𝜕𝑡
(𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝐶𝑓〉𝑓 〈𝑇𝑓〉𝑓) + ∇ ⋅ (𝜙𝑉 〈𝜌𝑓〉𝑓 〈𝐶𝑓〉𝑓 〈𝑇𝑓〉𝑓 〈𝒖𝒇〉𝑓)

= ∇ ⋅ (𝜙𝑉  𝜆𝑓𝑒 𝛻〈𝑇𝑓〉𝑓) − 𝑎𝑉 ℎ𝑠𝑓  (〈𝑇𝑓〉𝑓 − 〈𝑇𝑠〉𝑠) 

(7.10) 

where 𝑇𝑓  is the fluid temperature, 𝐶𝑓  the fluid specific heat capacity, ℎ𝑠𝑓  the convective heat 

transfer coefficient, 𝑎𝑉  the interfacial area per unit volume, and 𝜆𝑓𝑒  the fluid effective thermal 

conductivity which takes the turbulent energy into account:  

𝜆𝑓𝑒 = 𝜆𝑓 +
〈𝐶𝑓〉𝑓 𝜇𝑡

Prt
 (7.11) 

where 𝜇𝑡  is the eddy viscosity, 𝜆𝑓  the fluid thermal conductivity, and Prt  the turbulent Prandtl 

number considered as a constant value of 0.85. Note that the effect of hydrodynamic dispersion on 

the fluid effective thermal conductivity is included in 𝜇𝑡 through two additional terms, namely the 

turbulent kinetic energy 〈𝑆𝑘〉𝑓  and the dissipation rate 〈𝑆𝜖〉𝑓 , which will be presented in the 

following section. The parameter 𝑎𝑉 can be expressed as follows for sphere packings [74]: 

𝑎𝑉 =
6 (1 − 𝜙𝑉)

𝑑𝑠
 (7.12) 

The coefficient ℎ𝑠𝑓 models the convective heat exchange between the solid beads and the fluid. In 

this study, this coefficient is obtained by the correlation of Wakao et al. [72]: 

ℎ𝑠𝑓 =  
(2 + 1.1 Res

0.6 Pr1/3) 𝜆𝑓

𝑑𝑠
 (7.13) 

where Res  is the Reynolds number based on particle size and Pr  is the Prandtl number. The 

dimensionless number Res and Pr are defined as follows: 

Res =  
〈𝜌𝑓〉𝑓 𝜙𝑉 |〈𝒖𝒇〉𝑓| 𝑑𝑠

𝜇𝑓
 (7.14) 
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Pr =  
𝜇𝑓 〈𝐶𝑓〉𝑓

𝜆𝑓
 

(7.15) 

For the solid particle phase, the volume averaged energy equation writes: 

𝜕

𝜕𝑡
[(1 − 𝜙𝑉) 𝜌𝑠 𝐶𝑠 〈𝑇𝑠〉𝑠]

= ∇ ⋅ [(1 − 𝜙𝑉) 𝜆𝑠 𝛻〈𝑇𝑠〉𝑠] − 𝑎𝑉 ℎ𝑠𝑓  (〈𝑇𝑠〉𝑠 − 〈𝑇𝑓〉𝑓) 

(7.16) 

where 𝜌𝑠 , 𝑇𝑠 , 𝐶𝑠  and 𝜆𝑠  represent the density, temperature, specific heat capacity and thermal 

conductivity of the beads. 

 

7.6.2 Input parameters for fluid, beads and wall properties 

The material properties of the ceramic beads, acrylic pipe and air are summarized in Table 6.1. The 

density of beads (𝜌𝑠) and of the acrylic pipe (𝜌𝑤) was measured at room temperature (~296.15 K) 

[108]. The air density (𝜌𝑓 ) was determined by the ideal gas law for compressible fluids. The 

specific heat capacity of beads (𝐶𝑠) was measured by the Differential Scanning Calorimetry (DSC 

Q2000, TA Instruments) [147]. Note that the thermal conductivity of air (𝜆𝑓) and acrylic (𝜆𝑤), the 

specific heat capacity of air (𝐶𝑓) and acrylic (𝐶𝑤), and the air viscosity (𝜇𝑓) were computed using 

temperature dependent functions implemented in the simulations with User Defined Functions 

(UDFs).  

 

Table 7.1: Input parameters for beads, air and acrylic pipe 

Material Parameters Value or function Unit Ref. 

Ceramic 

beads 

Density (𝜌𝑠) 2580 kg/m3 Measured 

Thermal 

conductivity (𝜆𝑠) 
2.09 W/(m·K) [146] 

Specific heat 

capacity (𝐶𝑠) 
846.7 J/(kg·K) Measured 

Average diameter 

(𝑑𝑠) 
3.3×10-3 / 6.3×10-3 / 9.4×10-3 m Measured 
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Air 

Air density (𝜌𝑓) 
Ideal gas law, 𝑅𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 =287.055 

J/(kg·K) 
kg/m3 - 

Thermal 

conductivity (𝜆𝑓) 

2.5143×10
-3 + 7.7288×10

-5
 T  +  

8.6248×10
-11 T 2  

W/(m·K) [148] 

Specific heat 

capacity (𝐶𝑓) 

1.0535×10
3
- 3.8738×10

-1
 T  +  

8.9321×10
-4 T 2- 4.2048×10

-7 T 3  
J/(kg·K) [148] 

Dynamic viscosity 

(𝜇𝑓) 

1.716×10
-5

 × (
T

273.15
)

1.5

× 

383.55

T  + 110.4
 

Pa·s [149] 

Acrylic 

pipe 

Density (𝜌𝑤) 1170 kg/m3 Measured 

Thermal 

conductivity (𝜆𝑤) 
8.3338×10-5 T + 1.7149×10-1 W/(m·K) [174] 

Specific heat 

capacity (𝐶𝑤) 
4.0289 T + 166.95 J/(kg·K) [150] 

Internal pipe 

diameter (𝐷𝑤) 
0.1016 m Measured 

Pipe wall thickness 

(𝑑𝑤) 
6.35×10-3 m Measured 

 

7.6.3 Boundary conditions 

The simulation starts with the following initial conditions: 

〈𝑇𝑓〉𝑡=0
𝑓

= 〈𝑇𝑠〉𝑡=0
𝑠 = 𝑇𝑖𝑛(0) 

〈𝒖𝒇〉𝑡=0
𝑓

= 0 

(7.17) 

where 𝑇𝑖𝑛(0)  denotes the inlet fluid temperature at the initial time. The detailed boundary 

conditions used in the simulation are described in Figure 7.3. At the inlet, the temperature and 

velocity (in the 𝑧 direction) are specified for the fluid phase: 

〈𝑇𝑓〉𝑓 = 𝑇𝑖𝑛(𝑡) 

|〈𝒖𝒇〉𝑓| = 𝑢𝑖𝑛(𝑡) 

(7.18) 
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During the test, 𝑇𝑖𝑛 and 𝑢𝑖𝑛 do not remain constant in time. The value of 𝑇𝑖𝑛 is measured by the 

thermocouple directly, whereas 𝑢𝑖𝑛 is computed by the following equation: 

𝑢𝑖𝑛(𝑡) =  
𝑇𝑖𝑛(𝑡)

𝑃𝑖𝑛(𝑡)
 ∙  𝑄𝑟𝑜 ∙ √

𝑃𝑟𝑒𝑓

 𝑇𝑟𝑜(𝑡)
 ∙  

𝑃𝑟𝑜(𝑡)

𝑇𝑟𝑒𝑓
 ∙  

4

𝜋 𝐷𝑤
2

 (7.19) 

where 𝐷𝑤 is the diameter of the granular bed, 𝑃𝑟𝑒𝑓 and 𝑇𝑟𝑒𝑓 are the reference pressure (101325 Pa) 

and temperature (291.15 K) of the rotameter. Typical examples are given in Figure 7.4a, where 

𝑢𝑖𝑛(𝑡) and 𝑇𝑖𝑛(𝑡) are plotted for the 9.4×10-3 m bead packing with 𝑄𝑟𝑜 = 7 and 9 Standard Cubic 

Feet per Minute (SCFM).  

The curves of heat loss 𝑞𝑙𝑜𝑠𝑠(𝑡, 𝑧) measured by four heat flux sensors on the outer pipe surface are 

shown in Figure 7.4b. The heat fluxes are given in negative and imposed directly as boundary 

condition representing the heat loss of the system. The heat flux values between two measurement 

points are computed by linear interpolation. At the wall-bed interface, the continuity of temperature 

and of the heat flux are applied together with a no-slip boundary condition: 

〈𝑇𝑓〉𝑓 = 𝑇𝑤 

𝜆𝑓𝑒

𝜕〈𝑇𝑓〉𝑓

𝜕𝑟
= 𝜆𝑤

𝜕𝑇𝑤

𝜕𝑟
 

〈𝒖𝒇〉𝑓 = 0 

(7.20) 

where 𝑇𝑤 is the wall temperature. Symmetry conditions are implemented along the central axis:  

𝜕〈𝑇𝑓〉𝑓

𝜕𝑟
=

𝜕〈𝑇𝑠〉𝑠

𝜕𝑟
=

𝜕〈𝒖𝒇〉𝑓

𝜕𝑟
= 0 (7.21) 

At the outlet, the fluid pressure 〈𝑝〉𝑓 is considered as the atmospheric pressure. This is done by 

setting the gauge pressure to zero in the simulation. All the time and position dependent boundary 

conditions mentioned above are implemented in Fluent using UDFs. 
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Figure 7.3: Schematic diagram of the 2D axisymmetric numerical model and boundary 

conditions. 
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Figure 7.4: Typical experimental results used as boundary conditions in the numerical model 

(selected cases: 9.4×10-3 m bead packing with inlet flow rate 𝑄𝑟𝑜 = 7 and 9 SCFM): (a) inlet 

velocity 𝑢𝑖𝑛(𝑡) and inlet temperature 𝑇𝑖𝑛(𝑡); (b) heat loss at the outer wall 𝑞𝑙𝑜𝑠𝑠(𝑡, 𝑧) with colors 

indicating the axial positions. 

 

7.6.4 Turbulence modelling 

Based on Boussinesq hypothesis, the term 〈𝜌𝑓〉𝑓〈𝒖′
𝒇𝒖′

𝒇〉𝑓  in Eq. (7.6) is computed as follows 

[175]:  

− 〈𝜌𝑓〉𝑓 〈𝒖′
𝒇𝒖′

𝒇〉𝑓 = 𝜇𝑡 [∇ 〈𝒖𝒇〉𝑓 + (∇ 〈𝒖𝒇〉𝑓)
𝑇

] −
2

3
 (〈𝜌𝑓〉𝑓 〈𝑘𝑓〉𝑓 + 𝜇𝑡  ∇ ⋅ 〈𝒖𝒇〉𝑓) 𝑰 (7.22) 

where 〈𝑘𝑓〉𝑓  denotes the turbulent kinetic energy, 𝑰 the unit matrix, and 𝜇𝑡  the eddy viscosity 

which writes: 
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𝜇𝑡 = 𝐶𝜇 〈𝜌𝑓〉𝑓  
(〈𝑘𝑓〉𝑓)

2

〈𝜖〉𝑓
 (7.23) 

where 𝐶𝜇  is the constant of the 𝑘 − 𝜖  turbulence model and 〈𝜖〉𝑓  is the dissipation rate. The 

transport equations for 〈𝑘𝑓〉𝑓 and 〈𝜖〉𝑓 are developed in Ansys Fluent based on the volume fraction 

of fluid in the porous medium [144]: 

𝜕

𝜕𝑡
(𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝑘𝑓〉𝑓) + ∇ ⋅ (𝜙𝑉 〈𝜌𝑓〉𝑓 〈𝑘𝑓〉𝑓 〈𝒖𝒇〉𝑓)

= ∇ ⋅ [𝜙𝑉  (𝜇𝑓 +
𝜇𝑡

𝜎𝑘
)  𝛻〈𝑘𝑓〉𝑓] + 𝜙𝑉  〈𝐺𝑘〉𝑓 − 𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝜖〉𝑓

+ 𝜙𝑉  〈𝑆𝑘〉𝑓 

(7.24) 

𝜕

𝜕𝑡
(𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝜖〉𝑓) + ∇ ⋅ (𝜙𝑉 〈𝜌𝑓〉𝑓 〈𝜖〉𝑓 〈𝒖𝒇〉𝑓)

= ∇ ⋅ [𝜙𝑉  (𝜇𝑓 +
𝜇𝑡

𝜎𝜖
)  𝛻〈𝜖〉𝑓]

+
𝜙𝑉  〈𝜖〉𝑓

〈𝑘𝑓〉𝑓
 (𝐶𝜖1 〈𝐺𝑘〉𝑓 − 𝐶𝜖2 〈𝜌𝑓〉𝑓 〈𝜖〉𝑓) + 𝜙𝑉  𝐶𝜖2 〈𝑆𝜖〉𝑓 

(7.25) 

where 𝐺𝑘 is the turbulent kinetic energy generated due to the fluid velocity gradient, the parameters 

𝐶𝜖1, 𝐶𝜖2, 𝜎𝑘 and 𝜎𝜖 are the standard 𝑘 − 𝜖 turbulence model constants. The values of Launder and 

Spalding [151] are used: 𝐶𝜖1=1.14, 𝐶𝜖2=1.92, 𝜎𝑘=1, 𝜎𝜖=1.3 and 𝐶𝜇=0.09. 

This approach neglects the turbulent kinetic energy and dissipation rate induced by the beads. This 

approach can be true when the porosity is large, or if the porous medium has little interactions with 

the flow. In granular packings, the values of 〈𝑘𝑓〉𝑓 and 〈𝜖〉𝑓 are likely underestimated. Therefore, 

the additional source terms 〈𝑆𝑘〉𝑓 and 〈𝑆𝜖〉𝑓 in Eq. (7.24) and Eq. (7.25) are needed. In this study, 

the N-K model proposed by Nakayama and Kuwahara [152] is used:  

〈𝑆𝑘〉𝑓 = 𝜖∞ 〈𝜌𝑓〉𝑓 (7.26) 

〈𝑆𝜖〉𝑓 =
𝜖∞

2

𝑘∞
 〈𝜌𝑓〉𝑓 (7.27) 
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where 𝜖∞ and 𝑘∞ are model constants, which are determined as: 

𝜖∞ = 39 𝜙𝑉
2  (1 − 𝜙𝑉)2.5

|〈𝒖𝒇〉𝑓|
3

𝑑𝑠
 

(7.28) 

𝑘∞ = 3.7 𝜙𝑉
1.5 (1 − 𝜙𝑉) |〈𝒖𝒇〉𝑓|

2
  (7.29) 

Although studies confirmed that the N-K model provides reasonable predictions of eddy viscosity 

and temperature evolution for fully turbulent flows in packed beds [74, 173], its validation range 

is not well established. To investigate this issue, the applicability of the N-K model will be 

evaluated in the sequel by comparing the numerical predictions of temperature profile with 

experimental data at various Reynolds numbers Res. 

 

7.6.5 Grid independence 

The mesh independence and the convergence of time steps were validated prior to conduct the 

numerical simulations. As multiple simulations need to be performed, this was verified with the 

case of the maximum Res, i.e., 9.4×10-3 m packing with 𝑄𝑟𝑜 = 9 SCFM. The simulation domain 

was discretized with quadrilateral elements. Due to large solution gradients, the near-wall region 

was resolved with the dimensionless wall distance 𝑦+ < 1.5. In the radial direction, three cases 

with different radial mesh growth rates were created, namely 1.05, 1.1 and 1.15. At 500 seconds, 

the radial temperature profiles at 𝑧 = 0.25 m were compared (Figure 7.5). The maximum deviation 

between these cases was below 0.1 K. Therefore, the radial mesh growth rate of 1.15 was used in 

the simulations.  

In the axial direction, three cases with different mesh sizes (∆𝑧) were created, namely 1.7×10-3, 

3.5×10-3 and 7×10-3 m. The fluid temperature evolution at 𝑧 = 0.125, 0.25, 0.375, 0.5 m along the 

granular bed centerline was compared in time (Figure 7.6). As the maximum difference was below 

0.1 K after 500 seconds, 7×10-3 m was used, so the result can be considered as grid independent. 

The convergence of the time step was studied for three cases: Δ𝑡 = 0.5, 1 and 2 seconds. At 500 

seconds, deviations of ~0.25 K were found for Δ𝑡 = 2 seconds when comparing the axial fluid 

temperature evolutions at 𝑧 = 0.125, 0.25, 0.375, 0.5 m (Figure 7.7). Hence, a time step of 1 second 

was used in the numerical analysis. 
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Figure 7.5: Comparison of the 9.4×10-3 m bead packing radial temperature profile at 500 seconds 

and axial position z = 0.25 m obtained in 3 numerical cases using different mesh growth rates in 

the radial direction. 

 

Figure 7.6: Comparison of the 9.4×10-3 m bead packing temperature evolution at different axial 

positions along the centerline of the granular bed obtained in 3 numerical cases using different 

axial mesh sizes (∆𝑧). 
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Figure 7.7: Comparison of the 9.4×10-3 m bead packing temperature evolution at different axial 

positions along the centerline of the granular bed obtained in 3 numerical cases using different 

time steps (∆𝑡). 

 

7.7 Results and discussion 

7.7.1 Application range of the additional turbulence source model 

To evaluate the suitability of the N-K model (i.e., Eq. (7.26) and Eq. (7.27)), numerical predictions 

are compared with experiments. A typical comparison of the 6.3×10-3 m bead packing with 𝑄𝑟𝑜 = 

9 SCFM is shown in Figure 7.8. In this test case, the N-K model (Eq. (7.26) and Eq. (7.27)) is used. 

The predictions of the fluid temperature along the centerline of the packing (Figure 7.8a) and on 

the outer pipe surface (Figure 7.8b) are compared with measurements and show good agreement. 

Despite this, the use of N-K model does not always predict well the experimental observations. To 

quantify the differences between measurements and predictions, the average deviation per data 

point 𝑆𝑎𝑣𝑒 is introduced and computed as follows: 
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𝑆𝑎𝑣𝑒 =
1

𝑛
 ∑  |𝑇𝑒𝑥𝑝,𝑖 − 𝑇𝑠𝑖𝑚,𝑖|

𝑛

𝑖=1

 (7.30) 

where 𝑇𝑒𝑥𝑝,𝑖 and 𝑇𝑠𝑖𝑚,𝑖 represent the i-th measured and predicted temperatures respectively and 𝑛 

is the total number of measured data points. Regarding the fluid temperature evolutions measured 

at four axial positions (i.e., at 𝑧 = 0.125, 0.25, 0.375 and 0.5 m), the 𝑆𝑎𝑣𝑒 values in all cases remain 

below 0.5 K. This represents a good agreement between predictions and measurements. 

Differences of 𝑆𝑎𝑣𝑒 between predictions with and without additional turbulent sources are below 

0.2 K. This shows that no obvious difference occurs with the N-K model in terms of axial fluid 

temperature predictions inside the granular bed. In numerical simulations, turbulence affects the 

fluid temperature through the effective thermal conductivity 𝜆𝑓𝑒 and the convection between the 

fluid and beads. Due to the low thermal conductivity of air, the thermal convection is predominant. 

However, its influence on convection has already been lumped into the heat transfer coefficient 

ℎ𝑠𝑓 which is directly computed from the empirical correlation. As a result, additional sources do 

not significantly change the temperature predictions along the centerline. In contrast, the 

temperature evolution predicted on the outer pipe wall are significantly different with and without 

additional turbulent sources (Figure 7.9a). In order to consider each case, the Reynolds number 

Rein in abscissa of Figure 7.9 was calculated with the particle diameter 𝑑𝑠 and the stabilized inlet 

flow velocity 𝑢𝑖𝑛 (e.g., the inlet velocity after 500 seconds in Figure 7.4b). This is different from 

Eq. (7.14) and can be considered as a representative of the case. Regarding large Reynolds number 

(Rein > 300), the absence of additional sources causes higher deviations by underestimating the 

temperature evolution (Figure 7.9a). For lower Reynolds numbers (Rein < 300), the N-K model 

overestimates the temperatures and causes higher deviations. To take this into account, a better 

description of experimental data can be obtained by combining a multiplicative damping factor 𝑓𝑑 

in the N-K model: 

〈𝑆𝑘〉𝑓 = 𝑓𝑑  𝜖∞ 〈𝜌𝑓〉𝑓 (7.31) 

〈𝑆𝜖〉𝑓 = 𝑓𝑑  
𝜖∞

2

𝑘∞
 〈𝜌𝑓〉𝑓 (7.32) 
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The damping factor 𝑓𝑑 can be expressed as a function of the Reynolds number. However, it is more 

appropriate to use the localized Reynolds number Re𝑠 (Eq. (7.14)) instead of Rein to develop this 

function. As described by Eq. (7.4), the porosity of the granular packing decreases exponentially 

from the wall to the bulk porosity in the center of the granular bed. The flow velocity is therefore 

relatively low in the central region of the packing and increases near the wall. This indicates an 

uneven distribution of turbulent energy in the cross-section, which is difficult to describe with a 

constant Reynolds number Rein. Based on the cases tested, the following functions are proposed 

in our investigation:  

𝑓𝑑 = 0      (Re𝑠 ≤ 800) 

𝑓𝑑 = 3 (
Re𝑠 − 800

100
)

2

− 2 (
Re𝑠 − 800

100
)

3

        (800 < Re𝑠 < 900) 

𝑓𝑑 = 1     (Re𝑠 ≥ 900) 

(7.33) 

With this damping term in the N-K model, the predictions and experimental data of the temperature 

profile on the outer pipe surface are compared and shown in Figure 7.9b. As the values of 𝑆𝑎𝑣𝑒 in 

all cases remain below 0.5 K, it is reasonable to conclude that the temperature evolution can be 

predicted correctly in the granular bed and on the outer wall surface. 
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Figure 7.8: Comparison between numerical predictions (solid curves) and experimental data 

(scatter points) of 6.3×10-3 m bead packing with 𝑄𝑟𝑜 = 9 SCFM: (a) fluid temperature evolution 

along the granular bed centerline; (b) outer pipe surface temperature evolution. Colors are used to 

distinguish different axial positions. 
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Figure 7.9: Comparisons of the average deviation 𝑆𝑎𝑣𝑒 between experimental data and numerical 

predictions of temperature on the outer surface of the pipe for the cases tested. Numerical results 

are obtained: (a) with and without the N-K model; (b) with the damping N-K model. 
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7.7.2 Parametric study 

After verifying the predictive capability of the numerical model, the temperature uniformity of a 

typical cylindrical wall was investigated numerically. The 2D axisymmetric numerical model 

presented in Figure 7.4a was reused with modified boundary conditions to create the following 

baseline case: 

a) The initial temperature is set at 296.15 K for the fluid, beads and wall.  

b) The constant inlet flow temperature is 333.15 K.  

c) The pressure inlet condition is applied with a pressure difference Δ𝑃 between the inlet 

and outlet of 2000 Pa.  

d) No heat loss is considered on the outer pipe surface, i.e., 𝜕𝑇𝑤/𝜕𝑟 = 0.  

e) The particle diameter 𝑑𝑠 is 5×10-3 m. 

The heating time 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 for the temperature difference between the inlet fluid and the bounding 

wall to become smaller than 2 K is introduced as an indicator of wall temperature uniformity and 

heating efficiency. A shorter heating time means a better wall thermal uniformity. The effect of 

different parameters was studied by varying each parameter separately from the baseline case while 

keeping the other parameters fixed. Six parameters were evaluated, namely the particle size (𝑑𝑠), 

wall thickness (𝑑𝑤), pressure difference (Δ𝑃), wall thermal conductivity (𝜆𝑤), particle volumetric 

heat capacity (𝜌𝑠𝐶𝑠) and wall volumetric heat capacity (𝜌𝑤𝐶𝑤).  

Figure 7.10 shows the evolution of 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 for different particle sizes ranging from 2×10-3 to 

10×10-3 m. Since the thermal convection is predominant in the wall-to-bed heat transfer, the change 

in heating time agrees with the general trend of the flow velocity. As 𝑑𝑠  increases, the flow 

resistance of the packed bed decreases (Eq. (7.8) and (7.9)), which results in a higher flow velocity. 

However, this influence decreases as 𝑑𝑠 becomes larger. The evolution of 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 is therefore well 

correlated with the power law function shown in Figure 7.10. Another influence comes from the 

radial porosity distribution. According to Eq. (7.4), the flow channel (i.e., the high-speed flow 

region due to the increase in local porosity) near the wall becomes thinner with smaller beads. This 

gives a lower turbulent kinetic energy, which also reduces the heat transfer rate. In the current 

investigation, the column-to-particle diameter ratio is always kept larger than 10, which stays in 

the validation range of the exponential porosity model [53]. Further increase in particle size may 
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lead to a decrease of the heat transfer rate [158]. However, our model is not appropriate to predict 

this trend. In the current investigation, the column-to-particle diameter ratio 𝐷𝑤/𝑑𝑠 always remains 

larger than 10 since the governing equations were derived by volume averaging. This normally 

requests a large ratio 𝐷𝑤/𝑑𝑠  to obtain meaningful averaged physical parameters at a certain 

location, which also stays in the validation range of the exponential porosity model [53]. For low 

column-to-particle size ratios (i.e., 𝐷𝑤/𝑑𝑠 < 10), the Direct Numerical Simulation (DNS) method 

is commonly used to study transport phenomena in packed beds [142, 176]. The influence of Δ𝑃 

on 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 shows a similar pattern (Figure 7.11), since the particle size is closely related to the 

pressure drop through the granular bed. Consequently, it is suggested to increase the particle size 

and the pressure drop to shorten 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔. 

The effect of 𝑑𝑤 and 𝜌𝑤𝐶𝑤 on 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 is shown in Figure 7.12 and Figure 7.13 respectively. These 

two parameters possess a similar influence, and the experimental data can be correlated linearly, 

since both factors are directly related to the total amount of energy required to heat the wall. 

Compared with parameters 𝑑𝑠 and Δ𝑃, 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 is more sensitive to 𝑑𝑤 and 𝜌𝑤𝐶𝑤: to reach 70% 

𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 of the baseline case, 𝑑𝑠 and Δ𝑃 need to be increased by around 94% and 150%, whereas 

𝑑𝑤 and 𝜌𝑤𝐶𝑤 only need to decrease by 54% and 40% respectively. Figure 7.14 compares different 

values of 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 obtained with various wall thermal conductivities 𝜆𝑤 ranging from 0.05 to 180 

W/(m·K). Despite the sharp decrease for low 𝜆𝑤 values, i.e., for 𝜆𝑤 < 5 W/(m·K), the influence 

of the wall material conductivity rapidly flattens and becomes less pronounced than the above-

mentioned factors. By increasing 𝜆𝑤 from 5 to 180 W/(m·K), 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 only decreases by ~17%. 

The effect of the particle volumetric heat capacity 𝜌𝑠𝐶𝑠 is plotted in Figure 7.15. Increasing the 

value of 𝜌𝑠𝐶𝑠 means that more energy is needed to heat the particles, which results in a longer 

heating time. However, this parameter does not play a major role. Increasing the value of 𝜌𝑠𝐶𝑠 by 

50% results in a small increase of 16% of 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔. Another important parameter could be the 

thermal conductivity of the beads 𝜆𝑠 , which affects the heating time in a more complex way. 

However, in the current model, the interaction between the solid wall and the beads is neglected 

because of the low thermal conductivity and small contact areas between the spheres and the 

bounding wall. With highly conductive particles, this model may be inadequate [177]. Furthermore, 

the conductivity of particles affects the temperature profile of the granular bed in both the axial and 
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radial directions, which in turn changes the efficiency of the wall-to-bed heat transfer. Further work 

would therefore be needed to assess in more details the influence of the beads thermal conductivity. 

 

 

Figure 7.10: Variations in 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 as a function of particle size. 

 

Figure 7.11: Variations in 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 as a function of pressure drop. 
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Figure 7.12: Variations in 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 as a function of wall thickness. 

 

 

Figure 7.13: Variations in 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 as a function of wall volumetric heat capacity. 
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Figure 7.14: Variations in 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 as a function of wall thermal conductivity. 

 

 

Figure 7.15: Variations in 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 as a function of bead volumetric heat capacity. 
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7.8 Conclusion 

In this study, the applicability of the N-K model (Eq. (7.26) and (7.27)) was investigated to predict 

the wall temperature during heating of bead packings contained in cylindrical pipes. The numerical 

modelling framework described in [74] was used to study the heat transfer in bead packings heated 

by an air flow. The N-K model was found not to be applicable at low Reynolds numbers (Rein < 

300), since it overestimates the heat transfer rate between the wall and the beads. On the other hand, 

the N-K model is necessary at high Reynolds numbers (Rein > 300) to compute additional turbulent 

sources induced by the presence of beads. Based on experimental measurements, a damping 

function was combined with the original N-K model to improve the accuracy of temperature 

predictions up to values of average deviation per data point below 0.5 K in all cases.  

The uniformity of the wall temperature was also investigated numerically. A parametric study 

showed that reducing the wall thickness as well as volumetric heat capacity play a key role. Both 

factors reduce the total amount of energy required to heat the wall, therefore largely shortening the 

time required to reach a uniform temperature on the wall. Increasing the inlet flow rate and particle 

size has also an effect, but to a lower extent. Note that the study on particle size was conducted for 

large bed-to-particle ratios (higher than 10), which remain in the validation range of the exponential 

radial porosity model proposed by Hunt and Tien [124]. Therefore, future investigations are 

suggested to cover the analysis for low bed-to-particle ratios (smaller than 10). Finally, changing 

the particle volumetric heat capacity or using a highly conductive material for the wall do not play 

a major role. 
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8.1 Chapter overview 

This chapter presents the article submitted to Applied Thermal Engineering, which introduces an 

innovative concept of molds using granular materials. The advantages of this design have been 

presented in detail in Chapter 2. In this new chapter, the heating performance of a granular mold is 

examined numerically using the modelling framework proposed and studied in Chapter 4 to 

Chapter 7. The mold dimensions, the material selection and the test conditions are based on similar 

investigations published in the scientific literature. This allows making reasonable comparisons 

with conventional methods, which confirm the heating performance of this innovative concept. 

8.2 Abstract 

This paper investigates an innovative concept of injection mold containing granular materials, 

which can be heated or cooled by circulating a fluid through the packed bed. This design simplifies 

the heating process since no autoclave, oven or complex heating system is needed. It also brings 

several possible advantages in terms of tooling costs and heating uniformity. In this study, the 

heating performance of granular molds is investigated numerically using flow and heat transfer 

simulations. Firstly, it is shown that thermal uniformity can be reached within a reasonable duration 

compared to conventional molds with ducts. The influence of several design parameters on the 

heating efficiency is also investigated through a parametric study. Results show that skin materials 

of low volumetric heat capacity and a reduced mold skin thickness improve the heating 

performance. Using beads of lower volumetric heat capacity or mold skin of higher thermal 

conductivity do not have a major influence on the heating performance. 
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KEYWORDS: granular material, mold heating, thermal uniformity 

 

8.3 Introduction 

As structures made of Fiber Reinforced Polymers (FRP) are lighter and have a high rigidity and 

strength, FRP have been increasingly used in different industries in recent years. To fabricate such 

structures, reinforcing fibers are impregnated by a liquid thermosetting resin and heat is delivered 

to the composite part to initiate the polymerization of the resin. Heating represents a critical issue 

since uniformity and speed of the polymerization reaction have a direct impact on the quality of 

the part. The commonly used approach is to heat the part indirectly via gas (e.g., nitrogen) 

circulation inside an autoclave or an oven. As applications of advanced high-performance 

composites grow in aircrafts, vehicles, boating, wind energy and even infrastructure, composite 

parts are getting much larger and more complex. The size of autoclaves needs to be increased 

accordingly. However, the cost to acquire and operate large autoclaves tend to be significantly 

large [3, 4]. To reduce cost and improve heating efficiency, alternative heating methods have been 

proposed without autoclaves or ovens. Many of them embed the heating elements in the mold and 

heat the part directly through the mold surface. Such approach uses heat transfer fluids (e.g., oil, 

gas, steam, etc.) [29, 178, 179], electrical resistance heaters [20] or inductive heating elements 

[180]. Compared with the other methods, using heat transfer fluids comes up with some practical 

advantages since it is easy to control the maximum temperature and because the heating system 

can be used ‘reversely’ for cooling before demolding the composite part. One of the most 

commonly used methods is to circulate the heat transfer fluid through ducts embedded (or drilled) 

in the mold and several studies have been conducted to analyze the thermal performance of such 

heating system. Abdalrahman et al. [179] showed that the fluid channel cross-sectional geometry 

has little influence on heating efficiency and that the parallel piping layout is the most efficient for 

heating. Ding et al. [178] studied an oil-heated tool embedded with parallel pipes. They showed 

that the time to reach thermal uniformity mainly depends on the flow rate. In addition, compared 

with laminar flows, a fully turbulent flow drastically shortens the heating time. Collomb et al. [181] 

compared heating channels of rectangular and circular cross-sections to optimize design parameters. 

They concluded that using low thermal inertia materials for the mold improves the heating 

performance. The ‘technological parameters’ (e.g., pump capacity, fluid properties, heating device 



141 

 

parameters) also need to be considered for the design and sizing of an injection mold. Molds with 

ducts come with a higher cost for the installation and repair of ducts, especially for large molds. It 

is also difficult to evaluate the heat loss along the pipes [182]. Finally, ducts cannot always follow 

the shape of complex parts [9], which brings another major limitation. 

Recently, a novel mold concept based on granular materials was proposed [11]. This approach has 

the potential to overcome the above-mentioned limitations, while keeping the advantages of using 

a heat transfer fluid. The design of a granular mold is schematically depicted in Figure 8.1. The 

core of the mold consists of a cavity packed with a granular material and covered by a rigid mold 

skin reproducing the shape of the molded part. Seal of the cavity is achieved by standard grooves 

and rubber. The mold skin is heated (or cooled) by passing a fluid through the granular bed. The 

outer surface of the cavity wall is covered by insulation layers to reduce the heat loss. Compared 

with conventional heating methods, this design can bring significant savings on tooling, because 

the same granular mold can be reused to make different parts by replacing only the mold skin. 

Machining a full metallic mold or fabricating a ribbed tool would be indeed much more expensive. 

The work required to install heating ducts can also be saved. Another advantage over heating ducts 

lies in the ability to follow the geometry of the molded part with the deformable granular material 

packed in the mold. Finally, continuous flow lines through the granular bed provide an enhanced 

heat transfer rate with the mold skin [113]. Compared with discrete heating ducts or electrical wires, 

this can also improve the heating uniformity of the molded part. However, granular molds are a 

new concept. Their thermal efficiency still needs to be investigated.  
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Figure 8.1: Schematic of a granular mold (the heat transfer fluid is injected in the 𝑧 direction) 

 

The objective of this study is to assess the thermal performance of granular molds by numerical 

simulation. The first part of the article describes the numerical model. This includes the dimensions 

of the model, the governing equations, the input parameters and the boundary conditions. The 

second section investigates through a parametric study the influence of several design parameters 

on the heating uniformity of the mold skin. 

 

8.4 Numerical Analysis 

The test case considered is a planar square mold having side of 1 meter (Figure 8.2a). The cavity 

has a height (ℎ𝑐𝑎𝑣) of 50 mm and is filled with monodisperse ceramic beads packed randomly. The 

size of beads (𝑑𝑝) is assumed to be 10 times smaller than the cavity height (i.e., 𝑑𝑝= 5 mm). Hot 

air is injected in the 𝑧 direction and passes through the granular bed to heat the mold skin. As no 

heat loss is considered, the computational domain is simplified as a 2D symmetric domain (Figure 

8.2b) with the mold skin and half of the mold cavity. The thickness of the skin (𝑑𝑤) is 3 mm. Two 

typical materials are tested for the mold skin, namely aluminum and FRP. Numerical simulations 

are performed with the commercial software Ansys Fluent. Reynolds-averaged Navier-Stokes 
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(RANS) Computational Fluid Dynamics (CFD) is used to simulate the flow and heat transfer. The 

governing equations, the input material properties and the boundary conditions are presented in the 

sequel. 

 

Figure 8.2: Schematic of the test case: (a) structure of the granular mold covered by a flat square 

skin and filled with monodisperse ceramic beads; (b) 2D symmetric computational domain 

(dimensions in mm). 

 

8.4.1 Governing equations 

The governing equations for flow and heat transfer in a wall-confined granular medium were 

developed in a prior work of Sun et al. [183] using a non-constant Representative Elementary 

Volume (REV) and the local volume averaging technique. The mass, momentum and energy 

conservation equations stand as follows: 

 

- Mass conservation: 

𝜕(𝜙𝑉  〈𝜌𝑓〉𝑓)

𝜕𝑡
+ ∇ ⋅ (𝜙𝑉  〈𝜌𝑓〉𝑓〈𝒖𝒇〉𝑓) = 0 (8.1) 

where 𝜙𝑉  is porosity, 𝜌𝑓  the air density, 𝑡  the time, and 𝒖𝒇  the air velocity. The symbol 〈 〉𝑓 

represents the fluid phase intrinsic average over a REV, which writes: 
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〈 〉𝑓 =
1

𝑉𝑓
 ∫   𝑑𝑉

𝑉𝑓

=
1

𝜙𝑉  𝑉
 ∫   𝑑𝑉

𝑉𝑓

 (8.2) 

where 𝑉 is the REV volume and 𝑉𝑓 represents the fluid volume in the REV. The value of 𝜙𝑉 does 

not remain constant near the wall. For RANS CFD simulations, the variation of 𝜙𝑉 near the wall 

is appropriately described by the model of Hunt and Tien [124], which was verified in our previous 

investigation [183]: 

𝜙𝑉 = 0.4 [1 + 1.5 exp (−8 
𝑑𝑤𝑎𝑙𝑙

𝑑𝑝
)] (8.3) 

where 𝑑𝑝 is the diameter of beads, and 𝑑𝑤𝑎𝑙𝑙 the distance to the mold skin. Note that this porosity 

model is generally considered as valid for channel-to-particle size ratio larger than 10 (i.e., 

ℎ𝑐𝑎𝑣 𝑑𝑝⁄ ≥ 10). 

 

- Momentum conservation: 

𝜕

𝜕𝑡
(𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝒖𝒇〉𝑓) + ∇ ⋅ (𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝒖𝒇〉𝑓〈𝒖𝒇〉𝑓)

= − 𝜙𝑉  ∇〈𝑝〉𝑓 + ∇ (𝜙𝑉 〈𝜏̿〉𝑓) + 𝜙𝑉 〈𝜌𝑓〉𝑓𝒈 − ∇ ⋅ (𝜙𝑉  〈𝜌𝑓〉𝑓〈𝒖′
𝒇𝒖′

𝒇〉𝑓)

− (
180 (1 − 𝜙𝑉)2 

𝑑𝑝
2 𝜙𝑉

 𝜇𝑓 〈𝒖𝒇〉𝑓 +
1.8 (1 − 𝜙𝑉)

𝑑𝑝
 〈𝜌𝑓〉𝑓 |〈𝒖𝒇〉𝑓| 〈𝒖𝒇〉𝑓) 

(8.4) 

where 〈𝒖𝒇〉𝑓〈𝒖𝒇〉𝑓 represents the tensor product of the averaged fluid velocity, 𝑝 the pressure, 𝒈 

the gravitational acceleration, 𝜇𝑓  the fluid viscosity, and  𝜏̿  the stress tensor. The term 

〈𝜌𝑓〉𝑓〈𝒖′
𝒇𝒖′

𝒇〉𝑓 represents the Reynolds stress computed with the standard 𝑘 − 𝜖 turbulence model.  

 

- Energy conservation: 

The thermal energy equation of the fluid phase writes: 

𝜕

𝜕𝑡
(𝜙𝑉  〈𝜌𝑓〉𝑓 〈𝐶𝑓〉𝑓 〈𝑇𝑓〉𝑓) + ∇ ⋅ (𝜙𝑉 〈𝜌𝑓〉𝑓 〈𝐶𝑓〉𝑓 〈𝑇𝑓〉𝑓 〈𝒖𝒇〉𝑓)

= ∇ ⋅ (𝜙𝑉 𝜆𝑓𝑒 𝛻〈𝑇𝑓〉𝑓) −
6 (1 − 𝜙𝑉)

𝑑𝑝
 ℎ𝑠𝑓 (〈𝑇𝑓〉𝑓 − 〈𝑇𝑠〉𝑠) 

(8.5) 
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where 𝑇𝑓  is the fluid temperature, 𝐶𝑓  the fluid specific heat capacity, ℎ𝑠𝑓  the convective heat 

transfer coefficient, and 𝜆𝑓𝑒 the effective thermal conductivity of the fluid. The coefficient ℎ𝑠𝑓 is 

computed from the correlation of Wakao et al. [72]: 

ℎ𝑠𝑓 =  
(2 + 1.1 Rep

0.6 Pr1/3) 𝜆𝑓

𝑑𝑝
 (8.6) 

where 𝜆𝑓 is the thermal conductivity of the fluid, Rep the Reynolds number based on the particle 

size, and Pr the the Prandtl number. The parameters Redp and Pr are defined as follows: 

Re𝑝 =  
〈𝜌𝑓〉𝑓 𝜙𝑉  |〈𝒖𝒇〉𝑓| 𝑑𝑝

𝜇𝑓
 (8.7) 

Pr =  
𝜇𝑓 〈𝐶𝑓〉𝑓

𝜆𝑓
 (8.8) 

For solid particles, the volume averaged energy equation writes: 

𝜕

𝜕𝑡
[(1 − 𝜙𝑉) 𝜌𝑠 𝐶𝑠 〈𝑇𝑠〉𝑠]

= ∇ ⋅ [(1 − 𝜙𝑉) 𝜆𝑠 𝛻〈𝑇𝑠〉𝑠] −
6 (1 − 𝜙𝑉)

𝑑𝑝
 ℎ𝑠𝑓 (〈𝑇𝑠〉𝑠 − 〈𝑇𝑓〉𝑓) 

(8.9) 

where 𝜌𝑠 , 𝑇𝑠 , 𝐶𝑠  and 𝜆𝑠  represent the density, temperature, specific heat capacity and thermal 

conductivity of beads. The symbol 〈 〉𝑠 represents the solid bead phase intrinsic volume average, 

which is similar to (8.1): 

〈 〉𝑠 =
1

𝑉𝑠
 ∫   𝑑𝑉

𝑉𝑠

=
1

(1 − 𝜙𝑉) 𝑉
 ∫   𝑑𝑉

𝑉𝑠

 (8.10) 

where 𝑉𝑠 denotes the volume of beads in the REV. 
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8.4.2 Input material properties of fluid, beads and mold 

The material properties used as input parameters in the numerical study are reported in Table 8.1: 

Material properties of ceramic, air, aluminum and FRP. The FRP material is assumed to be 

isotropic with a typical thermal conductivity value in the through-thickness direction. (In practice, 

such materials are generally orthotropic with a much larger thermal conductivity in the in-plane 

direction). Note that the air density (𝜌𝑓) is determined by the ideal gas law for compressible fluids. 

The thermal conductivity (𝜆𝑓), the specific heat capacity (𝐶𝑓) and the viscosity (𝜇𝑓) of air are 

described by temperature dependent functions implemented in the simulations by User Defined 

Functions (UDFs).  

 

Table 8.1: Material properties of ceramic, air, aluminum and FRP 

 Material Parameters Value or function Unit Ref. 

Mold 

filler 
Ceramic 

Density (𝜌𝑠) 2580 kg/m3 

[145] 

Thermal 

conductivity 

(𝜆𝑠) 

2.09 W/(m·K) 

Specific heat 

capacity (𝐶𝑠) 
846.7 J/(kg·K) 

Particle 

diameter (𝑑𝑝) 
0.005 m - 

Heat 

transfer 

fluid 

Air 

Thermal 

conductivity 

(𝜆𝑓) 

2.5143×10
-3 + 7.7288×10

-5
 T  +  

8.6248×10
-11 T 2  

W/(m·K) 

[148] 

Specific heat 

capacity (𝐶𝑓) 

1.0535×10
3
- 3.8738×10

-1
 T  +  

8.9321×10
-4 T 2- 4.2048×10

-7 T 3  
J/(kg·K) 

Dynamic 

viscosity (𝜇𝑓) 

1.716×10
-5

 × (
T

273.15
)

1.5

× 

383.55

T  + 110.4
 

Pa·s [149] 

Mold 

skin 

Aluminum 

Density 2702 kg/m3 

[178] 

Thermal 

conductivity 
237 W/(m·K) 

Specific heat 

capacity 
903 J/(kg·K) 

FRP Density 1600 kg/m3 [179] 
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Thermal 

conductivity 
0.64 W/(m·K) 

Specific heat 

capacity 
1075 J/(kg·K) 

 

 

8.4.3 Boundary conditions 

The initial temperature is 298.15 K for the air, beads and mold skin. Figure 8.3 shows the detailed 

boundary conditions used in the simulations. At the inlet, air is injected at 363.15 K in the 𝑧 

direction. The pressure difference Δ𝑃 between the inlet and outlet is 8000 Pa. At the skin-bed 

interface, a no-slip boundary condition and continuous temperature profile are applied: 

〈𝒖𝒇〉𝑓 = 0 , 〈𝑇𝑓〉𝑓 = 𝑇𝑤 , 𝜆𝑓𝑒
𝜕〈𝑇𝑓〉𝑓

𝜕𝑦
= 𝜆𝑤

𝜕𝑇𝑤

𝜕𝑦
 (8.11) 

where 𝑇𝑤  and 𝜆𝑤  represent the temperature and the thermal conductivity of the mold skin. 

Symmetrical boundary conditions are applied in the center of the mold cavity:  

𝜕〈𝑇𝑓〉𝑓

𝜕𝑦
=

𝜕〈𝑇𝑠〉𝑠

𝜕𝑦
=

𝜕〈𝒖𝒇〉𝑓

𝜕𝑦
= 0 (8.12) 

No heat loss is considered on the outer surface of the mold skin, i.e., 𝜕𝑇𝑤/𝜕𝑦 = 0. 

 

 

Figure 8.3: Schematic diagram of the 2D symmetric model and boundary conditions. 
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8.5 Results and discussions 

To evaluate the heating performance, an indicator 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 is defined as the heating time until the 

temperature difference between the inlet fluid and the coldest point on the mold skin becomes less 

than 2 K. A shorter heating time means a better thermal uniformity and higher efficiency. For the 

two materials tested, i.e., aluminum and FRP, the values of 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 are 1470 and 1275 seconds 

respectively. This is comparable to the heating time of conventional molds with ducts (see Table 

8.2), which shows that the granular mold concept is promising in terms of heating efficiency. 

Thanks to the support provided the granular material, the thickness of the skin can be reduced to a 

few millimeters. This decreases the influence of the material conductivity in the through-thickness 

direction. As a result, a shorter heating time is obtained with a FRP skin compared to an aluminum 

one. This is different from conventional molds with ducts, because metallic molds usually possess 

a shorter heating time than composite ones [184]. This feature suggests that the mold skin could be 

3D printed (possibly with a complex geometry) while keeping the mold heating efficiency, since 

printable materials usually exhibit a low thermal conductivity [185]. 

Various parameters can influence the heating time of a granular mold. To investigate this, a 

parametric study was conducted using the case with aluminum skin as baseline. The influence of 

each parameter was investigated separately and compared with the baseline case while keeping the 

other factors fixed. The effect of skin thickness 𝑑𝑤  and volumetric heat capacity 𝜌𝑤𝐶𝑤  on the 

heating time is shown in Figure 8.4 and Figure 8.5 respectively. The influence of these two 

parameters is similar, since they are both related to the total amount of energy required to heat the 

mold skin: to reach 70% of the baseline case, 𝑑𝑤 and 𝜌𝑤𝐶𝑤 need to be varied by 62 % and 80 %. 

In comparison, the influence of the particle volumetric heat capacity 𝜌𝑠𝐶𝑠 is even less important as 

illustrated in Figure 8.6: decreasing this parameter by 77% only decreases the heating time by 13%. 

The effect of the mold skin thermal conductivity 𝜆𝑤 is plotted in Figure 8.7. The curve decreases 

sharply at low 𝜆𝑤 values and remains nearly constant for large values. This shows that using highly 

conductive skin materials does not have a huge impact on the heating efficiency. The thermal 

conductivity 𝜆𝑠 of beads affects the heating performance of the mold in a more complex way. In 

the current model, the heat conduction between the mold skin and the particles is neglected due to 

a low 𝜆𝑠 value and the small contact area between spherical beads and the flat mold skin. With 
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highly conductive beads or particles of irregular shape, this assumption could be inadequate [177]. 

Further work would be needed to investigate such situations.  

Figure 8.8 shows the variations of heating time for different bead sizes ranging from 2 to 5 mm. 

As the beads diameter increases, the average flow velocity 〈𝒖𝒇〉𝑓  increases (Eq. (8.6)). Since 

convection is a dominant factor to heat the mold skin, a higher 〈𝒖𝒇〉𝑓 results in smaller values of 

𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔. Furthermore, according to Eq. (8.4), the flow channel in the granular bed near the mold 

skin (i.e., the high-speed flow region due to the increase in local porosity) becomes thicker with 

large beads. This gives a higher turbulent kinetic energy, which also boosts the heat transfer rate. 

Therefore, larger beads are preferable. To remain within in the validation range of the numerical 

model, the size ratio ℎ𝑐𝑎𝑣/𝑑𝑝 is kept at 10 and the effect of the cavity height ℎ𝑐𝑎𝑣 (defined in Figure 

8.2) is studied (Figure 8.9). The results show that 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 decreases for larger cavity heights, but 

the reduction becomes gradually smaller. On the other hand, the inlet air flow rate increases with 

ℎ𝑐𝑎𝑣, which means more energy is required to heat the inlet air. The total required energy (𝑄𝑎𝑖𝑟) 

may be estimated as follows:  

𝑄𝑎𝑖𝑟 = 𝐶𝑓 𝜌𝑓 𝑢𝑓 𝐴𝑖𝑛𝑙𝑒𝑡 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 Δ𝑇 (8.13) 

where 𝐶𝑓 , 𝜌𝑓  and 𝑢𝑓  are respectively the inlet air specific heat capacity, density and velocity 

determined at 363.15 K and 8000 Pa. The parameter 𝐴𝑖𝑛𝑙𝑒𝑡 is the inlet area, i.e., here ℎ𝑐𝑎𝑣 × 1 𝑚. 

The temperature increment Δ𝑇  is considered as the difference between the initial and inlet 

temperatures, i.e., 363.15 K – 298.15 K. The energy 𝑄𝑎𝑖𝑟 plotted in Figure 8.10 increases linearly 

with ℎ𝑐𝑎𝑣. From this point of view, it is less efficient to excessively increase the cavity height. In 

addition, the maximum inlet flow rate, pressure, and thermal energy are limited by the power of 

the air blower and heater. Therefore, the trade-off between 𝑄𝑎𝑖𝑟 and 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 must be considered 

for each operational condition.  

     



150 

 

Table 8.2: Summary of published results on the heating performance of conventional flat molds 

with heating ducts 

Ref. Fluid 
Mold 

material 

Dimen-

sions 

(mm) 

Heating 

time (s) 

Crite-

rion of 

the 

heating 

time 

Temp-

erature 

range 

(°C) 

Adiabatic 

boundary 

condition 

Notes 

[181] 

Water / 

thermal  

oil 

Steel 

𝑑𝑑𝑢𝑐𝑡=8, 

𝑑𝑠𝑢𝑟𝑓=16, 

𝑠𝑑𝑢𝑐𝑡=16 

910 

(water), 

3659 

(thermal 

oil) 

𝑇𝑚𝑖𝑛 =
72°C 

25 to 

80 
Yes 

Numerical study 

using 2D 

symmetric model  

[178] 
Thermal  

oil 

Alumi-

num 

Square tool 

surface of 

450 on a 

side, 

𝑡ℎ𝑡𝑜𝑡=22.5

, 

𝑑𝑑𝑢𝑐𝑡=10.5 

~9000 

(𝑅𝑒𝐷 =
2300), 

~300 

(𝑅𝑒𝐷 =
10000) 

𝑇𝑚𝑖𝑛 =
180 °C 

20 to 

180 
Yes  

Numerical study 

using 3D 

numerical model  

[186] Water 
FRP and  

Alepoxy 

Square tool 

surface of 

500 on a 

side; 

𝑡ℎ𝑡𝑜𝑡=22.5

, 𝑑𝑑𝑢𝑐𝑡=10 

600 
𝑇𝑚𝑖𝑛 =
81°C 

17 to 

90 
- 

Experimental 

study of mold 

with parallel 

ducts. Total flow 

rate is 15.68 

L/min 

[184] 
Thermal  

oil 

Stainless 

steel / 

Com-

posite 

𝑑𝑑𝑢𝑐𝑡=8, 

𝑑𝑠𝑢𝑟𝑓=8 to 

20, 

𝑠𝑑𝑢𝑐𝑡=24 

~460 

(Stainles

s steel), 

~470 

(composi

te) 

𝑇𝑚𝑖𝑛 =
180°C 

120 to 

185 
Yes  

Numerical study 

with 2D 

symmetric model. 

The heat transfer 

coefficient 

between the fluid 

and channel wall 

is assumed as 

1500 𝑊𝑚−2𝐾−1 

[187] 
Thermal  

oil 

Alumi-

num 

Rectangula

r tool 

surface of 

1780×900, 

𝑡ℎ𝑡𝑜𝑡=75, 

𝑑𝑑𝑢𝑐𝑡=9 

~3600 
𝑇𝑚𝑖𝑛 =
70°C 

20 to 

70  
- 

Experimental 

investigation, the 

flow velocity in 

the duct is 2.02 

m/s 

(Here 𝑑𝑑𝑢𝑐𝑡 is the diameter of the duct, 𝑑𝑠𝑢𝑟𝑓 the vertical distance between the ducts and the mold 

surface, 𝑠𝑑𝑢𝑐𝑡 the distance between ducts, 𝑡ℎ𝑡𝑜𝑡 the total thickness of the mold, 𝑅𝑒𝐷 the Reynolds 

number based on 𝑑𝑑𝑢𝑐𝑡, and 𝑇𝑚𝑖𝑛 the minimum temperature of the mold surface during heating.) 
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Figure 8.4: Variations in 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 as a function of mold skin thickness. 

 

 

Figure 8.5: Variations in 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 as a function of skin volumetric heat capacity. 
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Figure 8.6: Variations in 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 as a function of bead volumetric heat capacity. 

 

Figure 8.7: Variations in 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 as a function of mold skin thermal conductivity. 
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Figure 8.8: Variations in 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 as a function of bead size. 

 

Figure 8.9: Variations in 𝑡ℎ𝑒𝑎𝑡𝑖𝑛𝑔 as a function of the mold cavity height. Note that ℎ𝑐𝑎𝑣/𝑑𝑝 

remains equal to 10 for all cases tested. 
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Figure 8.10: Variations in 𝑄𝑎𝑖𝑟 as a function of the mold cavity height. 

 

8.6 Conclusion  

This work investigated the heating efficiency of a new concept of injection mold possessing a 

porous core made of granular material and heated by a circulating fluid. Apart from the benefits of 

using heat transfer fluids, this innovative approach also brings the following potential advantages:   

(a) The mold is reusable for parts of different shapes by changing only the mold skin, which 

can reduce significantly tooling costs.  

(b) The mold skin takes the shape of the molded part and is supported by closely packed beads 

in the cavity. This feature brings advantage in conforming the part geometry over the mold 

with heating ducts, since standard pipes usually cannot follow the shape of complex parts.  

(c) The injected fluid heats the mold skin continuously. Compared with discrete heating 

sources (e.g., ducts), granular heating can improve temperature uniformity. 

The heating performance of a planar granular mold was evaluated numerically. With hot air 

injected, the mold surface can reach a uniform temperature within a reasonable time for both 
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composite and aluminum skins. A parametric study showed that reducing the skin thickness and 

volumetric heat capacity plays a key role in decreasing the heating time, whereas changing the 

particle volumetric heat capacity or using higher thermally conductive materials for the skin do not 

have a major impact. This widens the selection of bead and skin materials and enhances the 

potential of further reducing the tooling costs. Finally, within the model validation range, it is 

preferable to use larger beads and increase the cavity height. However, this is limited by the power 

of the air blower and heater that supply hot air at the inlet. In the future, experimental and numerical 

studies will be conducted to apply this innovative mold concept in composite manufacturing.  
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 GENERAL DISCUSSION 

This thesis investigated an innovative tooling concept for composite manufacturing based on 

packed granular materials held in the mold case. The surface of the mold skin can be heated by 

circulating a heat transfer fluid through the granular bed. This new approach is considered as a 

potential solution to overcome several limitations of conventional molds and reduce tooling costs. 

Machining a full metallic mold is no longer necessary with reusable granular molds that can be 

adapted to fabricate different parts by changing only the mold skin.  

The study starts from the characterization of permeability (Chapter 4), which is a key parameter to 

describe flows in porous media. Based on the conventional falling head method, a modified version 

was proposed, which considers the influence of the gravity, the pressure loss of the setup and fluid 

viscosity. These issues were not considered in the scientific literature. The modified falling head 

test retains the simplicity of conventional tests and enlarges the test range using silicon oil as test 

fluid instead of water.  

In the following part of the thesis, the governing equations of wall-bounded granular media were 

derived using a non-constant spherical REV. The size of the REV varies close to the wall and 

becomes equivalent to a point on the wall. This approach allows addressing problems connected 

with the incompatibility of physical variables at the wall-bed interface. The use of non-constant 

REV also leads to a direct determination of the exponential porosity profile of monodisperse 

granular beds. Such profiles are shown in Article 2 (Chapter 5) to depend only on the dimensionless 

distance to the wall (𝑑𝑤𝑎𝑙𝑙/𝑑𝑠). This result is in agreement with the model of Hunt and Tien [124]. 

The derived governing equations were then validated experimentally for cylindrical granular beds 

packed with ceramic beads heated by air flow. This was presented in Article 3 (Chapter 6). The 

temperatures predicted in the granular bed and on the wall agree closely with experimentally 

measured values. A parametric study was then  conducted in Article 4 (Chapter 7) using the above-

mentioned modelling framework. Several suggestions are proposed to reduce the time required to 

reach the uniformity of the wall temperature. This helps improve the temperature uniformity of the 

granular mold. Finally, a comparison of heating times between granular molds and conventional 

molds with heating ducts was presented in Article 5 (Chapter 8) and confirmed the heating 

efficiency of this new tooling concept. 
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 CONCLUSION AND RECOMMENDATIONS 

10.1 Summary of works 

The granular mold is an innovative tooling concept for composite manufacturing. The originality 

of this technique lies in the use of granular materials held in the mold case. This allows the surface 

of the mold can be heated by circulating a heat transfer fluid through the granular bed. This is 

considered as a potential solution to overcome several limitations of conventional heating methods. 

This thesis investigated this tooling concept numerically using the modelling framework developed 

based on volume-averaged governing equations in porous media. 

The study begins by the characterization of permeability using a modified falling head method. 

This method enlarges the test range by two orders of magnitude (up to ~10-8 m2) compared to the 

conventional falling head test. The results exhibit a good consistency and repeatability, and the 

revisited Ergun’s equation was recommended to predict the permeability of bead packings. The 

governing equations of wall-bounded granular media were derived using a non-constant spherical 

REV. The derived governing equations were then validated experimentally. The important 

parameters were disscussed and the discussion leads to the following results: 

⚫ The turbulence of the flow must be modelled especially near the wall. Both the turbulent 

energy and dissipation rate induced by the fluid motion and the presence of beads must be 

considered. 

⚫ In a fully turbulent flow, the influence of the heat transfer coefficient between the beads and 

the fluid is quite limited, which has no obvious effect on the evolution of the wall temperature. 

⚫ At the wall-bed interface, measurements show that the difference between the fluid and wall 

temperatures is negligible. Therefore, a continuous temperature boundary condition is 

considered in the numerical simulation. 

⚫ The function of Nakayama and Kuwahara [152] models correctly the additional turbulent 

sources in fully turbulent flows (Redp > 300). However, it overestimates the heat transfer rate 

of flow for Redp < 300. Therefore, a damping function was proposed to be combined with the 

Nakayama and Kuwahara model to improve the accuracy of temperature predictions. 
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A parametric study was also conducted using the above-mentioned modelling framework. Several 

suggestions are proposed to reduce the time required to reach the uniformity of the wall temperature: 

⚫ Reducing the wall thickness and its volumetric heat capacity play a key role, since both 

parameters are related to the total amount of thermal energy required to heat the wall. 

⚫ Increasing the inlet flow rate and particle size also has an effect, but to a lower extent. Note 

that the current study is only suited for the bed-to-particle size ratios higher than 10.  

⚫ Reducing the particle volumetric heat capacity or excessively increasing the thermal 

conductive of the wall do not play a great role. 

 

10.2 Limitations and recommendations for future research 

Current limitations and recommendations for future improvements are listed below: 

⚫ The method to enlarge the range of the conventional falling head test is described in Chapter 

4 (Article 1). However, the exact test capability (i.e., the exact upper limit of the test range) of 

the modified falling head test was not determined. This parameter depends on the properties 

of the test fluid, the apparatus size, the resolution of the electronic scale, etc. Predicting the 

test capability could assist in improving the design of new experimental setups and in selecting 

appropriate test fluids.  

⚫ The porosity profile is only analyzed in Chapter 5 for three monodisperse bead packings. 

Practically, the granular beds are often mixtures of beads of different sizes. The methodology 

presented in this thesis is applicable to such packings, which can be studied in future 

investigations. 

⚫ The bed-to-wall heat transfer investigated here is limited to small beads (𝐷𝑏𝑒𝑑/𝑑𝑠 higher than 

10). The flow and heat transfer mechanisms for 𝐷𝑏𝑒𝑑/𝑑𝑠 < 10 have not been studied.  

⚫ The heating efficiency of granular molds was only investigated numerically with a mold of 

simple geometry (i.e., a flat plate). In the future, experimental and numerical studies are 

expected for more complex geometry to apply this new tooling concept in composite 

manufacturing. 
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