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SPECIFICATION D’UN DECODEUR SEQUENTIEL RAPIDE
UTILISANT UNE QUEUE PRIORITAIRE SYSTOLIQUE

par

Pierre Lavoie, David Haccoun, et Yvon Savaria

RESUME

Dans ce rapport un décodeur trés puissant en cours de réalisation & 1’Ecole
Polytechnique est décrit en détail. Ce décodeur est destiné & étre utilisé avec
des codes convolutionnels, et utilise l’algorithme de décodage séquentiel de
Zigangirov-Jelinek, aussi appelé algorithme a pile. Le décodeur sera fabriqué
a P’aide de circuits intégrés spécialisés (VLSI) congus a 1’'Ecole Polytechnique.

Parmi les principales caractéristiques du décodeur figure une queue pri-
oritaire systolique destinée & ordonner les noeuds explorés en fonction de
leurs métriques. Cette queue prioritaire peut fournir & tout instant le noeud
ayant la plus grande métrique. Le principal attrait de cette queue prior-
itaire est qu’elle soit systolique et peut donc fonctionner i grande vitesse
indépendamment du nombre de noeuds qu’elle contient. De plus le décodeur
peut étre utilisé avec les taux de codage élevés grace a une technique de
perforation des codes.



SPECIFICATION D’UN DECODEUR SEQUENTIEL RAPIDE
UTILISANT UNE QUEUE PRIORITAIRE SYSTOLIQUE

par

Pierre Lavoie, David Haccoun, et Yvon Savaria

"1 Introduction

Aujourd’hui les techniques de correction d’erreur par codage de canal sont
de plus en plus utilisées pour améliorer la fiabilité des transmissions numé-
riques. D’un point de vue pratique I'implantation de ces techniques requiert
la réalisation de codeurs et de décodeurs offrant les meilleures performances
possibles pour un cofit et une complexité donnés [1,2].

Dans ce rapport un décodeur trés puissant en cours de réalisation 3 1’Ecole
Polytechnique est décrit en détail. Ce décodeur est destiné & étre utilisé avec
des codes convolutionnels, et utilise I’algorithme de décodage séquentiel de
Zigangirov-Jelinek, aussi appelé algorithme & pile. Comme plusieurs doc-
uments traitent en détail des codes convolutionnels et des différents algo-
rithmes permettant de les décoder [1], dans ce rapport ’emphase est directe-
ment mise sur la caractérisation du décodeur.

Parmi les principales caractéristiques du décodeur figure une queue pri-
oritaire systolique destinée & ordonmner les noeuds explorés en fonction de
leurs métriques. Cette queue prioritaire peut fournir & tout instant le noeud
ayant la plus grande métrique. Le principal attrait de cette queue prior-
itaire est qu’elle soit systolique et peut donc fonctionner & grande vitesse
indépendamment du nombre de noeuds qu’elle contient [3]. De plus le
décodeur peut &tre utilisé avec les taux de codage élevés grace i une tech-
nique de perforation des codes. Enfin le décodeur sera fabriqué i l'aide de
circuits intégrés spécialisés (VLSI) congus & I’Ecole Polytechnique par des
étudiants de 2°¢ cycle.

Le rapport débute par une description détaillée des différentes parties
du décodeur et de leur fonctionnement. Ensuite le contréle du décodeur est
introduit et chaque étape du décodage d’un bloc est expliquée en détail. Les
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Figure 1: Structure générale du décodeur

sections suivantes du rapport traitent brievement de la synchronisation et
de la perforation des codes. Enfin trois Annexes complétent la description
du décodeur. La premitre Annexe présente une analyse fonctionnelle de la
queue prioritaire, la seconde donne les détails de la synchronisation, et la
troisieme donne une table de tous les signaux mentionnés dans ce rapport
avec leurs abréviations.

2 Apercu du Décodeur

Le décodeur séquentiel est constitué de cing modules indépendants travaillant
de concert au décodage d’un bloc de symboles recus. La structure générale
du décodeur apparait & la Figure 1 ot l'on apercoit le module queue pri-
oritaire, le module historique, le module bloc et deux modules extenseurs.
Chaque module est responsable d’un aspect précis du décodage. Sans perte
de généralité, on suppose que le taux de codage est fixé & Ry = 1 /2.

¢ Le module queue prioritaire ordonne les données relatives aux noeuds
visités en fonction de leurs métriques accumulées.



* Le module historique tient & jour une séquence chronologique de chaque
pas de décodage et permet la récupération de la séquence décodée par
le biais d’une liste chainée.

¢ Le module bloc garde en mémoire la séquence recue pour toute la durée
du décodage. Chaque paire de symboles recus correspondant & un bit
d’information peut &tre consultée directement.

o Les modules extenseurs font simultanément ’extension des deux bran-
ches reliées a un noeud.

Les différents modules communiquent entre eux principalement par l'inter-
médiaire d’un bus central qui est aussi accessible au monde extérieur. Cette
architecture ouverte permet une observation compléte et détaillée du décodeur
pendant son fonctionnement. D’autre part le décodeur peut facilement &tre
modifié par 'ajout de modules additionnels.

Le traitement de chaque bloc de données se fait en trois étapes: tout
d’abord le monde extérieur fournit au décodeur un bloc de symboles regus;
ensuite le décodeur effectue le décodage de ce bloc; enfin la séquence décodée
est livrée au monde extérieur. Le décodeur proposé ne contient donc ni
tampon d’entrée, ni tampon de sortie. On suppose que le monde extérieur
effectue le tamponage nécessaire et accumule les statistiques voulues concer-
nant le décodage par une observation adéquate du bus central du décodeur.

Le décodeur sera fabriqué & aide de circuits intégrés développés au lab-
oratoire d’intégration & trés grande échelle (VLSI) de I’Ecole Polytechnique.
Les caractéristiques du décodeur sont données au Tableau 1. Il est & noter
que le code, le patron de perforation, et les métriques de symboles sont pro-
grammables. La longueur d’un bloc est déterminée automatiquement lors de
sa lecture. Le décodeur peur étre catégorisé comme une machine 3 états finis
synchronisée autour d’une horloge & trois phases [4].

3 Les Différentes Part-ies du Décodeur

3.1 Le Module Queue Prioritaire

Le module queue prioritaire accumule les données des noeuds candidats &
Pextension et fournit & chaque pas de décodage le meilleur noeud, c’est-a-
dire celui qui a la plus grande métrique accumulée. Le module contient une



Parameétre min maz

métrique accumulée +0 | +128K —~1
métrique de symbole —256 +255
métrique de branche -512 +510
longueur N d’un bloc en branches 2 2047
taille de 1’historique 0 32K -1
longueur de contrainte L 0 24
nombre @) de niveaux de quant. 1 8
numérateur U du taux de codage Ry 1 16
dénominateur V' du taux de codage 2 32

Tableau 1: Caractéristiques du décodeur

matrice systolique constituée de processeurs spécialisés organisés en tranches.
Chaque tranche comprend trois rangées ayant chacune 77 éléments. En juxta-
posant plusieurs tranches on obtient une matrice systolique [4] de profondeur
voulue.

La matrice systolique répete systématiquement deux opérations: elle prend
simultanément deux nouveaux noeuds, et livre ensuite le meilleur des noeuds
qu’elle contient. Dans la matrice les noeuds sont déplacés selon un algorithme
tres simple qui garantit qu’a tout moment le meilleur noeud de la matrice
se trouve dans la tranche du bas, prét & sortir. Pour plus de détails sur cet
algorithme et une preuve que seul le meilleur noeud peut sortir de la ma-
trice, le lecteur peut consulter ’Annexe A de ce rapport. Il est & noter qu’un
débordement de la matrice systolique n’est pas catastrophique et peut méme
s’avérer désirable §’il est correctement contrdlé. En effet seuls les noeuds
dont la qualité relative est inférieure & un seuil donné peuvent déborder de
la matrice. On peut donc déterminer quelle est la profondeur minimale de la
queue requise pour que le décodeur fontionne de fagon satisfaisante.

La matrice systolique a une propriété remarquable: sa vitesse de fonction-
nement est indépendante de sa taille car les calculs sont distribués entre un
grand nombre de processeurs élémentaires fonctionnant simultanément. On
peut donc envisager I'utilisation d’une matrice systolique de grande dimen-
sions pour réaliser la queue prioritaire du décodeur séquentiel sans conséquence
sur la vitesse de décodage.



En plus de la métrique accumulée nécessaire pour comparer les noeuds
entre eux, la queue prioritaire garde toutes les informations nécessaires pour
I'extension d’un noeud. Ces informations sont décrites au Tableau 2.

Paramétre bit(s)
métrique accumulée 17
symboles regus 2x3
état du codeur 23
profondeur dans ’arbre 11
branche dans la queue du bloc v 1
adresse du noeud-pere 15
compteur pour taux de codage élevés 4
total 77

Tableau 2: Contenu de la queue prioritaire

Il faut noter cependant que la queue prioritaire ignore la nature des
données qu’elle traite. Par exemple elle ne fait aucune distinction entre les
bits d’état du codeur et les bits de profondeur dans I’arbre. De son point de
vue chaque noeud est constitué d’un nombre positif de 17 bits (métrique) et
des 60 bits d’information complémentaire qui lui sont attachés.

Lors du décodage il arrive régulierement que les deux nouveaux noeuds
fournis par I’extenseur aient la méme métrique accumulée. Pour éviter un
biais dans le décodage il faut tenter d’éviter que la matrice systolique favorise
toujours le méme des deux noeuds. Une premiére solution au probléme con-
siste a inverser & chaque cycle 'ordre dans lequel les noeuds entrent dans
la Queue. Une deuxiéme solution consiste & insérer un petit générateur de
nombres aléatoires prés de la tranche de la matrice systolique qui regoit les
noeuds de I'extérieur. Si cette tranche établit que les deux nouveaux noeuds
ont la méme métrique, un nombre aléatoire sert alors & donner une priorité
a l'un des deux noeuds.

La queue prioritaire sera fabriquée 3 l’aide d’une matrice de circuits
intégrés dédiés. Avec la technologie disponible & I’Ecole Polytechnique il
est en effet impossible de réaliser ce module sur un seul circuit: le nombre
maximal de broches par circuit (68) est insuffisant et le nombre de transistors
requis est beaucoup trop grand—plusieurs centaines de milliers. L’approche
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Figure 2: Matrice de circuits constituant la queue prioritaire

choisie consiste plutét & sectionner symétriquement la pile pour n’obtenir
que des sections identiques, chaque section étant suffisamment petite pour
étre contenue dans un seul circuit intégré. La profondeur de la queue prior-
itaire ainsi que le nombre de bits de données par noeud peuvent ainsi étre
ajustés en changeant respectivement le nombre de rangées ou de colonnes de
la. matrice de circuits intégrés. ‘

Chaque circuit intégré requiert les métriques accumulées des noeuds (17
bits) et peut accepter jusqu’a 12 bits de données. Comme chaque noeud
entré dans la queue prioritaire comprend 60 bits de données en plusdes 17
bits pour la métrique accumulée, 5 colonnes de circuits (5 x 12 = 60) sont
donc nécessaires pour réaliser la queue prioritaire. Le nombre de rangées de
circuits sera ajusté en fonction de la profondeur de la queue prioritaire et de

la complexité de chaque circuit intégré. La matrice de circuits resultante est
montrée a la Figure 2.



3.2 Le Module Historique

Le module historique est utilisé pour récupérer 4 la fin d’un bloc la séquence
décodée. En effet puisque les noeuds se déplacent continuellement dans la
queue prioritaire, il est difficile de les lier les uns aux autres par des pointeurs.
En complémentant la queue prioritaire par une mémoire conventionnelle liant
tous les noeuds étendus & leurs noeuds-peres respectifs, on regle le probleme
sans réduire la vitesse du décodeur puisque les modules historique et queue
prioritaire peuvent alors fonctionner en parallele. L’ensemble des deux mod-
ules queue prioritaire et historique constitue ce qu’il convient d’appeler la
pile du décodeur.
Le fonctionnement du module historique se résume comme suit:

¢ Le premier pas du décodage consiste i étendre le premier noeud de
'arbre appelé noeud-origine. Ce noeud-origine a une adresse égale a 0
dans I'historique. Les deux successeurs obtenus sont fournis & la queue
prioritaire avec cette adresse (0) et un bit (0 ou 1) les distinguant.

e A chacun des pas suivants de décodage, un noeud sort de la pile pour
étre étendu & son tour. L’historique récupere le bit et ’adresse qui sort
avec le noeud pour les insérer dans sa mémoire 3 1’adresse courante
qui est ensuite incrémentée de 1. Les deux successeurs résultants de
'extension sont ensuite insérés dans la queue prioritaire avec I’adresse
courante et le bit (0 ou 1) qui les distingue.

e Lorsque la fin du bloc & décoder est atteinte, 1’adresse courante de
I'historique permet la récupération de la séquence décodée.

Il est toujours possible que durant le décodage d’un bloc Phistorique
manque de mémoire, ce qui correspond & un débordement de la pile. Afin
de limiter les conséquences facheuses de cette éventualité un mécanisme de
protection a été prévu. Si ’historique détecte que le nombre de positions
en mémoire qu’il lui reste est égal & la longueur du bloc & décoder, elle
peut émettre un signal de “débordement d’historique” (H O) qui forcera le
décodeur & entrer dans I’état de décodage “marche-avant”, ol les retours en
arriere sont interdits. De cette facon la perte du bloc est évitée et la partie
du bloc qui a été décodée correctement peut &tre récupérée. Cependant ce
bloc sera déclaré non fiable.



Comme 15 bits ont étés réservés dans la pile pour les adresses des noeuds,
chaque adresse est limitée 3 une valeur maximale égale 4 2'° —1 ou 32767. La
mémoire de 'historique aura donc 32768 entrées de 16 bits chacune (15 bits
d’adresse et un bit d’information). Pour augmenter le nombre d’entrées dans
Ihistorique, et diminuer le risque de débordement, il serait possible d’utiliser
des adresses plus longues. Par exemple des adresses de 20 bits permettraient
plus d’un million d’entrées dans I’historique. Cependant il faudrait ajouter
une colonne supplémentaire de circuits intégrés dans la queue prioritaire pour
accomoder les bits d’adresse supplémentaires.

3.3 Le Module Bloc

Le module bloc garde en mémoire une séquence regue du monde extérieur (le
canal) pendant toute la durée de son décodage. A chaque pas de décodage
le module lit du bus central la profondeur du noeud sorti de la pile et extrait
de sa mémoire la branche qui devra étre utilisée pour l’extension éventuelle
d’un des successeurs de ce noeud. Le module bloc fontionne donc avec un
pas de décodage en avance sur les modules extenseurs, et transmet cette
branche & la queue prioritaire plutét qu’aux extenseurs. De cette manicre
chaque extenseur regoit simultanément toutes les informations nécessaires
pour étendre un noeud et le décodeur peut fonctionner plus rapidement.

Comme le module bloc connait le nombre de branches qu’il y a dans la
séquence & décoder, il peut détecter la fin du décodage et transmettre un
message “décodage terminé” (DF) au controleur si la profondeur du noeud
sorti de la pile est égale & la longueur du bloc. L’entrée “profondeur du
noeud” (ND) de la pile a une largeur de 11 bits, et Ia longueur d’un bloc est
limitée & 2047 branches. Une branche recue contient deux symboles de trois
bits chacun—Ie décodeur fonctionne en décision douce. Pour chaque branche
un bit supplémentaire indiquant si la branche est dans la queue du bloc (1Q)
est aussi gardé en mémoire.

3.4 Les Modules Extenseurs

Dans le décodeur deux modules extenseurs sont utilisés pour étendre le
noeud-pére sorti de la pile selon les branches 0 et 1 correspondantes aux
bits d’information 0 et 1 respectivement. Les deux extenseurs fontionnent



simultanément et seront réalisés a 1’aide de deux circuits intégrés physique-
ment identiques informés de leurs identités
de P'initialisation du décodeur.

Lors du décodage, chaque extenseur lit du bus central 1’état (ST), la
métrique du noeud-peére (NM), les deux symboles recus (51 et $2), le bit
indiquant si la branche est dans la queue du bloc (IQ), et la valeur du
compteur de perforation (PE). L’extension débute par Pestimation des deux
symboles transmis & l’aide de I’état et de deux arbres de ou-exclusifs. En
comparant les deux estimés obtenus avec les symboles recus, le module choisit
deux métriques de symboles qui peuvent ensuite &tre perforées, ou forcées 3
zéro, selon la valeur du compteur de perforation—voir la Section 7 pour plus
de détails. La somme des deux métriques de symboles donne une métrique
de branche qui peut &tre ajoutée & la métrique du noeud-pere pour donner la
métrique du noeud successeur de P'extenseur. L’extenseur peut émettre un
signal sur le bus central si la métrique du noeud successeur est devenue trop
grande (signal MO). Une vue détaillée de I'extenseur apparait & la Figure 3.

extenseur 0 ou extenseur 1—lors

Lorsque le noeud sorti de la queue prioritaire est dans la queue du bloc
(IQ = 1), la métrique du noeud successeur de I’extenseur 1 est forcée & zéro
pour annuler la branche 1. Similairement, lorsque le décodeur est dans 1’état
décodage marche-avant, la métrique du noeud successeur de l’extenseur 1
est encore forcée a zéro, tandis que la métrique de branche de I’extenseur 0
est forcée a un pour augmenter systématiquement la métrique accumulée du
noeud et empécher les retours en arriére.

Différentes données doivent étre stockées dans chacun des extenseurs
lorsque le décodeur est dans ’état initialisation: les connections des deux
arbres de ou-exclusifs, les métriques de symboles, le numérateur du taux de
codage, Iidentité de I’extenseur, les patrons de perforation et la métrique du
premier noeud de ’arbre. Ces données sont identifiées au Tableau 3. Puisque
les identités des deux extenseurs sont différentes, les deux modules doivent
avoir des adresse de modules (M A) différentes pour pouvoir &tre programmés
a tour de roéle—voir la section 4.2 pour plus de détails.



(ID=1 & IQ=1)
OR (ID=1 & CE=11)
OR (met. neg.)

CE=00

Figure 3: Schéma détaillé de I’extenseur
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mémoire abrév. | bit(s)
connections de 'arbre 1 C1 24
connections de I’arbre 2 C2 24
métriques de symboles SM | 8x9
numérateur du taux de codage | RN 4
identité de extenseur 1D 1
patrons de perforation PP |16 x2
métrique du premier noeud FM 17

Tableau 3: Données mémorisées par un extenseur

3.5 Le Bus Central

Le bus central relie les modules du décodeur entre eux et leur permet de
communiquer avec le monde extérieur. Il se décompose en 86 lignes, comme
indiqué au Tableau 4. Il est & noter qu'il faut deux lignes MO pour per-
mettre le signalement d’un débordement de métrique par chacun des deux
extenseurs.

3.6 Le Contréleur

Le rdle du contrdleur est de coordonner les opérations des différents modules
pour que le décodeur puisse fonctionner en synchronisme et conformément
aux commandes provenant du monde extérieur. Durant la phase ¢2 le
contrdleur lit les signaux de commande provenant du bus central du décodeur
et du monde extérieur. Durant la phase ¢1 il émet les signaux de commande
spécifiques aux différents modules. Le contréleur contient une boucle de
contre-réaction qui permet de considérer le décodeur comme une machine &
états finis. Le contrdleur est schématisé a la Figure 4.

11



nom abrév. | lignes
métrique de noeud NM 17
état ST 23
adresse de noeud NA 15
profondeur de noeud ND 11
perforation PE 4
symbole re¢u 1 S1 3
symbole regu 2 S2 3
dans la queue du bloc 1Q 1
décodage terminé DF 1
écriture terminée WF 1
historique débordée HO 1
débordement de métrique | MO 2
adresse sur le bus BA 3
donnée DA 1

" Tableau 4: Lignes du bus central

4 Le Controéle

4.1 Les cings états

Le décodeur séquentiel est contrélé comme une machine & états finis utilisant
cing états: initialisation, lecture, décodage libre, décodage marche-avant, et
écriture. Le controleur commande le passage d’un état & un autre en utlhsant
les informations provenant du décodeur ou du monde extérieur.

Le monde extérieur peut transmettre au contréleur deux signaux: RD
et NS. Le premier signal force le décodeur & passer directement dans 1’état
initialisation et doit normalement é&tre utilisé lorsque le décodeur est mis en
marche. Le second signal fait passer le décodeur de 1’état initialisation &
'état lecture, ou si le décodeur est déja dans I’état lecture, de l’état lec-
ture a I’état décodage libre. Une fois dans ’état décodage libre le décodeur
décide lui-méme comment il retournera a ’état initialisation. Ce retour peut
s’effectuer de plusieurs fagons différentes tel qu’illustré i la Figure 5. Exam-
inons maintenant de plus prés ces cing états.

12
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4.2 Etat Initialisation

Dans I’état initialisation, chaque module du décodeur peut étre programmé
individuellement par le monde extérieur. Une seule ligne sur le bus central, la
ligne DA, suffit au transfert des données tandis que les trois lignes “adresse
sur le bus” BA servent & activer leou les modules concernés par les données.
Chaque module doit se conformer au protocole suivant s’il veut utiliser la
ligne D A:

1. Comparer sa propre adresse M A avec ’adresse BA du bus central

2. Si les deux adresse sont identiques, ou si ’adresse BA du bus central
égale 1, le module doit lire la donnée présente sur la ligne D A.

3. Par convention les adresse 0 et 1 sont spéciales et ne peuvent pas é&tre
utilisées comme adresse d’'un module en particulier. Ainsi I’adresse 1
signifie “tous les modules” et ’adresse 0 “aucun module”. Lorsque dans
I’état initialisation 1’adresse BA du bus égale 0, le décodeur reste donc
en attente.

Normalement la programmation des modules n’est faite qu’une seule fois,
avant le décodage du premier bloc. Par la suite ’état initialisation peut étre
considéré comme un état d’attente entre les blocs.

4.3 Etat Lecture

Dans I’état lecture, cycle aprés cycle le module bloc lit du bus central deux
symboles regus S1 et S2 provenant du monde extérieur , ainsi qu’un bit / Q
indiquant si les symboles font partie de la queue du bloc. Le module garde
ces informations dans une mémoire RAM tout en incrémentant un compteur
d’adresse qui contient la longueur du bloc une fois la lecture terminée. Dans
Pétat lecture, tous les autres modules sont inactifs.

4.4 Passage de I’état lecture & I’état décodage libre

Lorsque le décodeur passe de 1’état lecture a ’état décodage libre, les ex-
tenseurs étendent le noeud-origine de l’arbre et donnent les deux successeurs
obtenus a la queue prioritaire. Ce cycle de décodage est donc particulier
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puisque les extenseurs n’utilisent pas un noeud sorti de la queue prioritaire,
mais utilisent plutot les valeurs initiales prévues pour le premier noeud de
Parbre. Exceptionnellement les deux symboles recus sont communiqués du
module bloc aux extenseurs au début du cycle, et la métrique de départ du
noeud-origine provient de la mémoire FM qui doit avoir été préalablement
programmeée dans 1’état initialisation.

4.5 Etat décodage libre

Tous les cycles suivants de décodage libre sont identiques. D’abord la queue
prioritaire met le meilleur noeud sur le bus central, puis le module bloc,le
module historique, et les modules extenseurs calculent toutes les caractéristiques
des noeuds successeur. Ces caractéristiques sont écrites sur le bus central et
lues par la queue prioritaire avant la fin du cycle. Le contrédleur utilise ensuite
les signaux HO, MO, et DF, pour déterminer quel état sera le décodeur au
cycle suivant.

e Sl y a un débordement d’historique (HO = 1), alors le décodeur passe
a I’état décodage marche-avant.

e Sl y a un débordement de métrique (MO = 1), alors le décodeur
retourne dans I’état initialisation.

e Sile décodage est terminé (DF = 1), alors le décodeur passe i 1'état
écriture.

4.6 Etat décodage marche-avant

Dans I’état décodage marche-avant, le décodeur fonctionne comme en décodage
libre & la seule exception que les extenseurs choisissent les métriques des
noeuds successeurs d’une fagon telle que seul le dernier noeud obtenu par
I'extension d'une branche 0 peut ressortir de la queue prioritaire. Pour
ce faire l’extenseur 0 donne systématiquement & son noeud successeur la
métrique du noeud-pére incrémentée de un, tandis que l’extenseur 1 force
toujours a zéro la métrique de son propre noeud successeur.
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4.7 Etat écriture

Dans I’état écriture le module historique écrit sur le bus central la séquence
décodée bit par bit. L’ordre d’écriture des bits est inversé par rapport a
Pordre de lecture des symboles recus. Pendant ce temps tous les autres
modules sont inactifs. Lorsque I’écriture est terminée, le module historique
émet sur le bus central un signal WF indiquant au contréleur que le décodeur
peut retourner dans I’état initialisation.

4.8 Signaux de controle

Alors que la communication allant du décodeur jusqu’au contréleur se fait par
le bus central—via les signaux DF, WF, HO, et MO—, la communication
dans la direction inverse se fait par des lignes séparées reliant le controleur aux
différents modules. Les Tableaux 5 et 6 décrivent ces lignes de commande.

nom abrév. | lignes
commande du module queue prioritaire | CQ 1
commande du module historique CH 2
commande du module bloc CB 2
commande des modules extenseurs CE 2

Tableau 5: Signaux de contréle des modules

Comme indiqué précédemment, le monde extérieur contrdle le décodeur
par les signaux “prochain état” (NS) et “initialise décodeur” (RD). Main-
- tenant que les entrées et les sorties du décodeur sont clairement identifiées,
une table de transition d’états du décodeur peut &tre définie [4]. La Table 7
décrit toutes les transitions d’états possibles.

5 La Synchronisation Interne du Décodeur

L’architecture du décodeur a été congue pour &tre synchronisée par une hor-
loge & deux phases sans recouvrement @1 et ¢2. Cependant, en pratique les
circuits intégrés constituant la queue prioritaire n’ont pas assez de broches
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code description

CQ =0 | lecture des noeuds successeurs
CQ =1 | écriture du meilleur noeud puis lecture des noeuds successeurs

CH = 00 | programmation

CH = 01 | mise a zéro puis ériture de ’adresse courante

CH =10 | lecture de I’adresse du peére puis écriture de ’adresse courante
CH =11 | écriture d’un bit décodé

CB = 00 | initialisation du compteur de branches
CB =01 | lecture d’une branche .
CB = 10 | écriture de la premiére branche puis de la deuxiéme

CB =11 | lecture de la profondeur puis écriture de la branche correspondante

CFE = 00 | programmation

CE = 01 | extension du premier noeud de I’arbre

CE =10 | extension du meilleur noeud en décodage libre

CE =11 | extension du meilleur noeud en décodage marche-avant

Tableau 6: Description des signaux de contréle

pour permettre le transfert de toutes les données requises en deux phases
seulement, et une troisieme phase ¢3 a donc due étre ajoutée. Ainsi
intérieur d’un cycle de décodage les circuits de la queue prioritaire écrivent
sur le bus central le meilleur noeud durant ¢1, et lisent les deux noeud suc-
cesseurs durant ¢2 et ¢3.

L’Annexe B du rapport donne le détail de I'utilisation du bus central par
les différents modules pour les trois phases ¢1, ¢2, et $3. L’utilisation du
bus central change selon 1’état dans lequel se trouve le décodeur, et chaque

transfert de données doit étre rigoureusement synchronisé pour éviter toute

“collision” sur le bus. Rappellons que le contréleur lit les signaux du bus
durant ¢2 et propage les signaux de commande des modules durant #l.

De facon interne tous les modules du décodeur effectuent leurs calculs
en utilisant deux phases seulement. Conséquemment, ormis le nombre in-
suffisant de broches de quelques’ circuits intégrés, le décodeur pourait trés
bien fonctionner avec deux phases. L’architecture naturellement paralléle du
décodeur n’est donc pas pleinement exploitée, et une réalisation éventuelle
du décodeur entier sur un seul circuit intégré permettrait d’augmenter con-
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valeurs lues durant ¢2 valeurs écrites durant ¢1
entrées état état sorties
NS | RD | DF |WF | HO | MO | présent | suivant | CQ | CH |CB | CE
0 0 X X X X initial. initial. 0 00 | 00 | 00
1 0 X X X X initial. | lecture 0 00 00 | 00
0 0 X X X X lecture | lecture 0 00 | 01 | 00
1 0 X X X X lecture | déc. lib. | 0 01 10 | 01
X 0 0 X 0 0 déc. lib. | déc. lib. | 1 10 11 10
X 0 0 X 1 0 déc. lib. | déc. av. 1 10 11 11
X 0 X X X 1 déc. lib. | initial. 0 00 | 00 | 00
X 0 1 X X 0 déc. lib. | écriture | 0 11 00 | 00
X 0 0 X X 0 déc. av. | déc. av. | 1 10 11 11
X 0 X X X 1 déc. av. | initial. 0 00 | 00 | 00
X 0 1 X X 0 déc. av. | écriture | 0 11 00 00
X 0 X 0 X X écriture | écriture | 0 11 00 | 00
X 0 X 1 X X écriture | initial. 0 00 { 00 | 00
X 1 X X X X tous initial. 0 00 | 00 | 00

Tableau 7: Transitions d’états du décodeur

sidérablement sa vitesse de fonctionnement.

6 Codes Perforés a Taux Elevés

On obtient un code perforé de taux Rp = U/V si on omet systématiquement
de transmettre certains symboles provenant de la sortie d’un codeur de taux
Ry, (Rp > Ry) [5,6]. Ces codes sont particuliérement attrayants d’un point
de vue pratique puisqu'il est possible de décoder un code perforé de taux Rp
avec un décodeur de taux Ry ayant une complexité réduite. Par exemple un
code perforé de taux Rp = 16/17 peut étre décodé avec un simple décodeur
de taux Ry = 1/2, alors que le décodage d’un code non-perforé nécessiterait
I'utilisation d’un décodeur de taux 16/17 considérablement plus complexe.
Ainsi le décodeur de taux Ry = 1/2 présenté dans ce rapport peut &tre utilisé
avec des codes de taux Rp = U/V,avec U =1,2,...,16 et V = 2,3,...,32
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(U < V).

A TDintérieur du décodeur la perforation d’un symbole consiste & forcer
a zéro la métrique de symbole correspondante. Afin de simplifier cette
opération chaque extenseur contient un tableau des patrons de perforation
(PP) indiquant pour chacune des U branches comment perforer les deux
symboles. Puisque U est inférieur ou égal & 16 et que 2 bits sont nécessaires
pour commander la perforation, le tableau est gardé dans une mémoire com-
prenant 16 registres de 2 bits. Cette mémoire peut étre programmée lorsque
le décodeur est dans I’état initialisation.

Pour savoir lequel des U patrons appliquer & une branche donnée, les
extenseurs doivent trouver ou se situe le noeud qu’ils étendent & intérieur
de la branche du code perforé de taux Rp. Pour éviter un calcul et accélérer
le décodage un nombre de 4 bits (PE) est associé & chaque noend exploré.
Ce nombre est incrémenté par les extenseurs et remis & zéro s'il atteint une
valeur limite RN égale au numérateur U du taux de codage Rp. Cette
valeur limite peut elle aussi étre programmeée lorsque le décodeur est dans
I’état initialisation.

7 Conclusions

Un décodeur séquentiel & pile utilisant une architecture originale a été présenté.
Des étudiants de 2¢ cycle de I’Ecole Polytechnique ont commencé la concep-
tion des premiers circuits intégrés (VLSI) qui constitueront le décodeur. Le
principal attrait du décodeur s’avere étre sa queue prioritaire systolique qui
peut ordonner les noeuds de la pile trés rapidement.

Il a été démontré qu’a I'intérieur d’un cycle cette queue prioritaire peut
lire deux noeuds différents puis livrer sans délai le meilleur noeud qu’elle
contient. Le fonctionnement du décodeur est aussi remarquable par sa sim-
plicité. Enfin une approche consistant 3 sectionner le décodeur en différents
modules a été utilisée pour en faciliter I’étude.

On peut affirmer que la vitesse du décodeur sera limitée seulement par la
durée des calculs requis pour ’extension d’une branche—encodage et addition
sur 17 bits—et par I'insertion d’une troisiéme phase d’horloge permettant 4 la
queue prioritaire de lire le deuxiéme noeud successeur. Le décodeur devrait
donc pouvoir fonctionner & une vitesse de plusieurs millions de cycles par
seconde.
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Il est surprenant de constater que l'opération qui consiste & ordonner
les noeuds ne fait pas partie du chemin critique et ne ralentit donc pas le
décodeur. Rappellons que cette opération nécessite un temps de calcul tres
* important lorsque l'algorithme & pile est implanté de facon traditionnelle,
c’est & dire sans une queue systolique prioritaire.
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Annexe A

De fagon générale chaque cycle de fonctionnement de la matrice systolique se
décompose en quatre étapes. On suppose que les noeuds entrent et sortent
par le bas de la matrice:

1. Entrée de (M — 1) nouveaux noeuds dans la matrice et décalage de
tous les autres noeuds de deux positions vers le haut.

2. Simultanément, & U'intérieur de chaque tranche de M noeuds: mise en
ordre de sorte que le meilleur noeud se retrouve dans la position la plus
basse de la tranche. Les positions des (M — 1) autres noeuds sont sans
importance.

3. Sortie du meilleur noeud de la matrice et décalage de tous les autres
noeuds de une position vers le bas.

4. Mise en ordre identique & I’étape 2, et retour & l'étape 1.

Le Tableau 8 donne un exemple pour M égal & trois. Les lettres e, o, et
s représentent respectivement une entrée, une mise en ordre, et une sortie.

eo|sojeo|so|leo|so|leo|lsoleo]|so
11

21 22|11

55 1211112222

59 71152153[22122(20

65 87155(122(111]33(32|90/22

56|55 |78|77117(25({35[32]09/(02

6 8 7 ) 9

Tableau 8: Exemple de fonctionnement de la queue prioritaire

Pour démontrer que seul le meilleur noeud peut sortir de la matrice une
preuve par induction sera utilisée. Associons a chaque noeud de la matrice
une hauteur positive et non-nulle, et faisons ’hypothese que la borne qui suit
est correcte apres m cycles de fonctionnement.
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Borne 1 Le :°™° meilleur noeud peut seulement se retrouver & une hauteur
k telle que 1 <k < M(i—1)+1.

Vérifions qu’apreés (m+1) cycles cette borne est toujours valide en étudiant
les quatre parties d'un cycle.

1. Entrée de (M — 1) noeuds dans la matrice: dans le pire des cas les
nouveaux noeuds sont infiniment mauvais, et la borne devient:

Borne 2 Le i*™¢ meilleur noeud peut seulement se retrouver & une
hauteur k telle que 1 < k < M.

2. Mise en ordre: si un noeud n se trouve & une hauteur k telle que
M@ —1)+1 <k < Mi, alors les 1°" ... (i — 1)*™¢ noeuds meilleurs
que le noeud n ne peuvent pas étre dans sa tranche, et le noeud n
descend alors jusqu’a I’hauteur k = M(7 — 1) 4+ 1 correspondante & la
borne 1. D’autre part si le noeud n se trouve & une hauteur k telle que
k < M(i— 1)+ 1, alors la mise en ordre peut faire monter le noeud—
seulement a l'intérieur de la méme tranche—sans violer la borne 1.

3. Sortie d’un noeud de la matrice: comme apres I’étape 2 la borne 1 est
valide, c’est le meilleur noeud (7 = 1) qui sort, et tous les autres noeuds
de la pile se retrouvent décalés d’une position vers le bas. A la fin de
I’étape 3 la borne 1 n’est plus valide, mais la borne 2 redevient correcte.

4. Mise en ordre: méme raisonnement qu’d I’étape 2, ce qui réétablit la
borne 1 comme la borne valide, vérifie notre hypothese, et termine la
preuve par induction.
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Annexe B

L’utilisation du bus central par les différents modules du décodeur varie selon
la phase d’horloge qui est active (41, ¢2, ou $3), et I’état dans lequel se trouve
le décodeur. Dans les Tableaux 9 & 23 I’écriture et la lecture d’une donnée sur
le bus sont représenteés par les lettres “e” et “I” respectivement. Il est & noter

que le module historique lit et écrit chaque bit d’information en utilisant une
des lignes “état” (ST) du bus.
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NM ST NA ND PE 51 82 IQ | DF WF HO MO

BA DA

queue - - - -
hist. - - - -
bloc - - - -
ext.0 - - - -
ext.1 - - - -
monde - - - -

D e b et e b

D b o ]

Tableau 9: Etat initialisation durant ¢1

NM ST NA ND PE St 82 1Q | DEF WF HO MO

queue - - - -
hist. - - - -
bloc - - - -
ext.0 - - - -
ext.1l - - - -
monde - - - -

Tableau

10: Etat initialisation durant ¢2

NM ST NA ND PE 51 S2 10| DF WF HO MO

“queue - - - -

bloc - - - -
ext.0 - - - -
ext.1 - - - -
monde - - - -

Tableau

11: Etat initialisation durant ¢3
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NM ST NA ND PE S1 52 1Q | DF WF HO MO

queue - - - - - - - Z - T N N
hist. - - - - - - - - - . - .
bloc - - - - - 1 1 1 - - - .
ext.0 - - - - - - - - - . . .
ext.1 - - - - - - - . - - . .
monde - - - - - e e e - - - .

Tableau 12: Etat lecture durant ¢1

NM ST NA ND PE 51 S2 1Q | DF WF HO MO

queue - - - - - - - - - - - -
hist. - - - - . - . - _ . . _
bloc - . - - . - . - _ . . _
ext.0 - - - - - - . - - - - -
ext.1 B - - - - - - - - - - -
monde - - - - - - - . . - - .

Tableau 13: Etat lecture durant ¢2

NM ST NA ND PE 51 S2 IQ | DF WF HO MO

queue - - - - - - - - - - - -

bloc - - - - - - - - - - - -
ext.0 - - - - - - - - - - - .
ext.1 - - - - - - - - - - - -
monde - - - - - - - - - - - .

Tableau 14: Etat lecture durant ¢3
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NM ST' NA ND PE S1 S2 IQ | DF WF HO MO BA DA
queue - - - - - - - - - - - - - -
hist. - - - - - - - - - - - - - -
bloc - - - - - e e 3 - - - - - -
ext.0 - - - - - 1 1 1 - - - - - -
ext.1 - - - - - 1 1 1 - - - - - -
monde - - - - - - - - - - - - - -

Tableau 15: Etat décodage libre (de lecture) durant 41

NM ST NA ND PE S1 S2 IQ | DF WF HO MO BA DA
queue 1 1 1 1 1 1 1 -1 - - - - -
hist. - - e - - - - - - - e - - -
bloc - - - e - e € e e - - - - -
ext.0 e e - - e - - - - - - e - -
ext.1l - - - - - - - - - - - e - -
monde - - - - - 1 - 1 1 - -

Tableau 16: Etat décodage libre (de lecture) durant ¢2

NM ST NA ND PE S1 52 IQ ] DF WF HO MO BA DA
queue 1 1 1 1 1 1 1 1 - - - - - -
hist. - - e - - - - - - - e - - -
bloc - - - e - e e e e - - - - -
ext.0 - - - - - - - - - - - e - -
ext.1l e e - - e - - - - - - e - -
monde - - - - - - - - - - -

Tableau 17

: Etat décodage libre (de lecture) durant ¢3
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NM

ST NA ND PE S1

52

1Q

DF WF HO MO

queue
hist.
bloc
ext.0
ext.l
monde

€

[

e

[ S S

e
1

e

]

€

e g

e

[

b o e b

Tableau 18: Etat décodage libre ou marche-avant durant ¢1

NM

ST NA ND PE 51

DF WF HO MO

queue
hist.
bloc
ext.0
ext.1
monde

[ T -

@ ¢

(R SR -

—_—n o

Tableau 19: Etat décodage libre ou marche-avant durant ¢2

NM ST NA ND PE 51

S2

MO

queue
hist.
bloc
ext.0
ext.l
monde

1

[ S -

1

L

'

i
e

1Q
1
e

LI s S

Tableau 20: Etat décodage libre ou marche-avant durant ¢3

27




NM ST NA ND PE S1 852 IQ | DF WF HO MO | BA DA
queue - - - - - - - - - - - - - -
hist. - e - - - - - - - - - - - -
bloc - - - - - - - - - - - - - -
ext.0 - - - - - - - - - - - - - -
ext.1l - - - - - - - - - - - - - -
monde - 1 - - - - - - - - - - - -

Tableau 21: Etat écriture durant ¢1 .

NM ST NA ND PE S1 82 1Q | DF WF HO MO BA DA
queue - - - - - - - - - - - - - -
hist. - - - - - - - - - e - - - -
bloc - - - - - - - - - - - - - -
ext.0 - - - - - - - - - - - - - -
ext.l - - - - - - - - - - - - - -
monde - - - - - - - - - 1 - - - -

Tableau 22: Etat écriture durant ¢2

NM ST NA ND PE S1 82 IQ | DF WEF HO MO | BA DA
queue - - - - - - - - - - - - - -
hist. - - - - - - - - - e - - - -
bloc - - - - - - - - - - - - - -
ext.0 - - - - - - - - - - - - - -
ext.1 - - - - - - - - - - - - - -
monde - - - - - - - - - - - - - -

Tableau 23: Etat écriture durant ¢3
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Annexe C

Le Tableau 24 donne ’abréviation et la description de tous les signaux utilisés
dans ce rapport.
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abrév.

description

traduction anglaise

BA
C1
C2
CB
CE
CH
cQ
DA
DF
FM
HO
ID
1Q
MA
MO
NA
ND
NM
NS
PE
PP
RD
RN
SM
51
52
ST
WF

adresse sur le bus central
connections de ’arbre d’encodage 1
connections de ’arbre d’encodage 2
commande du module bloc
commande des modules extenseurs
commande du module historique
commande du module queue prioritaire
donnée pour 'initialisation
décodage terminé

métrique initiale du noeud-origine
débordement d’historique
identification de I’extenseur
branche dans la queue du bloc
adresse de module

débordement de métrique de noeud
adresse du noeud dans D’historique
profondeur dans le bloc

métrique accumulée

passe au prochain état

valeur du compteur de perforation
patrons de perforation

initialise décodeur

numérateur du taux de codage
table des métriques de symboles
symbole regu 1

symbole recu 2

état du codeur

écriture terminée

bus address
connections 1
connections 2
control bloc
control extenders
control history
control queue
data

decoding finished
first metric
history overflow
identity

inside queue
module address
metric overflow
node address
node depth

node metric

next state
perforate
perforation patterns
reset decoder
rate numerator
symbol metrics
symbol 1.
symbol 2

state

writing finished

Tableau 24: Résumé de tous les signaux
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