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RESUME

Gréce aux grilles informatiques (GRID), les projets difficiles a résoudre sont devenus
envisageables pour les communautés scientifiques de petite et moyenne taille: des projets tels
gue des simulations d’ écosystemes, des simulations météorologiques, d analyses de molécules,
d analyses de signaux, de recherches biomédicales ou autres problémes ayant de réels impacts
socio-économiques. Favorisant ainsi les découvertes scientifiques, les GRID depuis le début des
années 90 ont vu leur popularité s accroitre. Aujourd hui, elles ne se limitent plus gu’ aux
applications scientifiques, nous les retrouvons dans les plateformes de commerce électronique et
de services Web. Leurs utilisations dépassent dorénavant les limites traditionnelles d'un réseau
privé et il devient courant de voir des GRID faisant appel a des ressources tierces d autres
réseaux. Cependant, cette expansion des GRID a d’ autres réseaux ne garantit plus une topologie
fixe des ressources. L’ environnement d’ utilisation des GRID devient trés souvent dynamique ou
méme mobile et les GRID existantes ne nous permettaient pas d’ exploiter les ressources mobiles
efficacement. Dans un environnement ou il y a fréguemment des déconnexions entre les liens des
ressources de la GRID, le retard dans le traitement d’ une requéte augmente significativement. La
problématique de la faible performance des GRID de troisieme génération dans des
environnements dynamiques et mobiles nous a encouragé a fixer des objectifs d’ améioration de
I”architecture des GRID.

L’ architecture GRID proposée dans ce mémoire introduit une nouvelle génération de GRID
plus flexible, plus dynamique, mais auss intelligente. En effet, les nouveaux concepts de
mobilité introduits dans I'architecture de notre GRID lui permettent de s adapter aux
environnements dynamiques, mais aussi de prendre en considération la mobilité de certaines
ressources et la qualité de service des réseaux utilisés. Pour y arriver, dans une premiére phase,
nous avons amélioré le support de la mobilité des taches et des ressources des GRID existantes.
Suite a cela, nous y avons introduit des concepts de mobilité : I'habilité de transférer a
I”avancement des taches a d autres ressources de la GRID; ' habilité de poursuivre le traitement
des taches dgja en cours sans nécessairement étre connecté en permanence a la GRID; et pour
finir, I"habilité de coopérer directement avec d autres ressources. De plus, la topologie de la
GRID aauss été révisée afin de marquer le changement de génération de GRID. Dans un groupe
de travail d'une GRID, les ressources ont été rassemblées en grappes hiérarchisés par un

ensemble de tétes de grappe. Le nombre de tétes de grappe dans un groupe de travail et de



Vi

ressources formant une grappe n'est pas fixe, la topologie se base sur des indices de
performances et de qualité de services pour S adapter aux environnements des différentes
ressources de la GRID.

Afin de tester notre proposition, nous avons développé un simulateur dans lequel nous avons
implémenté le comportement général des différentes générations de GRID, dont celle que nous
proposons. L’évaluation de notre architecture GRID démontre que notre GRID de nouvelles
générations se comporte aussi bien que les GRID existantes dans un environnement stable, peu
dynamique et en ne considérant que des ressources voisines. |l est en effet difficile de dépasser
les performances des GRID déja existantes dans des environnements locaux. La qualité de
service de ces réseaux y étant fixe et élevée, les nouveaux concepts de mobilités introduits dans
notre architecture GRID n’améiorent pas le fonctionnement globa de notre GRID dans ce type
d’ environnement.

L'amélioration des performances de notre architecture GRID par rapport aux autres
générations de GRID sont visibles dées que I’ environnement devient plus dynamique et que nous
considérons des ressources distantes. La qualité de service des liens entre des nceuds de différents
résealx est rarement idéale. Pour communiquer entre deux ressources, les messages ne passent
plus par un ou deux cébles d’une méme technologie, mais par un ensemble de chemins possibles
de différente qualité de service et de technologie. L’amélioration des performances est encore
plus significative lorsque le nombre de tétes de grappe augmente ainsi que |’indice de mobilité
des ncauds. Par exemple, en considérant que 80 % des ressources de la GRID sont dans un
environnement dynamique, nous améliorons la performance des GRID existantes de 48 % dans

les meilleurs cas mesurés.
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ABSTRACT

Thanks to the GRID computing, complex projects became possible to be solved by scientific
communities of small and medium size. Projects such as ecosystems simulations, metrological
simulations, molecules analyses, signals analyses, biomedical research or other problems having
real socio-economic impacts. Thus supporting the scientific discoveries, the GRID since the
beginning of the Nineties saw their popularities increasing. Today, they aren’t anymore limiting
by scientific applications. Now, we find them in business platform and also Web services. Their
uses exceed the traditional limit of a private network. It becomes current to see GRID calling
upon third-party resources through other networks and Internet. However, this expansion of the
GRID to other networks doesn’t guarantee a stable topology of the resources. The environment of
use of the GRID becomes usually dynamic or even mobile.

The GRID architecture that we suggest introduces a new generation of more flexible, more
dynamic and also intelligent GRID. Indeed, the new concepts of mobility introduced into the
architecture of our GRID consider the mobility of certain resources and the quality of service of

networks used. With it, GRIDs can now evolve dynamically with environments.
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CHAPITRE 1
INTRODUCTION

De nos jours, les réseaux d ordinateurs sont omniprésents que ce soit dans les milieux
publics, les milieux privés ou mémes chez-soi. Ces réseaux sont composés d’ interconnexions qui
mettent a notre disposition un grand nombre de machines pouvant partager leurs puissances de
calcul, faisant d’ eux des ressources trés convoitées. Issue de cette idée de partager des ressources,
un grand nombre de projets proposent des architectures de grilles informatiques (GRID)
permettant d exploiter les ressources inutilisées pour accélérer les performances d exécution
d applications. Il devient donc envisageable d accélérer le processus aux longues recherches de
solution de problemes dits NP-difficiles ou NP-complets sans nécessairement disposer d' une
importante infrastructure informatique, telle qu’un superordinateur ou un ensemble de clusters.
Gréces aux GRID, des projets difficiles a résoudre tels que les simulations d’ écosystemes, les
simulations météorologiques, I'analyses de molécules, I’analyses de signaux, les recherches
biomédicales ou autres problémes avec un réel impact socio-économique, sont devenus des
projets envisageables pour des communautés scientifiques de petite et moyenne taille. Favorisant
ainsi les découvertes scientifiques, les GRID, depuis le début des années 90 ont vu leur popularité
s accroitre. Aujourd hui, elles ne se limitent plus qu aux applications scientifiques. Nous les
retrouvons dans des plateformes de commerces électroniques ainsi que dans des plateformes de
services web. Leurs utilisations dépassent dorénavant les limites traditionnelles d’ un réseau prive.
Il devient courant de voir des GRID utilisant des ressources tierces a travers divers réseaux tels
gue I’ Internet. Cependant, cette expansion des GRID a d’'autres réseaux ne garantit plus une
topologie des ressources fixes. La topologie éant en constante évolution, |’environnement
d utilisation des GRID passe donc d'un état tres souvent stable a un état dynamique ou méme
mobile.

Dans ce chapitre d’introduction, nous présenterons tout d’ abord les concepts de base liés au
domaine des GRID et des réseaux informatiques, qui serasuivi de la présentation des é éments de
la problématique soulevés par notre recherche. Suite a cela, nous exposerons les objectifs et les

activités envisageées pour les réaliser. Nous terminerons par un apercu du plan de notre mémoire.



1.1 Définitions et concepts de base

Une ressource est une machine munie d’ au moins un processeur (CPU) pouvant réaliser des
calculs. Les plus répandues sont les ordinateurs de bureau et les ordinateurs portables, ainsi que
les PDA, téléphones cdllulaires, de mémes gue les consoles de jeux vidéo. Leurs principales
caractéristiques sont leurs puissances de calcul et leurs espaces mémoire.

La puissance de calcul est grossierement quantifiée comme la somme des fréquences des
processeurs composant une ressource. Plus la fréquence est élevée, plus la puissance de calcul
I’est aussi. La puissance de calcul représente le nombre d'instruction informatique pouvant étre
traitées a la seconde par la ressource. En général, un noaud ayant une puissance de calcul de
1 GHz peut traiter 10° instructions informatiques en une seconde.

Un superordinateur est un ordinateur composé d’ un trés grand nombre de processeurs mis en
paraléle. La particularité de cette ressource informatique est qu’ elle offre une énorme puissance
de calcul dans un seul et méme ordinateur.

Un cluster, aussi appelée une «grappe de serveurs», est un ensemble de ressources
homogenes dédiées, localisées dans un méme environnement et organisees de maniére
centralisée. Elles sont gérées de maniere globale et permettent de dépasser les limites de calcul
des ressources actuelles.

Une grappe est un regroupement de ressources indépendantes et hiérarchisées. Leurs
dispositions dans le réseau suivent une topologie centraliseée autour d’ une ressource coordinatrice
surnommee la « téte de grappe ».

Une grille informatique, aussi appelée GRID, est définie comme étant un systéme
informatique paralléele et distribué. Son objectif est de traiter les requétes qu’il recoit. Elle permet
d utiliser plus efficacement des ressources informatiques disponibles dans une entreprise, un
laboratoire ou méme sur |'Internet. Cela, sans affecter la productivité des utilisateurs avec
lesquels elle partage ces ressources. Les principales caractéristiques des GRID sont de supporter
un trés grand nombre de ressources hétérogenes et distribuées géographiquement de maniére
souvent dynamique et d offrir de hautes performances en termes de puissances de calcul. Tous
ces calculs, se font de maniére virtuelle et transparente. La GRID regroupe des ressources ayant
différentes puissances de calculs, différentes tailles de mémoires virtuelles, assemblés par
différents constructeurs et exécutant différent systémes d’ exploitation (OS).



Une requéte est une tache globale a réaliser par une GRID. Une requéte doit étre divisible en
plusieurs taches. Chaque tache seratraitée par une ressource ou divisée en sous-taches qui seront
redistribuées a d’ autres ressources.

Une topologie de réseau représente |’ architecture d’un réseau. Elle informe sur le modéle
d organisation du réseau. Elle détermine la position de chacune des ressources informatiques
(surnommé noaud) dans le réseau ainsi que les liens existants qui lesrelie.

Un noaud représente une ressource informatique dans un réseau. C’est un ensemble de noauds
interconnectés qui forme latopologie d’ une GRID.

Un ncaud voisin est un noeud avec lequel il existe une connexion réseau direct pour
communiquer avec lui.

Une table de routage est une table d’ information qui contient les chemins des noeuds par
lesquels il faut passer pour envoyer un message a un autre nceud du réseau. Si le noeud
destinataire est un noaud voisin, le chemin dans la table de routage pour le joindre sera vide
puisque les noauds peuvent communiquer directement. Sinon, le chemin sera compose de la suite
des noauds intermédiaires par lesquels les messages devront passer afin d’ arriver au nceud
destinataire.

Une topologie centralisée est un modele en réseau informatique. Elle est composée d’un
« serveur » s occupant de la coordination des traitements des requétes, et d'un ensemble de
« clients» connecté au serveur qui traite les taches qui lui sont assignées par celui-ci. Nous
parlons de réseau centralisé, car toutes les communications et échanges d’'information entre
clients passent par I’ intermédiaire du serveur.

Une topologie paire a paire surnommeée P2P, est un modele en réseau informatique dont les
ressources peuvent autant étre « serveur » que « client » ou méme les deux. Ce modele s oppose a
une topologie centralisée, car il N’ est plus nécessaire pour un client de passer par un serveur pour
communiquer avec un autre client. 1l est souvent formé de ressources indépendantes et anonymes.

Un environnement dit dynamique est un réseau en constante évolution dans le temps. Cette
dynamique force aussi la topologie des ressources informatiques hébergées dans le réseau a
évoluer constamment avec elle. De nouvelles ressources peuvent s gouter a tout moment au
réseau, mais d' autres peuvent auss le quitter. Une déconnexion au réseau peut étre volontaire ou
involontaire de la part d’une ressource. Si elle est involontaire, nous parlerons de déconnexion

forcée, sinon nous parlerons plutét d’ une déconnexion douce.



Un environnement dit mobile est un environnement trés dynamique dans lequel les
ressources peuvent se déplacer géographiquement, tout en restant connectées et accessibles.
Généralement, la liberté de mouvement de ces éléments est limitée par les contraintes de la
qualité de service desliens.

La qualité de service d' un réseau (QdS) est la capacité de transmettre du trafic sur le réseau
en garantissant certaines contraintes de qualité comme le débit, la bande passante, le délai de
transmission, e taux de perte de paguets, etc.

Un service web est un intergiciel de communication permettant |’ échange de donnée entre
différents systemes et applications.

Un probleme dit NP-difficile ou NP-complet est un probleme pour lequel a partir d'une
certaine taille, il n'existe aucun algorithme polynomial pouvant le résoudre. Pour cela, nous
utilisons des méthodes de résol ution appel ée métaheuristiques.

Les méaheuristiques sont un ensemble de méthodes d optimisation et de résolution
algorithmiques permettant de faire une approximation de I’optimum global d’un probleme a
résoudre en se rapprochant rapidement de la meilleure solution possible.

L’ accélération paralélex est une métrique permettant d’ évaluer la performance d'une
paralélisations. En supposant que tous les processeurs ont la méme puissance de calcul, ce
facteur d'accélération consiste a faire le rapport entre le temps d’ exécution séquentielle ts et le

temps d’ exécution paralléle t, sur I’ ensemble des n processeurs disponibles :

(1.2)

Théoriquement, I’ accélération paralléle idéale est atteinte quand <= n. Dans cette situation
idéale, letemps de calcul parallelet, est égal au temps de calcul séquentiel ts divisé par e nombre
de processeursn.

Un agent mobile est une entité logicielle qui se déplace de plateforme (ressource
informatique) en plateforme. 1l représente généralement une téche a effectuer. 1l se charge de
négocier avec chaque plateforme sur son chemin afin de s assurer gu’ elle |I’aidera a la réalisation
de la téche qu’il accompagne. Une fois sa tache complétée, il retourne a la plateforme qui I'a
envoyeé.



1.2 Elémentsdela problématique

Les GRID actuels sont trés efficaces. Leurs architectures supportent un grand nombre
d applications et leurs flexibilités permettent d exploiter un trés grand nombre de ressources.
Cependant, leur conception est orientée vers la performance ce qui ne leur permet pas de
S étendre au-dela des réseaux fixes. Méme s leur popularité tend a les introduire dans des
environnements dynamigques ou méme mobiles, leurs performances sy dégradent de maniere
significative.

En effet, la majorité des concepteurs de GRID ne prennent pas en considération la qualité de
service des réseaux. Méme s'il existe des mécanismes de qualité de service qui permettent aux
requétes de s assurer que la GRID dispose des ressources nécessaires pour les exécuter, un grand
nombre de facteurs ne sont pas pris en compte, tels que les délais de communication entre les
ressources de la GRID, leur stabilité ainsi que leurs périodes de disponibilité. Présentement, une
ressource d'un GRID ayant une téche a réaliser se doit de la finir, sinon le travail effectué est
perdu. Elle ne peut pas transmettre le travail déja accompli & une autre ressource si elle désire se
retirer de la GRID. D’autre part, méme s I’architecture des GRID actuels est plus flexible,
certains de ces éléments restent encore statiques, comme le choix de serveur de coordination.
Toutes ces lacunes rendent I’ utilisation des GRID actuels impossibles dans un environnement ou

les liens de communication sont souvent éphémeéres.
1.3 Objectifsderecherche

L’ objectif principal de ce mémoire est de proposer une architecture de GRID de nouvelle
génération utilisable dans un environnement dynamique ou mobile. Cette nouvelle architecture
pourra supporter de nouvelles applications mobiles et pourra optimiser I’ utilisation des ressources
mobiles.

Pour ne pas avoir a concevoir une architecture GRID de zéro, nous tenons pour acquis
certains éléments ayant dgja fait leur preuve dans I’ architecture des GRID actuelles, puis nous
proposons d’ améliorer les points suivants :

= La mobilité des ressources: Afin de rendre une GRID compléetement dynamique et

fonctionnelle dans un environnement mobile.

= Lamobilité des taches: Afin de décentraliser les groupes de travail et de rendre les

ressources plus indépendantes dans le traitement de leurs taches.



Un fois les améliorations apportées, nous compléterons notre architecture de GRID en
introduisant les concepts suivants :

= |etransfert del’avancement des réalisations de tches entre ressources;

» |e travall «hors groupe» et «pair-a-pair ». Plus précisément, permettre a une
ressource qui s est déconnectée temporairement d’'un groupe de travail, de finir sa
tache s possible seul ou avec d'autres ressources voisines. Puis d envoyer ses
résultats ala prochaine connexion au groupe;

= |aformation en grappe des groupes de travail en considérant la qualité de service des

réseaux exploités.

Pour ce faire, le cheminement de notre mémoire a été décomposé en trois grandes phases.
Chaque phase constitue un ensemble d’ activités aréaliser.

La premiére phase implique tout d abord I’ analyse de I’ architecture des GRID précédentes.
Avant de proposer une architecture de GRID, nous devons identifier clairement les différents
éléments constituant les architectures de GRID des générations précédentes. Il nous faudra auss
déterminer I'impact d une architecture GRID totalement dynamique sur les performances d’'un
réseall.

Dans la seconde phase, nous indiquerons les éléments des architectures GRID précédentes
gue nous prendrons pour acquis. Méme s ces éléments sont déja fonctionnels, nous alons
proposer des améliorations afin de réduire les impacts de la mobilité des ressources sur la durée
du traitement d'une requéte. Nous remplacerons les é éments de |’ architecture des GRID encore
statiques par des éléments dynamiques. Pour organiser la topologie de notre GRID, nous alons
présenter des métriques de mesures de la qualité de service et les mécanismes permettant
d optimiser les échanges de données au sein d’ un groupe de travail.

Lors de la troisieme phase, nous développerons I’ architecture GRID que nous proposons.
Nous utiliserons une plateforme indépendante aux systémes d’exploitation des ressources. Le
choix d’ une plateforme indépendante pour développer notre architecture GRID nous permettra de
regrouper un plus grand nombre de ressources hétérogenes. Puis nous testerons notre GRID dans
différents types d’ environnements et nous comparerons |’ évolution de ces performances a celles
des GRID précédentes.



1.4 Plan du mémoire

En suivant les différentes phases d’ activités a réaliser présentées précédemment, le chapitre
suivant portera sur un rappel des architectures GRID existantes. Nous présenterons et analyserons
les différentes générations de GRID.

Au troisieme chapitre, nous présenterons notre architecture GRID de nouvelle génération, les
révisons apportées par rapport aux versions précédentes ains que les nouveaux concepts
introduits tels, le transfert de tache, le travail « hors groupe », le P2P et la formation en grappe du
groupe de travail.

Les détails techniques de I'implémentation de la plateforme seront présentés au quatriéme
chapitre, mettant |I’emphase sur les différents concepts et mécanismes propres a la nouvelle
génération de GRID proposée. Nous réaliserons aussi une analyse des performances de notre
architecture GRID comparativement aux générations précédentes.

En guise de conclusion, le cinquiéme chapitre fera un bref rappel des innovations introduites
dans notre architecture GRID de nouvelle génération et proposera des améliorations futures.



CHAPITRE 2
ANALYSE DESARCHITECTURESGRID

Le concept de GRID est I’aboutissement de plusieurs dizaines d’années de recherches et
d expériences avec un grand nombre de produits commerciaux. Pour mieux comprendre
I"architecture des GRID, nous allons commencer dans ce chapitre par un survol de I’ histoire des
réseaux d ordinateurs. Nous présenterons les différentes générations d' architecture des GRID
actuels; pour chacune d'elle, nous exposerons leurs architectures globales, nous identifierons

leurs avantages et inconvénients puis nous citerons quel ques projets qui en ont découlé.
2.1 Bref historique desreéseaux d’ordinateurs

Le besoin en puissance de calcul existe déa depuis plus d' un demi-siecle. |l afallu attendre
1965 pour que le premier ordinateur central IBM System/360 [1] voie le jour. A cette époque le
mot « ordinateur » signifiait une machine de grande taille (pouvant s étendre a toute une salle de
réunion) dont le temps d’ utilisation était partagé entre ses utilisateurs. Malgré la programmation
des taches &1’ aide de cartes perforées, son imposante taille et sa faible puissance de calcul de 10°
instructions informatiques par seconde (comparativement & 9,7 10° pour un processeur Intel
Pentium 4 cadencé a 3,2 GHz) [2]; son fort succés a été I’initiateur des projets de recherche en
informatique. Sa capacité a exécuter plusieurs programmes inspira le développement des
ordinateurs des années suivantes.

C'est a partir des années 70 que les mini-ordinateurs ont été commercialisés. Légérement
moins performants, de la taille d’armoires et destinées au budget des moyennes entreprises, les
mini-ordinateurs ont rapidement remplacé les ordinateurs centraux. Le souci de rentabiliser
I"investissement dans ces machines colteuses a poussé |I’amélioration du systeme de partage de
taches. Contrairement aux ordinateurs centraux qui ne pouvaient exécuter qu’ une tache alafois,
le partage de la puissance de calcul a permis au mini-ordinateur d étre multitdche. Cette
amélioration tres attendue par la clientéle a été permise grace a I'introduction du systeme
d exploitation multitache tel qu'UNIX [3]. En effet, le systéme d exploitation jouant le role
d’ intermédiaire entre les utilisateurs et le matériel, la programmation des taches a été simplifiée et
la planification de leurs exécutions a été automatisée. Malgré tous les avantages apportés par les

mini-ordinateurs, leur essor N’ a duré que quelques années.



L avancement technol ogique des recherches en matériel informatiques a permis la réduction
de tous les éléments de I’ unité de calcul en un seul et unique petit ensemble de transistors. Cette
prouesse nommeée microprocesseur faite par la compagnie Intel alafin des années 80 a introduit
une troiseme catégorie d' ordinateur, les «micro-ordinateurs» aussi connus sous le nom
d ordinateur personnel. Leurs faibles colts ainsi que I’émergence des systemes d’ exploitation a
interfaces graphiques tels que DOS et Windows, permirent au micro-ordinateur d inonder les
marchés informatiques jusqu'a aujourd’ hui. Tres rapidement, les ordinateurs centraux connus
pour étre la catégorie des ordinateurs les plus puissants ont été remplacés par des réseaux de
micro-ordinateur, ouvrant ainsi lavoie aux recherches dans le domaine des réseaux d’ ordinateurs,
soit au « Network Computing ».

Les clusters furent la premiére configuration réseau d’ordinateurs dédiée aux traitements
massifs de taches paralléles. La premiére version commerciale mature de cette technologieavu le
jour en 1984. Vendu & I'unité, chaque micro-ordinateur VAXcluster [4] pouvait réaliser 10°
instructions informatiques par seconde. Leur particularité est qu’ils pouvaient étre interconnectés
entre eux pour ains former un ordinateur virtuel pouvant exploiter la puissance de calcul,
partager les fichiers et les périphériques de tous les micro-ordinateurs interconnectés dans le
méme réseau local.

C’est en 1989 avec la premiére version du logiciel Parallel Virtua Machine (PVM) [5] que
les regroupements d’ ordinateurs dans un réseau local sont devenus populaires. C'est la premiére
fois gu'il n'était plus nécessaire de disposer de superordinateur (descendant des ordinateurs
centraux) pour traiter de lourdes téches. Le logiciel PVM permettait a tout ordinateur pouvant
communiquer sur le réseau avec le protocole TCP/IP [6] de former un superordinateur virtuel.
L’explosion de I'Internet, I’amélioration des technologies de communication ains que
I’ émergence des échanges P2P ont amenés le concept de cluster a s étendre au GRID. N’ étant
plus limitées a I'exploitation des ressources disponibles localement, des grilles de micro-
ordinateurs hétérogenes disperses géographiquement surnommés GRID ont permis de former des
superordinateurs virtuels encore plus impressionnants. Un exemple du succes des GRID et le
projet SETI@home [7] qui juste deux ans apres son lancement en 1999 a regroupé plus de 3
millions de micro-ordinateurs, formant ainsi une puissance de calcul totae de 23,37 10

opérations a virgule flottante par seconde.
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De nos jours, les clusters, le P2P et les GRID sont les technologies couramment utilisées
pour regrouper des micro-ordinateurs que ce soit pour :
v' Améliorer la performance des micro-ordinateurs :
o Augmenter la puissance de calcul;
o Augmenter I’ espace de stockage disgue;
Réduire le temps de traitement de taches lourdes;

v

v Feciliter I’ échange de données;

v" Permettre la redondance des données;
v

Accélérer lasaisie et larecherche d’ informations.

Bien que ces technologies permettent presque d arriver aux mémes fins, elles sont bien
différentes. Pour mieux comprendre ces différents concepts, nous proposons les Tableaux
comparatifs[8] 2.1 et 2.2:

Tableau 2.1 - Tableau comparatif des réseaux d’ ordinateurs (1" partie)

) i Micro-ordinateur de ) _
Micro-ordinateur de Micro-ordinateur de toutes
Type deressour ces moyenne et haut de
gamme moyenne gammes

gamme

Utilisateur Multiple Multiple Multiple

Matériel et systeme

Implémentation T Intergiciel Intergiciel
d’ exploitation
Découverte des Centralisée (loca Centralisée et _
) Décentralisee
I essour ces seulement) décentralisée
- : ) Centralisée et )
Administration Centralisée ) . Décentralisée
décentralisee
Centralisée Centralisée et distribuée Distribuée
o - . Centralisée et ’ .
Exécution destaches Centralisée Décentralisée

décentralisée
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Tableau 2.2 - Tableau comparatif des réseaux d’ ordinateurs (2° partie)

Ressources homogenes Ressources hétérogenes Ressources hétérogenes
seulement (Non) (Oui) (Oui)
Oui Non Non
100 1000 - Million illimité
Fixe et garantie Variable, mais haute Variable
Moyenne Lourde Trés lourde
Faible/ Elevé Elevé/ Faible Elevé/ Faible

Les GRID sont définies comme étant un systeme informatique paraléle et distribué,
permettant une utilisation plus efficace des ressources informatiques disponibles dans une
entreprise, un laboratoire ou méme sur |’ Internet. Les tableaux comparatifs précédents mettent en
évidence que les GRID sont les intermédiaires entre les clusters de faible population garantissant
leurs performances et les réseaux P2P permettant une forte population de ressources
décentralisées mais dont les performances global es ne sont pas garanties.

Depuis leur début, les GRID ont évolué jusqu’a aujourd hui. Dans la suite de ce chapitre,

nous présentons les différentes générations par lesquelles les GRID sont passées.
2.2 Générationsdes GRID

Le domaine de recherche sur les GRID est largement couvert par la littérature. Depuis lafin
des années 90, ce domaine a débouché sur plusieurs projets commerciaux et scientifiques qui
connaissent de grands succes tels: SETI@home, Entropia [9], XtremeWeb [10], Folding@home
[11], Distributed.net [12] et toutes les autres architectures GRID qui sont basées sur I'idée

d exploiter les ressources inutilisées. Le plus populaire, SETI@home permet de profiter des



12

centaines de hillions d’ opérations a virgule flottante par seconde. Toute cette puissance de calcul
est dédiée a I’analyse des signaux radio extraterrestres en exploitant en moyenne plus de 1,7
million d'ordinateurs. Pour clarifier I’évolution des GRID, Frank Capello [13] s est proposé de
catégoriser les GRID en trois générations selon |’ architecture de I’intergiciel utilisé pour former

laGRID et latopologie de leur interconnexion.
2.2.1 Premiéregénération

L’ architecture des GRID de premiere génération fut inspirée directement de celle des
clusters. La topologie de I’ architecture réseau des GRID de cette génération est centralisée tout
comme celle des clusters. De ce fait, toutes les ressources formant la GRID ne sont
interconnectées qu'a une ressource bien spécifique appelée « serveur de coordination ». La
particularité de cette ressource est qu’ elle est dédiée a la découverte de nouvelles ressources et a
la soumission des taches a traiter. C'est donc le serveur de coordination qui redistribue les taches
aux ressources formant la GRID. L’ avantage de cette topologie centralisée est qu’ elle permet de
paralléliser massivement le traitement de tache tout comme les clusters. Pour mieux représenter
les interconnexions, la Figure 2.1 représente une GRID de premiere génération et ces différents

ééments ;

Serveur de coordination

Figure 2.1 - Représentation d’' une GRID de premiére génération

Dans cet exemple, un client autorise se situant dans un laboratoire d’ Amérique du sud a

besoin d'aide pour traiter de lourdes téaches d'analyse; il soumet la tache au serveur de
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coordination situé en Europe. Le serveur de coordination sous-divise la lourde téache en un
ensembl e de sous-taches et les soumet aux ressources R1, R2, R3 et R4 faisant partie de sa GRID.

La différence entre les GRID de premieres générations et les clusters réside dans
I"'implémentation des mécanismes permettant d’exploiter des ressources. Dans les GRID, les
fonctions de partage de la puissance de calcul sont introduites dans une ressource informatique a
I"aide d'un intergiciel plutdt que de les intégrer dans le matériel de la ressource. Gréce a cela,
différents types de micro-ordinateurs de différents fabricants peuvent devenir des ressources d' un
GRID tant qu’ils peuvent échanger des messages avec le protocole TCP/IP. Dans le domaine des
clusters, les ressources doivent étre compatibles entre elles au niveau de leurs logiciels et de leurs
matériels, forcant ainsi a n’avoir que des ressources homogenes dans le réseau. De plus, les
GRID des premieres générations permettent de faire appel a des ressources distantes ne se
trouvant ni dans le réseau local, ni géographiquement proche. Cette flexibilité permet aux GRID
d augmenter leurs populations de ressources considérablement. Cependant, plus le nombre de
ressources éloignées est important dans la GRID, moins la performance de celle-ci est garantie.

Pour gu’une ressource puisse faire partie d'une GRID, il faut qu’ elle possede I’ intergiciel
(adéquat et spécifigue a la GRID dont il veut faire partie) installé dans son systéme
d exploitation. Il faut aussi qu’ elle puisse communiquer avec le serveur de coordination, elle doit
donc se trouver dans le réseau local de celui-ci ou pouvoir y accéder d’un autre réseau ou via
Internet. La localisation du serveur de coordination de chague GRID doit étre connue a I’ avance
par les ressources pour pouvoir 'y connecter. Cette information est stockée dans I’intergiciel
propre a chaque GRID.

Les projets gouvernementaux et scientifiqgues SETI@home et Folding@home cités
précédemment sont tous deux des GRID de premiére génération. Leurs succes et le maintien de
leur fonctionnement depuis dga plus de 10 ans mettent en avant I’ efficacité de ces réseaux
d ordinateurs GRID de premieres générations. Cependant, leur principal désavantage est de ne
pouvoir traiter qu’ un type d’ application. La GRID SETI@home est spécialisée dans le traitement
de signal et celle de Folding@home dans I'analyse de molécule. Pour toutes autres nouvelles
applications, il faudrait un nouveau projet pour définir une nouvelle GRID qui sera dédiée au
traitement de chague application. C'est cette limitation qui a motivé le changement a la

génération suivante de GRID.
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2.2.2 Deuxieme génération

Motivés par e succés des GRID de premiére génération, plusieurs nouveaux projets dans le
domaine des GRID ont vu le jour. Les plus connus sont Entropia, Alchemi [14], BOINC [15] et
United Devices [16]. Contrairement aux GRID de premiére génération, ces projets supportent
maintenant plusieurs types d’ applications. Frank Capello les catégorise comme GRID de seconde
génération. L’ architecture générale de ces GRID reste inchangée, la soumission d’ applications a
traiter se fait par I'intermédiaire d’un serveur de coordination central qui redistribue les taches
aux ressources de sa GRID. De méme, la topologie reste centraliseée autour du serveur de
coordination.

Une GRID n’étant plus congue pour un probléme bien spécifique, certaines entreprises
offrent des services de partage de la puissance de cacul de leur GRID moyennant une
rémunération. Au besoin, des entreprises ou laboratoires peuvent acheter une portion du temps de
traitement de leurs taches sur la GRID. Durant cette durée qui leur est alouée, toutes les
ressources de la GRID se consacreront au traitement de cette tache. Selon les GRID, il existe
différents moyens de payement et modele de partage des ressources des GRID. Pour mieux

comprendre ce modéle d affaire, nous proposons le schémaillustré alaFigure 2.2 :

| Services GRID | | Fournisseurs de ressources |

| Serveur de coordination |(/ FL_] v

AR =
T -:.o‘n'b m
>

-
[3 \_ Ressources

Figure 2.2 - Modeéle d' affaire des GRID de deuxieme génération
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Tout commence par le besoin d’un client en puissance de calcul pour traiter une lourde téche.
Dans la premiere transaction (1), Il choisit un plan de service lui donnant acces a une GRID. Une
fois le service payé, le client est autorisé a se connecter au serveur de coordination, (2). Une
grosse partie du payement qui a été versé par le client aux services de GRID est donnée aux
différents fournisseurs de ressources dans la transaction (3). Les concepteurs des GRID ne
disposent pas eux-mémes de million de micro-ordinateurs! 1ls exploitent des ressources mises en
partage par des particuliers, des laboratoires et entreprises n’utilisant pas leurs ressources
informatiques a plein temps, (4). Le client ayant maintenant accés au serveur de coordination, il
lui soumet ces lourdes téches al’aide de la transaction (5). Le serveur de coordination sous-divise
et distribue les taches aux différentes ressources de sa GRID, (6). Une fois la tache compléte ou
le temps alloué dépassé, les résultats correctement rassemblés et présentés retournent au client
dans une transaction finale (7).

Ce modéle d affaires a été possible grace au support des langages de programmation
paraléle qui ont été standardisés. Les GRID de deuxiemes générations supportent les librairies
populaires d’OpenMP [17] et MPI [17]. Elles permettent donc aisément aux clients de
programmer des taches en C [18] pour laGRID.

Toutefois, les GRID de cette génération ne permettent pas la coopération des ressources sans
passer par le serveur de coordination central. Cette limitation entraine une forte redondance des
informations contenues dans les ressources et une surcharge du réseau de communication. Le
serveur de coordination devient un goulot d’étranglement puisgue tous les messages échangés
entre les ressources passent par lui, ce qui entraine rapidement une baisse de performance des
GRID. De plus, I'analyse [19] de certaines des GRID de seconde génération dénoncent la faible
sécurité dans |’ authentification des ressources et dans la validité des résultats qu’ elles retournent.

Pour pallier le probleme de redondance et d’accés aux informations, il a éé proposé
d utiliser une mémoire tampon [20] entre les ressources. Néanmoins, cette méthode ne permet
pas de réduire significativement la charge du réseau. La communauté scientifique s est donc
tournée vers le P2P afin de combler les lacunes des GRID de seconde génération ouvrant la porte

aux GRID detroisieme génération.
2.2.3 Troiseme génération

Les GRID de troisiéme génération sont basées sur une architecture réseau plus flexible et

dynamique faisant appel & des mécanismes de détection automatique de ressources et de sécurité
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plus efficace. Plusieurs propositions d’ architecture de GRID ont été faites dans la littérature a ce
sujet. Nous en avons retenu trois. La premiere proposition fait appel a un regroupement de
ressources avec plusieurs serveurs de coordinations [21]. Elle permet de réduire le goulot
d étranglement au niveau des serveurs de coordinations, mais n'apporte pas vraiment de
nouvelles améliorations. La deuxiéme proposition ouvre la voie au P2P dans les GRID, BitDew
[23] propose un réseau décentralisé de ressources totalement indépendantes. Chague ressource de
la GRID propose une liste de services de protocole d' échange P2P afin d’ accélérer I’ échange de
données dans la GRID. Malgré ses idées innovatrices, BitDew se limite au transfert et au
stockage de données, cette GRID ne propose pas de traitement de téche. La troisiéme architecture
de GRID retenue propose aussi une architecture réseau décentralisée P2P basée sur |’ échange de
services [22]; surnommeée Aneka par ses concepteurs, cette architecture de GRID de troisiéme
génération change la vision traditionnelle de I architecture des intergiciels de GRID. Parmi les
propositions précédentes, c'est cette troisieme proposition qui nous a semblé étre la plus
pertinente.

La spécificité de la GRID Anekaest gu’ elle utilise le méme intergiciel pour tous les éléments
de sa GRID. Il n'y a plus de différence entre un intergiciel de serveur de coordination et celui
d' une simple ressource. Toutes les ressources sont désormais appelées « nceuds » de la GRID.
C’ est maintenant les services se trouvant dans I’intergiciel qui définit le réle de chaque ncaud.
Suivant cette logique, les serveurs de coordinations des GRID de génération précédente
deviennent des noauds qui possedent le service de coordination. Pour marquer cette différence, le
titre de serveur de coordination est remplacé par celui d' «hdte». Le schéma globa de
I"architecture de I’intergiciel d’un noaud peut étre présenté comme le montre la Figure 2.3. Elle

est divisée en quatre couches :

= Couche Réseau : Elle gére les connexions physiques avec les autres noauds du réseau.
= Couche Sécurité : Elle s assure que le noaud ne communique qu’ avec d’ autres noauds

autorisés et elle vérifie que les informations échangées sont autorisées.

= Couche Service: Elle regroupe I’ ensemble des services hébergés par le ncaud.

= Couche Ressource: Elle fait le pont entre I'intergiciel de la GRID et le systéme

d exploitation (OS) de la ressource. Elle collecte auss périodiquement des

informations sur le matériel de laressource.
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Leurs noauds pouvant héberger différents services, les GRID de troisiéme génération ouvrent
lavoie a de nouveaux types d’ application. Que ce soit pour le partage de fichiers, le besoin d’ une
base de données performante, le besoin de plateformes de services web, I’automatisation de
transaction, la négociation d’ échange de service (broker) et autres, les GRID ne sont plus limitées
gu’ au partage de la puissance de calcul de leurs ressources.

INTERGICIEL
Couche : Réseau

Couche :
Ressources

Couche : Services

OS ET MATERIELS DE LA RESSOURCE

Figure 2.3 - Architecture d'un noaud de GRID de troisiéme génération

L eurs noauds pouvant héberger différents services, les GRID de troisiéme génération ouvrent
lavoie a de nouveaux types d’ application. Que ce soit pour le partage de fichiers, le besoin d’ une
base de données performante, le besoin de plateformes de services web, I’automatisation de
transaction, la négociation d’ échange de service (broker) et autres, les GRID ne sont plus limitées
gu’ au partage de la puissance de calcul de leurs ressources.

La GRID Aneka révise aussi |’architecture réseau en décentralisant la topologie des
ressources. La découverte des nouveaux nceuds de la GRID se fait comme dans les réseaux P2P :
chaque noaud signale sa présence dans le réseau ou il se trouve et s d autres noauds y sont
présents, alors ils s'associeront jusgu'a former une GRID de grande taille. Dans cette génération
de GRID, il peut avoir autant de groupes de travail dans la GRID qu'il y a d’hotes. Il n’est pas
nécessaire qu’ un client connaisse la position exacte des hétes dans la GRID, il peut envoyer sa
requéte a n'importe quel noaud de celle-ci. Si le ncaud ayant recu la requéte ne dispose pas du
service de coordination, il retransmettra la requéte a I’héte de plus proche. Le traitement des
taches est quant alui similaire a celui des GRID de premiére et deuxiéme génération, il se fait de
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maniére centralisée autour de I’h6te. Néanmoins, |” héte peut ne pas faire appel a tous ces ncauds
voisins pour traiter une requéte. Le choix des nceuds qui feront partie du groupe de travail se fait
apartir de I’ équilibre entre les services qu’ offrent les noeuds disponibles de la GRID et la qualité
de service requise par latéche atraiter.

Comme précisé dans la comparaison des différentes technologies existantes des réseaux
d’ ordinateurs présentée au Tableau 2.2 et contrairement au cluster, la performance des GRID est
variable et non garantie. L’ introduction de la notion de qualité de service pour le traitement des
taches a été rajoutée dans les GRID de troisieme génération afin d’ essayer de réduire la variation
des performances et de garantir les performances nécessaires aux traitements des taches.

Nous proposons le Tableau comparatif 2.3 afin de mieux identifier les différences entre les

diverses générations de GRID :

Tableau 2.3 - Tableau comparatif des générations de GRID (1 partie)

- : i ) Centralisée et
Administration Centralisée Centralisée § o
décentralisée
Découverte desressources Centralisée Centralisée P2P
Topologie Centralisée Centralisée Centralisée et distribuée
Sécurité Faible Moyenne Forte
Position exacte du serveur de _ )
- 5 Oui Oui Non
coordination ou del’héte
_ _ _ Faible
Garantie de performance Non (variable) Non (variable) R
(QdS de larequéte)
Flexibilité (nombre de
1000 - Million 1000 - Million illimité

I essour ces)
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Tableau 2.4 - Tableau comparatif des générations de GRID (2°partie)

) Dépendamment du
Oui ) Non

projet de GRID

Faible Faible Moyenne
Propriétaire Standard Standard, Services web
SETI@home, Entropia, Alchemi, )
XtremeWeb, BitDew,
Folding@Home, BOINC, United
Aneka
Genome@Home Devices

Les propositions des GRID de troisiemes générations comblent les limitations générales des
générations précédentes. En effet, la sécurité et larobustesse de la GRID ont été améliorées. Dans
les GRID de troisieme génération, nous retrouvons plusieurs copies des sous-taches qui sont a
réaliser. Cette redondance permet de remplacer un noeud défaillant sans faire échouer le
traitement de la téche en cours d’un client. Une autre amélioration non négligeable est I’ gjout de
mécanisme P2P pour la détection des noauds de la GRID. Cette amélioration permet a la
population des noauds d’ une GRID de s étendre a tous les noauds voisins de |” héte sans limitation
de taille. Nous pouvons aussi noter |’ gjout des services web dans le langage de programmation
paraléle qui permet au noaud de communiquer avec d autres fournisseurs de service web ne
faisant pas partie de la GRID tels que les banques et les agences de voyages, repoussant ainsi la
limite de la nature des t&ches pouvant étre traitées par les GRID.

La garantie de performance reste faible méme s certains efforts ont été réalises a ce sujet.
Dans la troisiéme génération de GRID, la qualité de service d’ une requéte a été introduite. Elle
représente la puissance de calcul nécessaire a un groupe de travail pour pouvoir réaliser larequéte
dans un délai de temps raisonnable. Cependant, les concepteurs de ces GRID n’ont pas pris en
considération la qualité de service du réseau. Le choix des chemins de communication ne
considére pas les performances des liens de communication qui les composent. Les liens du

réseau d'ordinateurs fonctionnent comme la topologie de la GRID devrait «étre». Le
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raisonnement inverse serait nettement plus performant : la topologie de la GRID devrait suivre
les liens recommandés du réseau d ordinateurs. De plus, les périodes de disponibilité des
ressources souvent partagées ne sont pas prises en compte. Une ressource ayant une tache a
réaliser se doit de lafinir, sinon le travail effectué est perdu. Elle ne peut pas transmettre le travail
déja accompli a une autre ressource si elle désire se retirer du groupe de travail. D’ autre part,
méme s I'architecture des GRID est plus flexible, certains de ces éléments restent encore
statiques, comme le choix des hotes.

Toutes les lacunes de cette derniére génération rendent I’ utilisation des GRID impossible
dans des environnements dynamiques et mobiles ou les liens de communication sont souvent

éphémeres et |e potentiel des ressources inutilisées non négligeable.
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CHAPITRE 3
ARCHITECTURE GRID PROPOSEE

Dans ce chapitre, nous présentons I’architecture GRID de nouvelle génération que nous
proposons. Rappelons qu’une GRID est un regroupement de ressources dit nceuds collaborant
entre eux afin de réaliser une tache commune. Cette tdche commune est soumise par un client
autorisé de la GRID sous forme d'une requéte. La différence entre les générations de GRID
réside dans I’architecture de leurs nceuds. Plus précisément, chaque intergiciel de nceud est
composé d'un ensemble d’éléments ayant chacun un rble bien précis a jouer. C'est le
comportement global de ces éléments qui définit le fonctionnement de la GRID ainsi que sa
topologie.

Comme nous I’ avons annoncé dans |e premier chapitre de notre mémoire, pour ne pas avoir a
concevoir une architecture GRID de zéro, nous tenons pour acquis les mécanismes et outils
suivants issus de I'architecture des ncauds des GRID de troisieme génération basée sur les
services:

= |adétection dynamique des ressources,

= |"authentification des ressources et de la validité des résultats qu’ elles retournent;

= |’échange de services entre ressources,

= |aformation de groupes de travail pour traiter une requéte;

» |elangage informatique utilisé pour définir, envoyer, traiter et recevoir une requéte a

envoyer aune GRID.

Nous conservons aussi ladivision par couche des é éments de I’ architecture d’ un noaud d’ une

GRID de troisiéme génération avec services commeillustré ala Figure 2.3.

Tout dabord, nous commencerons dans ce chapitre par identifier les éléments de
I” architecture des noauds dégja existants que nous utiliserons dans notre nouvelle architecture. Ces
éléments étant déja définis, nous ne ferons qu'un bref rappel de leurs réles. Ensuite, nous
présenterons les éléments que nous nous proposons de redéfinir afin de les améliorer. Puis, nous
EXPOSerons trois nouveaux concepts que nous introduirons aux architectures GRID de nouvelle

génération.
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3.1 Architecture héritée

Dans notre problématique initiale, nous avons soulevé le point que dans un environnement
dynamique ou mobile, les architectures GRID existantes ne sont pas efficaces. Cependant,
certains éléments présents dans les GRID de troisieme génération ne changeront pas de fonctions
dans I’ architecture que nous proposons. Nous ne redéfinirons donc pas en détail ces éléments.

Dans cette section, nous allons identifier par couche, les éléments et mécanismes hérités de
la troisiéme génération. Nous définirons brievement leurs comportements globaux sans entrer

dans les détails.
3.1.1 Couche: Réseau

Cette couche regroupe tous les éléments permettant |’interaction entre les noauds. Nous

allons présenter chacun des éléments de cette couche ainsi que leurs mécanismes.
3.1.1.1 Découverte desncauds

Ladétection d autres noauds dans la GRID se fait de maniére dynamique. Dés qu’ un nouveau
noaud se joint au réseau, il émet un signalement périodique dans celui-ci. Les ncauds formant déja
une GRID dans |e réseau recoivent son signalement et I’invitent a se joindre ala GRID. S'il n'y
pas de GRID déja existante dans le réseau, le nouveau nceud attendra I’ arrivée d’un autre noeud

pour en former une.
3.1.1.2 Groupesdetravail

Quand une GRID de plusieurs ncauds est formée et qu’il y a une requéte a traiter, un sous-
groupe de noauds de la GRID formera un groupe de travail. Ce sous-groupe peut étre formeé d’un
seul noaud ou peut s étendre a I’ ensemble des noauds de la GRID selon les besoins nécessaires
pour effectuer le traitement de la tdche commune. Au niveau de la couche réseau, seuls les liens
physiques avec les autres noauds du groupe de travail seront considérés. Toutes les autres
informations sur I’ é&at du groupe de travail seront contenues dans les éléments de |la catégorie
« Information » (section 3.1.3.1) de la couche de services. Il est possible qu’un noaud fasse partie
de plusieurs groupes de travail en méme temps.

Les noauds d’un groupe de travail pouvant étre géographiquement éloignés, il n'est pas

garanti qu’'ils soient présents tout au long de la réalisation de leurs taches. Dans le cas ou un
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noaud quitte le réseau, que ce soit a cause d’ une déconnexion involontaire ou d’ une déconnexion
volontaire :
= |aconnexion avec ce noaud serafermée;

» unsigna seraémisalacouche de service afin de traiter ce changement.

Vice versa, s un nocaud est gouté au groupe de travail, cet éément pourra gouter une

nouvelle connexion a celles du groupe.
3.1.1.3 Passerele d’échange de données

Une fois la connexion établie, un grand nombre d’informations sera échangé entre les
différents ncauds. La passerelle d’ échange de données transmettra aux bons noauds les messages a

envoyer et renverrales bonnes réponses al’ élément de I’ architecture qui I’ a envoyé.
3.1.2 Couche: Sécurité

Cette couche regroupe tous les éléments permettant |’ authentification des ressources et la
validité des résultats qu’elles retournent. Dans ce mémoire, nous ne nous penchons pas sur
I"aspect de sécurité de la GRID. Cependant, nous allons briévement présenter chacun des
éléments de cette couche pour bien comprendre leurs réles dans notre architecture.

3.1.2.1 Authentification

Cet élément permet a un noeud de vérifier I’ identité des autres nceuds formant la GRID. Tous
les noauds identifiés pourront échanger des informations et des données avec celui-ci. Les autres

noeuds non identifiés seront ignorés méme s'ils tentent de communiquer.
3.1.2.2 Autorisation

Une fois un noaud identifié, il faut s'assurer qu’il ne puisse accéder qu’aux données pour
lesquellesil ades droits d’ acces. En effet, tous les noauds n’ ont pas le méme réle ajouer dans une
GRID. Certains sont plus prioritaires que d’ autres. Il n’est pas concevable que tous les noauds
accedent a toutes les informations de tous les autres noauds. Cet éément permet donc d’ autoriser
ou de refuser |’accés a certaines informations selon le privilege du noaud qui le demande. Un
exemple simple serait qu’ un nceud ne puisse pas demander a un autre noeud, ne faisant pas partie

du méme groupe de travail, des informations sur les taches effectuées dans ce groupe.
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3.1.2.3 Vérification

La derniére étape de la couche de sécurité est la vérification. Maintenant que les noauds sont
identifiés et autorisés a échanger, ce module s assure que I’ information échangée est valide. Entre

autres, il s'assure que I’information n’est ni corrompue, ni altérée.
3.1.3 Couche: Services

Cette couche regroupe tous les éléments formant les services offerts par cette ressource aux
autres noauds. Le nombre de services offerts pouvant ére nombreux, nous alons les regrouper en

catégories afin de mieux les présenter.
3.1.3.1 Informations

Cette catégorie représente les éléments fournissant les informations reliées au noaud lui-
méme et a la GRID dont il fait partie. Nous retrouvons principalement trois services de
catalogues :

= Catalogue des noauds: Ce service répertorie tous les noauds de la GRID. Nous y

retrouvons leurs adresses IP, la liste des services qu'ils offrent ains que la
spécification de leurs ressources matérielles.

= Catalogue des applications: Ce service liste tous les services et applications offerts

par ce noaud. Ce catalogue est envoyé aux autres nceuds de la GRID.

= Catalogue des données: Un noeud peut se retrouver a traiter plusieurs téches et

possede plusieurs informations en méme temps dans son entrepdt et sa cache. Ce
service les indexe convenablement afin d'y avoir rapidement acces et de pouvoir gérer

leurs différentes versions.
3.1.3.2 Entrepdt et cache

Dans cette catégorie, nous retrouvons toutes les données relatives aux taches recues et a
I’avancement de leurs traitements. Pour réaliser correctement une téche, il est nécessaire de
définir quatre types d'information. Chacune d’elle doit étre stockée de la réception au renvoi du
résultat :

= Données relatives aux codes informatiques de la tdche a exécuter : Constitué de

librairies, de codes déja compilés ou méme de code source selon les téches a exécuter.
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= Données relatives a la coopération avec les autres noauds : Certaines taches peuvent

nécessiter une coopération avec d’ autres noauds durant leurs traitements. Ces données
permettent de définir les interactions qui devront avoir lieu avec les autres nceuds du
groupe de travail.

= Données relatives aux informations nécessaires a son exécution: Ces données en

cache indiquent les valeurs des variables utilisées durant I’exécution de la téche a
laquelle ils sont associés.

= Données relatives a la présentation des résultats de |’ exécution : Elle se présente sous

hY bY

forme d'un vecteur a remplir ou un fichier XML a compléter. Ces données
représentent le formalisme dans lequel nous nous attendons a recevoir les résultats de

latéche qui sera exécutée sur ce ncaud.
3.1.3.3 Gestionnaire detaches

Les taches regues par le nceud et entreposées dans I’ entrepdt doivent étre exécutées. C' est cet
élément qui assure leurs réalisations. Il peut étre vu comme I’ élément travailleur ou I’ unité de
calcul du nceud. 1l effectue les opérations suivantes :

a) choisir latache laplus ancienne a exécuter se trouvant dans |’ entrepdt;

b) valider sesrequis,

c) exécuter le code informatique de latéche;

d) rendre transparent |’ accés aux informations associées se trouvant dans |’ entrepét et la
cache;

€) rendre transparente la communication avec les autres noauds du groupe de travail;

f) préparer lesrésultats de |’ exécution dans le format demandé puis les retourner.
3.1.3.4 Stockagesdedonnées

Un noaud d’ une GRID peut ne pas étre seulement un réalisateur de taches. Il peut aussi offrir
des services de stockage tels qu’'un serveur de fichier, une base de données, de réplication ou
encore de mémoire tampon. Ces services sont secondaires, nous ne les détaillerons donc pas plus
dans notre mémoire. Cependant, nous pouvons noter que ces types de services sont de plus en

plus présents dans les GRID, ce qui rend I’ utilisation des GRID encore plus attrayante.
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3.1.3.5 Autres

Le concept de GRID basé sur |’échange de service rend tres flexible les GRID. Nous
pouvons y gouter facilement de nouveaux services et de nouvelles applications. Nous n’avons
présenté que les catégories les plus populaires mais il n’est pas rare de trouver d autres types de
services plus spécifiques selon les domaines dans lesquels nous utilisons la GRID. Un exemple
d autre service pouvant étre disponible est I'interaction avec un systéme de payement pour

charger I’ utilisation d’ un noeud. L es possibilités de nouveaux services sont donc infinies.
3.1.4 Couche: Ressources

Cette couche regroupe tous les éléments permettant I’ interaction entre I’ architecture du noaud

et le matériel physique de celui-ci. Nous allons présenter chacun des é éments de cette couche.
3.1.4.1 Gestionnairedel’unitéde calcul

Cet éément évalue continuellement I'utilisation des CPU de la ressource. Selon leurs
charges, il autorise ou interdit leurs partages a travers la GRID. Généralement, cet élément
permet le partage des CPU s'il détecte qu'aucune session d' utilisateur n'a été ouverte sur la
ressource. Dans le cas ou une ou plusieurs sessions d'utilisateurs sont ouvertes, un autre
meécanisme plus avancé de ce gestionnaire peut déterminer si les CPU sont peu utilisés pendant
une certaine durée. Il peut alors autoriser leurs partages tant qu’'il ne ralentira pas les processus

dansles CPU dga existants.
3.1.4.2 Gestionnairedela mémoirevirtuelle

Cet élément détermine la quantité de mémoire virtuelle restante et utilisable de la ressource.

Cette quantité peut étre évaluée dynamiquement ou fixée par I’ administrateur du noeud.
3.1.4.3 Gestionnairedesdisquesdurs

Cet élément détermine |’ espace disque restant et utilisable de la ressource. Cette quantité
peut étre évaluée dynamigquement ou fixée par I’ administrateur du nosud.

3.2 Lesdémentsrévisés

Maintenant que nous avons identifié les éléments hérités de I’ architecture des GRID de
troisieme génération, nous devons modifier certains d’ entre eux afin d’ atteindre les objectifs que

nous nous sommes fixés. Entre autres, ces modifications ont pour but de changer 1égérement les
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comportements de ces éléments hérités afin de les adapter a un environnement dynamique et
mobile.

Dans cette section, nous alons exposer les deux modifications de comportement a effectuer
ainsi que les différentes couches et é éments affectés de I’ architecture d’ un noaud.

3.2.1 Support delamobilité des ncauds

Dans les GRID de troisieme génération, I'gjout et le retrait des ncauds se font de maniere
dynamique. A chague déconnexion d’un noaud au GRID, celui-ci est retiré du groupe de travail et
latéche qu'il devait exécuter est redistribuée. Méme s'il se reconnectait quelques secondes apres,
il ne ferait plus partie du groupe de travail. Au besoin, il peut y étre réadmis, mais il sera
considéré comme un nouveau noeud. |1 recevra alors une nouvelle téche.

Cette particularité des GRID de troisiemes générations défavorise énormément leurs
performances dans un environnement dynamique ou mobile. Les interconnexions entre les noauds
de la GRID n’étant pas stables dans ces types d’ environnements, plus le délai nécessaire a la
GRID pour traiter une requéte est long, plus le nombre de déconnexions est important. Afin
d estimer |la perte de temps engendrée par ce mécanisme, nous alons tout d’ abord modéliser le
temps nécessaire a un groupe de travail pour traiter une requéte. Pour simplifier notre modéle,
NOUS SUPPOSONS les points suivants :

= unerequéte est divisible en sous-téche;

= un noaud ne peut traiter qu’ une sous-téache alafois;

= |l existe toujours un nceud dans le groupe de travail pouvant redistribuer les sous-
taches des ncauds déconnecté a d’ autres noauds;

= |l existe toujours un nceud libre dans la GRID pour récupérer la sous-téache d’ un noaud
qui S est déconnecté;

= |arédlisation d’ une sous-tache ne nécessite pas de coopération,;

= tous les noauds possedent les mémes caractéristiques physiques.

A I'aide de relation (3.1), nous pouvons déterminer le temps initial moyen nécessaire a la

réalisation d’ une requéte soumise a un groupe de travail dans une GRID de troisiéme génération.
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Ti _ NSousTache X TSousTache
lRequete -

N. + PDeconnexion X Nnoeud
noeud

(3.1

x (TSousTachePerdu + TRedistribution)
Nnoeud

Tigequete r€Présente le tempsinitial moyen nécessaire pour traiter larequéte;
TsousTache TEPrésente le temps moyen nécessaire & un nceud pour réaliser une sous-
tache recue;

»  Nsoustache YEPrésente le nombre de sous-téches atraiter;

»  Npoeua représente le nombre de noauds faisant partie du groupe de travail;

»  Ppeconnexion Teprésente la probabilité qu’un nceud se déconnecte durant le traitement
de satéche;

»  TsousTachererdau FEPrésente le temps déja alloué au traitement d’une sous-tdche a un

noeud avant sa déconnexion. Il est borné par les valeurs suivantes :

0 < TSousTachePerdu < TSousTache

TsousTache

Il peut étre remplacé par sa valeur moyenne , représentant une déconnexion

durant le milieu du traitement ;
»  Treaistribution YEPrésente le temps de synchronisation moyen nécessaire pour
redistribuer une sous-tache a un autre noaud de la GRID. Cette valeur peut étre

négligeable par rapport au temps de réalisation de la sous-tache T, s7ache-

Dans une GRID de troisiéme génération, nous déduisons a I’aide de la relation (3.2) le

tempsinitial moyen perdu durant le traitement d’ une requéte Ty, .\ oteperay -

TSousTachePerdu + TRedistribution) (3 2)

TlRequetePerdu = PDeconnexion X Nnoeud ( N.
noeud

Ou encore :

TSousTache + T L .
2 Redistribution

TiRequetePerdu = PDeconnexion X Nnoeud X N (3.2.1)
noeud
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Les GRID étant utilisées généralement pour des taches de longue durée, ce retard n’est pas
négligeable, car il ne suffit que d une déconnexion d'un noaud pour entrainer un retard d’en
moyenne 50 % du délai de traitement normal de la requéte par le groupe de travail. La relation
(3.2) représente la progression moyenne du retard selon le nombre de noauds qui se déconnectent.
En réalité le retard répond a une fonction en escalier. Une seule déconnexion, entraine un retard
du groupe de travall de Ts,yustachereran- Et Ce€la, tant qu'il y a moins de noauds qui se
déconnectent que le nombre total de noauds N,,,.,4 dans le groupe de travail. S'il y a plus de
déconnexion que ce nombre, le retard est alors doublé. S'il y a plus de déconnexion que le double
de N, peuq, l€TEtard est triplé et ainsi de suite.

Nous proposons donc de réduire Tigeqyeteperau dans le cas ou le noaud déconnecte se
reconnecterait dans un avenir proche. Pour ce faire, nous permettons a un nceud reconnecté de
poursuivre le traitement qu’il avait commencé seulement s'il est toujours plus avancé que celui
de sa copie redistribuée. La sous-téche la moins avancée parmi les deux noauds est donc arrétée.

Nous obtenons donc la révision du temps moyen perdu durant le traitement d'une requéte

TrRequetePerdu :

TrRequetePerdu = PDeconnexion X Nnoeud X

TSousTachePerdu + TRedistribution p
+ Reconnexion (3_3)

N. noeud

x (TDelaiReconnexion - TSousTachePerdu - TRedistribution))

Nnoeud
Avec:
»  Tpelaireconnexion FEPrésentant le délai moyen nécessaire au hoaud pour se reconnecter;

»  Preconnexion TEPrésentant la probabilité qu’un nosud déconnecté puisse rejoindre le

groupe de travail.

A |’ aide des relations (3.2) et (3.3), nous faisons la déduction suivante :

TrRequetePerdu > TlRequetePerdu = (3 4)

TDelaiReconnexion > TSousTachePerdu + TRedistribution

AveC PReconnexion > 0 et Nnoeud > 0
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A partir de la relation précédente (3.4), dans le cas de la déconnexion d’un nceud et d' un
TRedistribution négl i geabl e:

" S Tperaireconnexion < TsousTachererdu, '€ d€la supplémentaire gjouté au traitement de
la requéte par le groupe de travail sera équivalent a la durée de la déconnexion du
nCHJd TDelaiReconnexion;

= sinon, dans le cas ou Nous avons Tpeiaireconnexion = LsousTacheperdu, 1€ t€EMPS perdu

est équivalent acelui d’une GRID de troisieme génération Tigeqyeteperdu-

Ce mécanisme révise sera plus adapté a un environnement mobile dans lequel les noauds sont
souvent indisponibles pendant une reléve ratée entre deux points d’ accés aux réseaux ou pendant
le passage dans une zone non couverte. Cette révision permettra aussi aux noceuds dans un
environnement dynamique d’étre temporairement retirés du réseau sans engendrer de trop
grandes pénalités. Pour ce faire, nous apportons des modifications a la couche réseau et de

services.
3.2.1.1 Couche: Réseau

A la section 3.1.1, nous avons présenté trois ééments formant la couche réseaux de
I’ architecture d’ un nceud. L’ ajout du support de la mobilité des noauds au niveau de la couche
réseau nécessite seulement la modification de I'éément chargé de la gestion des groupes de
travail. Suite a cette modification, il faut aussi adapter I’élément en charge de la distribution des
données regues et envoyées. Pour chacun de ces ééments, nous présenterons plus en détail leurs

comportements révisés.
Groupes de travalil

Dans une GRID de troisieme génération, le réle de cet élément est de mettre fin a la
connexion avec un nceud S étant déconnecté du réseau puis d en avertir la couche de service.
Nous améliorons ce comportement afin de rester a I’ écoute d’un noaud déconnecté en vue d une
prochaine reconnexion. Une reconnexion sera permise si toutes les conditions suivantes sont
satisfaites :

v' I"identifiant (clef unique permettant d’identifier un noaud) est toujours le méme;
v lencaud a effectué avec succes toutes les étapes de sécurité;

v’ lapoursuite de traitement déja entamé est pertinente.
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Dans le cas d une reconnexion d’ un noaud, un signal de mise a jour sera envoyé ala passerelle.
Passerelle d échange de données

Maintenant que nous permettons le retour d’'un noaud dans son groupe de travail, nous
devons aussi adapter cet élément. Désormais, s'il regoit un signal de mise ajour, cet éément peut
effectuer de maniére transparente la redirection des messages au noaud reconnecté. Une fois la
redirection effectuée, il émet un signal au catalogue des noauds dans la couche de service pour

retirer le noaud qui a servi de remplacant.
3.2.1.2 Couche: Services

Le support de la mobilité des noauds entraine aussi la révision de deux éléments dans la
couche des services : celui qui conserve les informations sur la topologie du groupe de travail

ainsi que celui qui exécute les taches recues.
I nformations

Dans la couche de service, I'élément d’'informations contient un catalogue des nceuds du
groupe de travail. Pour chacun des noauds du groupe de travail, nous y retrouvons leurs adresses
physiques et les services gqu'ils offrent. Pour permettre correctement le retour d’'un noeud
déconnecté, il est nécessaire d gjouter des informations supplémentaires a ce catalogue :

= L’identifiant du noaud : Clef unique permettant d’identifier un noaud de la GRID

méme s'il change d’ adresse physique.

= L’ldentifiant du nceud remplacé : L’ gjout de cette information permettra de déterminer

les noauds déconnectés qui ont été remplacés par un autre noaud. Cela permettra un
retour en arriére de latopologie initiale.

= |’état logique de la connexion : Information sur | historique des données échangées.

Ces informations permettront de déterminer s les informations dans un noaud
reconnecté sont toujours compatibles avec celles des autres ncauds du groupe de

travail.
Gestionnaire de taches

Initialement, quand un noaud quitte son groupe de travail, le gestionnaire de taches arréte la
réalisation des taches en cours et retire de |’ entrepdt toutes celles qui sont liées a ce méme groupe

de travail. Si nous voulons permettre la mobilité des noeuds tout en conservant |’ avancement de
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leurs réalisations, il faut gjouter les comportements suivants dans le cas d’ une déconnexion avec
le groupe de travail :
= |etraitement des taches en cours est mis en veille. Elles sont alors stockées a nouveau
dans |’ entrepdt;
" aprés un décompte! s TDelaiReconnexion > TSousTachePerdw le ges“ onnaire de taches

retire toutes les taches de I'entrep6t liées a ce groupe de travail.

Toutes ses modifications ont permis aux noauds d un groupe de travail de se déconnecter
temporairement du réseau, de changer de réseau et méme d’ adresse physique. Les noauds peuvent
maintenant étre mobiles dans les réseaux physiques hébergeant la GRID. Comparativement aux
GRID de troisieme génération, ces mouvements n’engendrent que des retards équivalents ou
moindres. Afin de compléter cette mobilité des noauds, la deuxiéme série de modifications

permettra aux taches de |’ étre aussi.
3.2.2 Support dela mobilité destaches

Dans les GRID de troisiéme génération, la soumission des taches aux nceuds du groupe de
travail se fait par I'intermédiaire d’un nosud administrateur appelé « héte ». Il s'agit d'un noaud
ayant le service de coordination dans sa couche de « services ». Il y en aun par groupe de travail,
sa position exacte dans le réseau doit étre connue de tous les noeuds et elle doit rester fixe tout au
long du traitement de la requéte. Ces contraintes fragilisent grandement le fonctionnement de la
GRID dans un environnement dynamique. Si I’héte se déconnecte, le groupe de travail sera
complément paralysé le temps gu’ un héte de secours (S'il y en @) prenne lerelais.

Comme deuxieme révision apportée, nous proposons de répandre le service de distribution
de téches a tous les ncauds du groupe de travail. Néanmoins, e poste de ncaud administrateur ne
sera pas aboli. Il servirade relais entre le client qui a soumis une requéte a traiter et le groupe de
travail de la GRID. |l sera également le point de retour des résultats de celle-ci. De plus, la
position de I'h6te n’a plus besoin d étre connu a I’avance par le client, le premier noaud de la
GRID qui recevra une requéte a traiter du client deviendra I’héte du groupe de travail qu'il
formera. La Figure 3.1 présente la comparaison entre les deux modeles de distribution de taches.

Dans les deux modéles exposés, le client soumet une requéte a traiter a I’ héte (H). Nous
pouvons identifier clairement dans la troisiéme génération, la topologie des noauds centralisés

autour de I’ hote. Comparativement a cette configuration, la topologie du modele révisé n’ est plus
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centralisée. Un noaud voisin de I’ hote (R) prend la responsabilité de redistribuer les sous-taches a
un sous-groupe de noauds plus éoignés; il devient alors un relais. Le choix stratégique de ce
noaud de relais ainsi que le débat sur les avantages de I’ gjout de cette habilité sera abordé dans la
section 3.3.3 de ce chapitre. Cette modification permet de généraliser et de contrbler la
redondance des informations sur les sous-taches a réaliser. La déconnexion de I"h6te n’est donc

plus critique pour le groupe de travail.

————— -——— -

- - —_——-

Troisiéme génération Révision proposée

Figure 3.1 - Modéles de soumission de taches

Nous pouvons noter que la mobilité des taches se rapproche du concept des agents mobiles a
I’ exception gu’il N’y pas de négociation des requis (dans notre cas, des services demandés) entre
I” agent (dans notre cas, latache) et la plateforme (dans notre cas, |e noaud ou se trouve latéche a
exécuter) a chaque fois que I’ agent se déplace. Initialement toutes les plateformes (dans notre cas,
les noauds du groupe de travail) répondent aux requis de I’agent (dans notre cas, offres les
services et les QdS nécessaires) pour qu'il puisse s exécuter correctement.

Pour permettre le support de la mobilité des taches, nous proposons d apporter des

modifications a la couche sécurité et de services.
3.2.2.1 Couche: Sécurité

Précédemment, seul un nceud était autorisé a soumettre des sous-taches aux autres noeuds du
groupe. La mobilité des taches ne peut étre possible que si les ncauds du groupe acceptent de
recevoir des téches d'un autre ncaud que I'héte. Pour cela, il faut modifier I'élément

« autorisation » de cette couche.

Autorisation
Etant donné que les nouveaux noauds pouvant soumettre des taches ne sont pas connus a
I’avance, |'autorisation de recevoir des sous-taches d' un autre noaud sera donnée par I’ hote.
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Autrement dit, s un nceud du groupe de travail a été choisi pour redistribuer des taches ou sous-
taches, |I'héte devra prévenir tous les ncauds du groupe de travail qu'il autorise ce nocaud a
transférer des taches ou a soumettre des sous-taches tout au long de la vie du groupe de travail.
Ces nouvelles informations seront stockées dans la couche de service, mais ¢’ est cet élément qui
prendrala décision d’ autoriser ou pas la mobilité des taches.

3.2.2.2 Couche: Services

Dans cette couche, le support de la mobilité des taches entraine une autre révision du
catalogue des noauds de I’élément d « informations », une révision de I’entrepét et de la cache
ainsi que |’ gjout d' un service de coordination.

I nformations

Pour autoriser la mobilité des téches, il est nécessaire d gouter une information
supplémentaire dans le catalogue des nceuds sur les autorisations d’ échanges entre les noauds
d’ un méme groupe de travail :

= Privilege des ncauds : Cette information permet de spécifier pour chague noaud d' un

groupe de travail lequel est autorisé aredistribuer et transférer des taches ou pas.

Le catalogue des données doit aussi permettre de distinguer les différents types de taches,
entre autres les téches a traiter localement, a transférer ou a redistribuer. Pour ce faire, nous y
gjoutons aussi une information supplémentaire :

= Type de téche: Cette information permet de spécifier pour chacune des téches

contenues dans I'entrepbt s elles sont a traiter localement, a transférer ou a
redistribuer.

Entrepdt et cache

Toutes les taches recues n'ont plus la finalité d’ étre traitées localement. 1l faut donc stocker
les nouvelles informations relatives a la redistribution ou au transfert de la tache. Nous devons
donc gjouter un cinquieme type de donnée définissant une téche :

= Donnéerelative alamobilité : Nousy trouvons toutes les informations sur la mobilité
de latéche et sadestination finale:

e S |latache est aredistribuer, les directives sur la sous-division de la tache et

les contraintes d’ exécution a satisfaire associées y sont sauvegardées,
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e sinon, une téche est atraiter localement, elle ne comportera aucune donnée de
cetype.

Service de coordination

Ce nouveau service a deux roles a jouer. Tout d'abord, il doit renvoyer aux bons noauds les
taches atransférer afin qu’ elles arrivent rapidement a destination. En paralléle, il traite les taches
stockées dans |’ entrepbt a redistribuer. 1l ne s agit pas la de les exécuter, mais de prévoir les
ressources necessaires a leurs réalisations et finalement de collecter les résultats retournés de
leurs exécutions. En bref, il effectue les opérations suivantes :

a) choisir latache laplus ancienne aredistribuer se trouvant dans |’ entrepét;
b) valider sesrequis,
C) définir ses besoins;
d) diviser latéche en sous-téaches;
€) envoyer des sous-taches aux noauds :
» s lenoad fait déja partie d’ un groupe de travail, il envoie les sous-taches aux
noauds libres les plus proches ou au besoin il peut en inviter;
= ginon, il nefait pas déja partie d un groupe de travail, il invite les ncauds de la
GRID libres de former un groupe de travail.
f) suivre delaréalisation des sous-taches par les ncauds précédemment contactés,
g) collecter des résultats de I'exécution dans le format demandé puis les retourner au

noaud ayant soumis la tache ou au client.

Le support de la mobilité des taches permet donc d’ envisager des mécanismes plus avancés
de distribution des taches selon I’ environnement d’ utilisation de la GRID. Une bonne stratégie
dans le choix des noauds autorisés a redistribuer les taches pourra éventuellement améliorer
I efficacité de la GRID. Dans la section suivante, nous proposons les nouveaux concepts qui nous

conduisent ala prochaine génération de GRID mobile.
3.3 Lesnouveaux concepts

Nous avons précédemment présenté |’ architecture des noauds que nous conservons de la
troisiéme génération de GRID. A cette architecture nous avons gjouté le support de la mobilité

des noauds et des taches. Nous n’avons pas catégorisé ces révisions comme nouveau concept
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appliqué a |’ architecture des GRID car ils n'impliquaient que des modifications et |a réadaptation
des comportements et des mécanismes déja existants. Toutefois, ces révisions nous ont permis de
préparer |’architecture a I'gout de vrais nouveaux concepts justifiant le changement de
génération de GRID.

Dans la derniére section de ce chapitre, nous allons présenter les trois nouveaux concepts que
nous nous proposons d'introduire a I’ architecture d’'une GRID. Le premier est une amélioration
aux supports de mobilité des noauds et des taches. Il sagit du transfert de |I’avancement des
traitements de taches. Le deuxiéme est une augmentation de |'autonomie d’'un noaud en
introduisant le travail hors groupe et pair-a-pair. Et pour finir, la derniére proposition est un
concept issu du domaine des réseaux de capteurs permettant de déterminer plus efficacement la
topologie des groupes de travail selon I’ environnement dans lequel ils sont hébergés.

La mise en oauvre de ces concepts permettra d’améliorer grandement le fonctionnement de
notre architecture GRID dans un environnement dynamiqgue et mobile.

3.3.1 Transfert del’avancement destraitements detaches

Dans un cluster, les ressources opérent généralement dans un environnement contrlé et
stable: le nombre de ressources est fixé, leurs caractéristiques physiques telles que leurs
puissances de calcul sont connues et leurs performances sont garanties. Les ressources d’'un
cluster sont dédiées aux téches du cluster. Or, les ressources d'une GRID sont trés souvent
partagées et indépendantes. De la émerge un des plus grands obstacles a |’ utilisation des GRID :
pourquoi transmettre du travail a des ressources sachant qu’ elles peuvent quitter a n’importe quel
moment laGRID ?

La premiere réponse a cette question a été de faire confiance aux intentions de partage des
ressources par leurs propriétaires. L’idée générale est que si nous permettons le partager d’ une
ressource informatique, ¢’ est que nous savons qu’ elle N’ est pas souvent utilisée. La capacité des
GRID a rassembler un grand nombre de ressources permet de rendre cette premiere réponse
intuitive praticable. Plusy a des ressources, plus nous avons de chance qu’ une téche soit réalisée.
Ce n'est que dans les GRID de troisiéme génération que nous commencons a faire face a cette
réalité. La couche ressource de I’ architecture des noauds évalue I’ utilisation du matériel et estime
quels services pourraient étre offerts selon | historique de partage de la ressource entre la GRID
et ses utilisateurs réels. Cette premiere approche permet localement d’ estimer S'il est intéressant

ou pas de partager cette ressource, limitant ainsi les déconnexions liées a |’ arrét de son partage.
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Ce type de déconnexion est dit doux car le noaud n’ est pas réellement force de quitter laGRID, le
choix d'arréter son partage est fait pour ne pas dégrader sa rapidité d'interaction avec son
utilisateur réel. Le but de la GRID n'est pas de raentir I'’expérience avec sa ressource
informatique, mais de I’ exploiter pendant ses périodes d’ inactivités.

Le premier concept que nous proposons d introduire dans I’ architecture de I’intergiciel des
noauds est la possibilité de transférer |’ avancement de la réalisation des taches en cours dans le
noaud. Cette habilité permettra a un noaud devant effectuer une déconnexion douce, de transférer
a un autre noaud du groupe de travail I'avancement de ses travaux avant de le quitter. Son
application a pour objectif de minimiser encore une fois les retards engendrés par des
déconnexions de noaud. Le support de la mobilité des nceuds introduit précédemment a dga
permis de réduire les retards dans la réalisation d’ une téche suite a la déconnexion temporaire du
noeud auquel elle était assignée.

L’analyse de la relation (3.4) permet d’identifier deux possibilités de retard suite a une
déconnexion d’'un noaud :

= g le noaud se reconnecte assez rapidement au groupe de travail, plus précisément
quand Tpeiaireconnexion < TsousTacheperau, 1€ retard est seulement équivalent a la
durée de la déconnexion du ncaud Tpeiqireconnexion.

= sinon, le temps perdu est celui du délai Tsyyusracheperan QUi @ déja été aloué au

traitement de la sous-tache du nceud qui S est déconnecté.

La mise en pratique de ce nouveau concept de transfert de I’ avancement des traitements de
taches permet de minimiser I'impact de ces retards en différenciant les types de déconnexion.
Dans le cas d une déconnexion douce, le retard sera encore une fois minimisé. A I'aide du

premier concept proposé, nous obtenons le temps moyen perdu T4 RequetePerdu -

TClRequeteperdu = PDeconnexion X Nnoeud

(PDeconnexionDouce X TTransfertAvancement

N noeud (35)

+ (1 - PDeconnexionDouce) X TClDeconnexionporte)
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> représente le temps moyen perdu engendré par une déconnexion

ClpeconnexionForte

forte:

ClpeconnexionForte

(TSousTachePerdu + TRedistrL'bution

) + PReconnexion

N, noeud (3.6)

x (TDelaiReconnexion - TSousTachePerdu - TRedistribution)

Nnoeud

»  Ppeconnexionpouce F€Présente la probabilité que la déconnexion soit douce;
> Trransfertavancement 'EPrésente le délai de temps nécessaire pour transférer | état de

|’ avancement de latache.

Cette reformulation du temps moyen perdu permet d identifier une troisieme possibilité de
retard dont la durée peut étre négligeable Tr qnsrertavancement- EN €ffet, le transfert de
I”avancement du traitement d’une tache consiste a envoyer la réponse incompléte ainsi que les
valeurs des variables utilisées. La quantité de ces données est généralement nettement moins
volumineuse que la tache elleméme (soit les fichiers requis, les codes informatiques, les
librairies, les directives sur la réalisation de la tache...). Nous pouvons donc poser la relation
3.7):

0< TTransfertAvancement < TRedistribution < TSousTache (3-7)

Ce troisieme scénario permet de minimiser encore une fois le temps moyen de retard da a
une déconnexion. En le réduisant a un délai peu significatif. La mise en pratique de cette

proposition nécessite des modifications ala couche des ressources et de services
3.3.1.1 Couche: Ressources

C’est aux gestionnaires des ressources physiques du noaud de prendre la décision de retirer
celui-ci du groupe de travail avant de dégrader la qualité de I’ expérience d' utilisation de son
propriétaire et de déclencher le transfert des taches a d autres nceuds. Pour ce faire, les mesures
de I’ unité de calcul ne suffisent plus, il faut analyser plus en détail les processus s exécutant sur

la machine. Nous gjoutons donc un nouvel élément a cette couche
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Gestionnaire de processus

Le role de cet élément est de recenser les différents processus en cours ains que leurs
priorités d’'exécution. De cette maniére, il sera possible de détecter automatiquement I’ arrivée
d'un utilisateur devant la machine ou a distance. Selon ses droits, le partage de la ressource
pourrait cohabiter avec son utilisation ou étre forcé de s arréter.

A I'aide du gestionnaire de I’unité de calcul, si la charge de travail des CPU est & leur
maximum et que |’ exécution de processus prioritaires est retardée, cet élément émettraun signal a

la couche de service pour arréter I’ exécution des téches regues par la GRID.
3.3.1.2 Couche: Services

Le signal d'initiation d’une déconnexion douce du noaud étant émis par la couche des
ressources, ¢’ est la couche des services qui est responsable du transfert de I’avancement de la
tache. Le partage des ressources peut se faire de différentes maniéres : stockage de données, base
de données, serveur Web, agent et tous autres services possibles. Dans ce mémoire, nous ne
considérons que le partage de |a puissance de calcul et le transfére de |’ avancement de ce type de

tache.
Gestionnaire de taches

Précédemment, nous avons indiqué que cet élément avait pour role d exécuter les taches
recues de la GRID, c’est donc cet éément qui consomme principalement la puissance de calcul
de la ressource. Dans le cas ou il faut céder les unités de calcul de la ressource a des processus
plus prioritaires, son utilisation de la puissance de calcul doit cesser rapidement. Le signal
d'initialisation de déconnexion douce avec le groupe de travail est traité de la méme maniére
qu’ une déconnexion réelle au réseau : le traitement des taches en cours est mis en veille. A la
différence qu'elles sont stockées dans I’ entrepét comme des taches prioritaires a transférer au

noaud les ayant soumis.
Service de coordination

Ce service ayant auss regu le signal de déconnexion douce du gestionnaire de téaches, il
S assure que toutes les taches prioritaires a transférer sont émises aux bons noauds, réalisant ains

le transfert de |’ avancement des taches en cours.
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Tant que ce service n'a pas recu un signal d'arrét qui lui est desting, il poursuivra son
fonctionnement normal méme si e gestionnaire de tache est arrété; cela signifiera que le ncaud ne
traitera aucune téche et ne servira que de relais. Si la consommation des ressources physiques est
toujours trop éleveée, la couche des ressources pourrait aussi demander son arrét complet. Dans ce
cas, toutes nouvelles taches a redistribuer ou a transférer seront ignorées. Les taches restantes a
transférer seront envoyées et tous les noauds ayant soumis des taches a redistribuer seront avertis

del’arrét de ce service ainsi que de la liste des noauds que coordonnait ce noaud.

Host MNeeud O Neeud 1 Neceud 2 Neeud 3

1 - Tache X (0%)—
Signa I—

2 -+—Tache X (75%) »--
3 | —Tache Y (0%)—
4 ——Tache Y.1 (0%)—»|
3 - Tache Y.2 (0%)—— >
6 Signa;‘:'?r"'? _ Tache Y.3 (0%) .
7 —Quitte le Gmupéi-
8 ——————Mise a jour - Tache Y.1————»|
9 Mise & jour - Tache ¥.2 »
10 Mise a jour - Tache Y.3 »
11 |- Tache Y.1 (100%)-————————
12 e - -Tache Y.2 (100%)- —{= = === === == == =1
13 |#—mmmm e Tache Y.|3 (100%)-—=====—d == ——m e

Figure 3.2 - Diagramme de séquence d'une déconnexion douce

Pour schématiser une déconnexion douce, nous présentons a la Figure 3.2, le diagramme
sequentiel de deux scénarios. Dans le premier scénario, |’héte envoie une tache X au ncaud 0 a
réaliser dans la transaction (1). Une fois que le signal de déconnexion douce est émis par le

gestionnaire de processus, dans la transaction (2), le gestionnaire de tadche met en vellle
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I’avancement a 75 % du traitement de la tache qui sera envoyé a |'héte par le service de
coordination. Finalement la déconnexion auralieu.

Dans le deuxieme scénario, I’ hdte envoie une téche Y a redistribuer dans la transaction (3).
Le noaud O la divise en trois sous-téches et la soumet a trois autres noeuds dans les transactions
(4), (5) et (6). Unefoisle signal de déconnexion douce émis par le gestionnaire de processus avec
I"arrét complet du service de coordination; le noaud 0 avertit | hdte de sa déconnexion imminente
et I'informe des noauds dont il était responsable dans la transaction (7). L’ hote étant averti de la
déconnexion du noaud O, il envoie un message de mise a jour aux trois autres noauds dans les
transactions (8), (9) et (10). Une fois les sous-téches réalisées, dans les transactions de (11) a
(13), lesncauds 1, 2 et 3 ayant recu des messages de mises a jour renvoient leurs résultats al’ héte
au lieu du noaud O.

Nous supposons que |’ application de ce concept permet de réellement faire face a la réalité
du partage temporaire des ressources. Cela en prenant en compte non seulement leurs
disponibilités, mais en effectuant aussi des relevés alafin de leurs périodes de disponibilité. Les
travaux en cours des naauds avant leurs déconnexions n’ étant plus perdus, le retard engendré par
leurs déconnexions douces devient donc négligeable. Cependant, dans le cas d’ une déconnexion
forcée, d’ autres mesures sont a prendre. Ce qui hous amene au concept propose suivant.

3.3.2 Travail “horsgroupe” et “pair-a-pair”

Quelle que soit la génération précédente de GRID, latopologie du réseau durant le traitement
d une tache s efforce d’ étre centralisée. Tous les ncauds communiquent directement et seulement
avec I'h6te. La centralisation du groupe de travail permet de facilement administrer la
coopération entre les nocauds. L'héte jouant le role dintermédiaire, il rend transparentes les
communications entre nceuds. Facilitant ainsi toutes interconnexions ainsi que la réaffectation de
tache en cas de déconnexion. Cette configuration a démontré son efficacité dans un
environnement peu dynamique. La stabilité de sa topologie lui permet de Saxer sur la
performance. Cette topologie est cependant inadaptée aux deux types d’environnements
suivants:

= environnements dans lesquel s des déconnexions sont fréguentes;

= environnements ou les colts de communications ne sont pas négligeables.
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Le premier type d’ environnement enumereé fait allusion a la faible autonomie des ncauds. En
effet, se déconnecter de la GRID signifie une remise a zéro du noaud. Cela explique la
dégradation de performance de celle-ci dans un environnement dynamique. Une premiére
amélioration a été d’ gjouter le support de la mobilité des noauds dans notre révision des é éments
de I’architecture de troisiéme génération. Ces modifications nous ont permis d’améiorer le
comportement du noaud suite a une déconnexion en mettant en veille les traitements en cours au
lieu de les arréter.

En second lieu, la configuration figée et centralisée de la topologie est inappropriée a un
environnement en considérant les colts de communication entre les éléments de la GRID. Les
connexions aux hotes devant étre continues, les interconnexions entre des noauds distants et |” hote
pourraient étre colteuses dans certains réseaux de communication. Les opérateurs et fournisseurs
d acces mobile limitent encore trés souvent la bande passante et la quantité de données pouvant
étre échangées sans engendrer de frais supplémentaires aux tarifs dé§ja fixés. Les ncauds se
trouvant dans un environnement mobile pourraient donc entrainer des frais d' exploitation de la
GRID non négligeables. Il serait donc plus avantageux dans des environnements dynamiques et
mobiles de ne plus s efforcer de garder une topologie centralisée. Quand le traitement de tache ne
nécessite pas de coopération, les noauds n’ont pas un besoin réel de rester connectés a I’ héte.
Dans le cas contraire, ils pourraient interagir directement avec un nceud proche au lieu de faire
tout le tour des réseaux, limitant ainsi lesfraisliésal’ itinérance.

Comme deuxiéme concept, nous voulons améliorer |’ autonomie des noauds lorsgu’ils sont
déconnectés de leurs groupes de travail. Nous proposons donc de permettre aux noauds de
poursuivre leurs réalisations en cours lorsqu’ils sont hors du groupe de travail, mais aussi de
considérer les coopérations pair-a-pair. Les naauds ne seront donc plus obligés de rester connectés
autour de |’héte. Une fois leurs taches regues, ils pourront se déconnecter du groupe du travail,
commencer alestraiter, coopérer avec leurs voisins puis transmettre leurs résultats al” hote.

L habilité d’un nceud a pouvoir travailler hors de son groupe permet dans certains cas de ne
plus ralentir le traitement d’ une requéte suite a une déconnexion forcée. Elle est une amélioration
du support de la mobilité des noauds introduit précédemment. Nous pouvons redéfinir a partir de

larelation (3.5), le temps moyen perdu durant le traitement d’ une requéte T, RequetePerdu’
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TCZRequeteperdu = PDeconnexion X Nnoeud

(PDeconnexionbouce X TTransfertAvancement

Nnoeud (38)

+ (1 - PDeconnexionDouce) X TCZDeconnexionForte)

> représente le temps moyen perdu engendré par une déconnexion

C2peconnexionForte

forte avec |’ application du deuxieme concept :

C2peconnexionForte

(3.9)

TSousTachePerdu + TRedistribution
N (1 - PReconnexion)
noeud
Suite a I’ application du deuxiéme concept, dans I’ estimation du temps moyen perdu, nous
pouvons noter la disparition du terme Tpeigireconnexionde 12 relation (3.6). Précédemment, un
noaud est réadmis au groupe de travail S Tpegireconnexion < TsousTachererdu € €Ngendre un

retard de Tpeigireconnexion- DANS Tezrequeteperau, UN NCAUd ayant subi une déconnexion forcee

est réadmis S'il se reconnecte avant Ts,ysrache €t CEl@, sans gouter de délai supplémentaire. De
plus, la période de temps T,y srache €aNt toujours plus longue que T,y stacheperdaw. 1@ probabilité
de reconnexion d'un ncaud Preconnexion €St aUgMentée.

L habilité des nceuds a pouvoir coopérer de pair-a-pair permet de réduire le délai de
communication entre deux noauds. L'héte n'étant plus le relais, il nest plus un goulot
d étranglement ni un point critique au fonctionnement du groupe de travail. 1l nest plus
nécessaire d’ entretenir des liens avec tous les noauds du groupe de travail pendant le traitement
d’ une requéte d' un client. Les communications sont maintenant directes entre les nocauds et se
créent aux besoins. Cette topologie est donc plus avantageuse dans un environnement dynamique
et mobile, car il permet de granuler la topologie du groupe de travail. La Figure 3.3 présente la
comparai son entre une topologie centralisée et décentralisée.

Dans les deux modéles exposes, le client soumet une requéte a traiter a I’héte (H). Le
traitement de la requéte commence aprés que toutes les taches soient distribuées aux noauds du

groupe de travail (voir laFigure 3.2). Dans la modélisation d’ une topologie centralisée, I’ hdte ale
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contréle continu de tous les noauds du groupe de travail durant toute la durée du traitement. Si le
noaud (1) a besoin de coopérer avec le noaud (2), il doit passer par I’héte méme s'il est éloigné
d eux. Dans cet exemple, I'interconnexion entre le nceud (1) et I’héte (H) entraine un délai de
réponse de 123 ms et celui de I'héte (H) au noaud (2) entraine un de 97 ms. Nous obtenons un
temps de réponse de 220 ms a chague échange d’information entre les ncauds (1) et (2) et cela
méme S'ils sont dans e méme réseau. Dans une topol ogie décentralisée, le noaud (1) communique
directement avec le nceud (2). Cela réduit ainsi le temps de réponse a 20 ms. Dans ce modéle, les
interconnexions sont créées au besoin et maintenues temporairement. La topologie est donc en
constante évolution au long du traitement.

————— 123 ms it T Q @
(_ Client - —_ '\\Client/,‘---@ @20ms

Topologie centralisée Topologie décentralisée

Figure 3.3 - Topologie des noauds durant un traitement de requéte

Pour appliquer ce deuxiéme concept, des éléments devront étre gjoutés a la couche du réseau
et de services de I’architecture de I’intergiciel des nceuds. Certains des éléments dga présents
devront étre aussi adaptés pour s assurer de leurs compatibilités avec les nouvelles habilités de

travail hors groupe et pair-a-pair.
3.3.21 Couche: Réseau

La couche réseau compte dgja trois ééments. Leurs roles sont de permettre la découverte de
nouveaux nceuds, de gérer les interconnexions dans un groupe de travail et de transmettre les
données aux bons destinataires. Dans notre architecture proposée, la couche du réseau a un
nouveau réle ajouer : elle doit évaluer la topologie et les performances des réseaux contenant les

noauds.
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Découverte de la topologie et mesure de la qualité de service

Ce nouvel élément est trés particulier, car il ne sintéresse qu'aux réseaux hébergeant les
noauds du groupe de travail. Il ne participe pas directement au traitement de requéte. Son role est
d évaluer, de mesurer et de déterminer la position et les mouvements des autres noauds et de
I"héte. Il permet d évaluer la performance des différents chemins de communication avec les
autres noauds. Périodiquement, il échange ces informations avec ses noauds voisins de la GRID,

c'est-a-dire les ncauds qui lui sont directement accessibles.
3.3.22 Couche: Services

La couche des services représente toute la logistique de I'intergiciel d'une ressource
informatique de la GRID. L’ habilité de travailler hors du groupe y est gjouté par modification du
gestionnaire de tache. De plus, cette couche doit conserver dans son éément d’ « informations »,
les nouvelles mesures de la qualité de service des liens de la topologie de la GRID effectuée par
la couche du réseau. Finalement dans une topol ogie décentralisée, le besoin de coopération devra

étre géré localement. Pour ce faire, un nouvel élément nomme P2P seraintroduit.
Gestionnaire de taches

Les modifications précédentes ont permis aux noauds d'un groupe de travail de se
déconnecter temporairement du réseau, de changer de réseau et méme d' adresse physique. Le
support de la mobilité d’ un noaud était I'initiation au travail hors groupe. L’ héte n’ éant plus
responsable de la synchronisation et de la coopération entre noauds, il n’est plus nécessaire de
mettre en veille latéche en cours suite a une déconnexion.

Durant le travail hors groupe, le besoin d’une t&che de coopérer avec les taches d autres
noauds seratransmis al’ éément P2P. C’ est cet éément qui se chargera d’ établir les liens avec les

noauds visés et de les rendre transparents.
I nformations

Les mesures de performance des liens doivent étre associées aux informations contenues
dans le catalogue des nceuds. Pour cela, nous devons gjouter de nouveaux champs d'information
a chague noaud du groupe de travail et dela GRID :

= Temps de réponse du lien direct : Indice de performance mesuré en ms représentant le

délai entre |’ envoi et laréception d’ un court message a ce noaud.
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= Débit du lien: Indice de performance mesuré en Mo/s représentant la quantité de
données en mégaoctet pouvant étre transmise en une seconde.

= Historique des déconnexions: Moyenne du délai de temps pendant lequel le noaud

reste connecté au groupe de travail sansinterruption.

= Table de routage: Chemins des noeuds par lesquels il faut passer pour envoyer un

message a autre un noaud de la GRID. |l est évalué a I'aide de la méthode « des

vecteurs de distance ».
P2P

Ce nouvel dément représente le centre de coordination des interconnexions de pair-a-pair.
En se basant sur les indices de performance des réseaux mesurés par sa couche réseau et celle
gu'il a recue, il établit des liens avec d’autres noeuds du groupe de travail. Selon les requis
nécessaires a la réalisation d une tache, cet dément peut étre amené a définir des tables de
routage avancées minimisant les temps de réponses de la topologie des nceuds. Cependant, a ce
stade de la présentation de notre nouvelle architecture GRID, son réle se limitera a déterminer
puis ainitialiser la création de liens directs avec les autres ncauds.

Jusgu'a présent, |’ architecture des GRID ne prenait pas en compte les caractéristiques des
réseaux dans lesguelles elle fonctionnait. Ce deuxieme concept nous a orientés vers un modele de
groupe de travail pouvant étre décentralisé et a I’ écoute de son environnement. Méme si nous
pouvons calculer les performances a un instant donné de la topologie du groupe de travail, dans
un environnement dynamique et mobile ils seront en constante évolution. Pour minimiser les
efforts de mise & jour et de synchronisation, il faudrait étre capable de prédire leurs évolutions.

L’ organisation de la topologie du groupe de travail devient alors plus qu’intuitive.
3.3.3 Topologiedu groupe detravail adaptée aux environnements

L es recherches menées depuis les premiéres générations de GRID ont mis en évidence deux
critéres d’amélioration a apporter, la premiére étant de généraliser la structure méme des téches
traitées par les GRID. Cela dans I’ optique d ouvrir les GRID a un grand nombre d’ applications.
La deuxieme quant a elle, vise a décentraliser la topologie des GRID afin d’ augmenter le nombre
de ressources pouvant s'y rejoindre. C'est a partir des GRID de troisiéme génération que ces
améliorations ont porté leurs fruits. Les taches sont divisées en sous-taches et les GRID en

groupes de travail. La capacité de cette génération a pouvoir s étendre au-dela des limites
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traditionnelles engendre une nouvelle problématique non plus fonctionnelle, mais cybernétique.
C'est-a-dire, que nous ne nous intéressons plus aux fonctionnements propres des éléments de la
GRID, mais a leurs interactions menant a la réalisation globale de la requéte soumise a I’ hote.
D’ou notre intention de prendre en considération I’ environnement et le type de taches a réaliser
afin de déterminer la topologie la mieux adaptée a chaque groupe de travail pour réaliser
efficacement |es requétes soumises.

L’ architecture des noauds de troisiéme génération héritée, améliorée puis complétée par les
deux concepts précédents donne aux noauds une plus grande autonomie. |ls sont désormais
capables de réaliser les opérations suivantes au niveau du réseau :

v' découvrir d’ autres noauds de la GRID;

v former un groupe de travail;

v rejoindre ou se déconnecter d’ un groupe de travail;
v’ changer de réseau qui I" héberge.

Ainsi que les opérations fonctionnelles suivantes :

v’ transférer une téche;

v" diviser une tache en sous-taches;

v’ transférer I’ avancement d’ une tache;

v" réaliser une téche en groupe ou individuellement (hors groupe);

v' réaliser une tache en collaborant directement avec d’ autres nceuds (pair-a-pair).

Ces comportements ont permis au groupe de travail de se remettre plus rapidement des
déconnexions des noeuds le constituant et méme dans certains cas de les ignorer. Malgré cela, les
contraintes de connectivités et de mobilité peuvent sérieusement réduire la performance des
GRID dans des environnements dynamiques et mobiles. Un scénario « catastrophe » serait un
groupe de travail dans lequel I"héte est en mouvement continu. Chaque déconnexion de I’ hote,
signifierait que tous les noauds subissent une déconnexion forcée. Le choix de I'héte étant
prédéfini par le client soumettant la requéte, il ne prend pas en compte sa position actuelle dans
I”environnement ou il se situe. Ce scénario met donc en évidence |’importance de prendre en
considération |’environnement dans lequel le groupe de travail se situe afin de s'y adapter
efficacement. Ce troisiéme concept va donc au-dela de la décentralisation des groupes de travail
et propose d organiser leurs topologies selon les besoins des taches et les contraintes de

I’ environnement.



48

3.3.3.1 Lesindicesd évaluation

Dans le domaine des réseaux de capteurs, les contraintes d’autonomies et de portées ont
poussé les chercheurs a proposer des méthodes pour former des chemins de communications
efficaces et économiques en énergie. Fabien Nimbona et S. Pierre [24] proposent de former des
petits groupes de capteurs appelés « grappe» et d'y définir un responsable par regroupement
nommé « téte de grappe ». La hiérarchie d’'une téte de grappe est évaluée a I’aide d’'un indice
d élection représentant la performance du capteur ainsi que la fiabilité de ces interconnexions.

Comme troisieme et dernier concept, nous nous proposons d’ éendre la notion de grappe au
groupe de travail. Nous supposons qu’en divisant un groupe de travail dans un environnement
globalement dynamique et mobile en plusieurs petites grappes plus stables, nous réduirons les
impacts des déconnexions et nous optimiserons les communications entre nceuds d’ une méme
grappe. Cette décentralisation permettra tout d'abord d'alléger I’ héte puisgu’il ne communiquera
gu’ avec les tétes de grappes. Les tétes de grappe seront maintenant responsables de distribuer et
collecter les informations de leurs grappes, réduisant ainsi les dégradations de performance liées
au mouvement de I héte. De plus, La redondance des taches a effectuer permettra d’ accélérer la
redistribution des taches en cas de déconnexion ou la synchronisation suite a une reconnexion.

Les noauds disposant déja de toutes les fonctionnalités pour appliquer ce concept, nous
définissons les indices d’ évaluation qui hous permettrons de les évaluer de manieére efficace. Pour

ce faire, nous allons définir les indices suivants.
I ndice de performance

Vecteur représentant la puissance de calcul du noaud, la taille de sa mémoire virtuelle

disponible, I’ espace disgue disponible ainsi que son autonomie énergétique (énergie résiduelle).
I ndice de mobilité

Probabilité d’ une déconnexion du noeud avec son groupe de travail durant le traitement d’ une
requéte.

Indice de la qualité de service de la connexion

Vecteur représentant le délai de réponse et le débit d’ une connexion entre deux nceuds. Il y a

un indice par sens de communication, soit deux par lien.
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Indice d’ éection

Vaeur représentant le potentiel d’ un noaud de la GRID a étre élu comme téte de grappe.
Contrairement aux indices précédents, il n'est pas évalué et retransmit périodiquement. Pour
pouvoir déterminer cet indice, il est nécessaire de connaitre le type d’ application qui sera traitée
par le groupe de travail, nous pouvons donc I’ évaluer qu’au moment d’ élire des tétes de grappe.
Pour faciliter sareprésentation, nous posons les fonctions P(n), M(n) et Q(n,n’) .

La fonction P(n) permet d évauer la performance d'un noaud a I’aide de son vecteur
d’indice de performance. Elle est représentée par larelation (3.10) :

P(n) = IPerformanceCpUn X a, + IPerformanceRAMn X a;

(3.10)

+ IPerformanceHDn X as + IPerformanceEn X Ay

Iperformancecpy,, représente la puissance de calcul en GHz du noaud n;
Iperformanceganm,, représente la mémoire virtuelle disponible en Go du noeud n;
Iperformanceyp,, représente |’ espace disque disponible en Go du noaud n;

Iperformancey, représente |’ autonomie restant en pourcentage du noeud n;

YV V VY V V

a,, a,, a3 et a, représente les coefficients assignés a chague élément de I'indice de
performance d’'un noaud. Leurs vaeurs varient selon le type d application a traiter.
Par exemple pour une application de calcul instance a; > a, > a, > a3. Ou

encore pour une application de stockage a; > a, > a, > ay;

Lafonction M(n) permet d évaluer I’indice de mobilité d'un noaud n al’aide de I" historique

des déconnexions :

Noperations
= —= X 100
x=1 P ()

TAvant_deconnexion n

(3.12)

M(n) = IMobiliten =

Avec:

> Noperations représentant le nombre total d'instructions informatiques nécessaires pour

traiter une requéte. Ce nombre est estimé a partir de la complexité de la requéte a

traiter et de son code source;
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> Yr—1P(n,) représentant la somme des indices de performances des v noauds n;, ny, ng,

Ng... N du groupe de travail;

> Tavant deconnexion ., eprésentant le délai de temps moyen avant une déconnexion du

noeud n. |l est estimé a I’ aide de I” historique des périodes de temps pendant laguelle

le ncaud reste connecté ala GRID sans interruption.

La fonction Q(n,n") permet d' évaluer la qualité de service d' une connexion entre deux
noauds voisins n et N’ de la GRID. Et cela al’aide du vecteur de I'indice de la qualité de service

dulienlpgs, -

Q(n, n,) = IQdSDebitnn/ X 181 + IQdSDelainn/ X BZ (312)
Ou:
> lodspeps,,,, ePrésentele débit du lien du ncud nan'.

> loasperai,,,, FePrésente le délai deréponsedu liendu ncaud nan’.

> i€t B, représente les coefficients assignés a chague éément de I’indice de la qualité

de service du lien.

Nous pouvons maintenant exprimer I’indice d’ élection d’ un nceud n demandé par une téte de

grappet al’aideladelafonction E(n) :

< v P(ny) N P(n))cf’

1R, ny) e X M(ny )M
Q(mt)°e x M(n)“m

(3.13)

E(n) = IElectionn =

Avec:

» n, représentant le Xéme ncaud des v voisins du nceud n excluant le noaud t.

> Cp, Cy €t Cy representant les coefficients attribués respectivement a I’importance de
la performance, de la mobilité et de la qualité de service des connexions des ncauds.
Ces coefficients varient selon le type d application. Par exemple, pour traiter une
requéte divisible en un ensemble de taches indépendantes, Nous aurons Cp > C, >
Cyu -Ou encore pour une requéte nécessitant une coopération entre téches C,, > C, >

Cp .
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Indice dela qualité de service de la requéte

Vaeur représentant la performance nécessaire a atteindre par un groupe de travail pour
pouvoir garantir la qualité de service recommandée pour le traitement de la requéte. La
performance d’'un groupe de travail éant la somme de la puissance de calcul des noceuds qui le
compose, cette valeur se mesure en nombre d’instructions informatiques devant étre effectuées en

une seconde par tout le groupe de travail.
3.3.3.2 Lesstratégiesdeformation d’ un groupe detravail

Les indices d évaluation éant maintenant définis, nous pouvons présenter la stratégie que
nous proposons pour former et organiser un groupe de travail. Les tétes de grappes élues sont les
noauds les mieux équilibrés entre leurs nombres de nceuds voisins avec qui ils peuvent
communiquer, leurs performances et leurs mobilités. Pour former un groupe de travail dans
I”architecture GRID que nous proposons, nous devons ragjouter trois critéres de sélection dans le
mécanisme d’ élection propose par cet auteur :

= |aqualité de service des interconnexions;
= |etypedetéche aréaliser : tache indépendante ou tache coopérative;

= |"économisassions des ressources.

Usuellement, la formation d'un groupe de travail par I'hGte se fait ssimplement par le
regroupement de ces ncauds voisins suite a une invitation. Chaque noaud ayant accepté de se
joindre au groupe de travail entretiendra un lien direct avec I’ hote afin de former une topologie
centralisée. A I'aide des indices de performance, de mobilité, de qualité de service des
connexions, de qualité de service de la requéte et d’'élection définis précédemment, nous

présentons |es différentes étapes du nouveau mécanisme de formation de groupe de travail.
Etape 1

Chaque noaud de la GRID détermine son indice de performance et la qualité de service de ses
connexions puis il les transmet a ses voisins lorsqu’il signale sa présence dans la GRID. S'il se
déplace durant son s§our dans la GRID, le noaud met a jour les indices de qualité de services des
nouvelles connexions et les partages avec ses nouveaux noauds voisins. De méme, lorsque le
noeud a un nouveau voisin et qu'il regoit ces indices de performance et de la qualité de service de
la connexion, il détermine a son tour la qualité de service de la nouvelle connexion. Il I’envoie

alors en plus de son indice de performance, un message en réponse a son nouveau voisin
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Cette série d' échange d'indices permettra a tous les noauds de la GRID de connaitre leurs

voisins et d’ étre prét alaformation d’ un groupe de travail.
Etape 2

A larequéte d’un client, le ncaud ayant recu en premier celle-ci devient I’ héte. Il joue le role

de latéte de grappe principale et initialise laformation de son groupe de travail.
Etape 3

L’ héte émet des invitations a tous ses ncauds voisins dans la GRID. Il les invite a rgjoindre
sa grappe principale qui formera son groupe de travail. Dans son message d'invitation, il
indique : le type d'application qui sera a traiter, la quantité estimée d’instructions informatiques a

devoir traiter par ce nceud et I’indice de la qualité de service de larequéte a combler.
Etape 4

Un noaud de la GRID ayant recu une invitation d’' une téte de grappe effectue les opérations

suivantes :

Si le noud est déja une téte de grappe dans ce groupe de travail :

Cette téte de grappe émet elle aussi a ses voisins des invitations pour joindre sa
propre grappe.
Pour chague voisin, nous répétons donc la 4e étape.

Si le noaud est disponible ou fait déja partie d' une grappe de ce groupe de travail :

Il détermine son indice d’ élection a |’ aide des informations regues sur la téache
atraiter :

———o Dansle calcul de cet indice d éection, il ne prend en considération que
les noauds voisins disponibles, c'est-a-dire les noauds voisins n’ étant ni
téte de grappe ni éément d une grappe.

o S lenoad est un élément d’une grappe, il ne prendra pas en compte

son indice de performance dans le calcul de I'indice d élection

puisqu’il fait déja partie du groupe de travail.

p Une fois ces indices évalués, il les retransmet a la téte de grappe qui lui a

envoye |’invitation.
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Etape 5

Les tétes de grappe récoltent les réponses de leurs voisins et effectuent les opérations

suivantes;

Si la téte de grappe est I’ hbte :

Elle choisit un noaud :

——o S |latéte de grappe offre aussi |e service du partage de sa puissance de

calcul :

Elle choisit entre elle-méme ou un nceud de son voisinage, celui
qui possede un indice d’ élection dont la valeur est |égérement
plus élevée que I'indice de qualité de service de la requéte
restant a combler.

¢ S aucun ne peut ére chois, c'est le noaud avec la valeur

L d'indiced élection le plus élevé qui seraretenu.

o Sinon, Elle choisit le nceud parmi son voisinage qui possede un indice
d’élection dont la valeur est légerement plus élevée que I'indice de
gualité de service de la requéte restant a combler. Si aucun ne peut étre

choisi, c'est le noaud avec la valeur d’indice d' éection le plus élevé qui

L seraretenu.

» S lenoaud choisi est I’ hote, il forme sa grappe en regroupant ses voisins qui lui

ont répondu.

» S le noaud choisi est I’un de ses noauds voisins, il est &du comme nouvelle téte

de grappe et dépend de celle I’ ayant invité. 1| forme sa grappe en y regroupant
les ncauds voisins qui lui ont permis de déterminer son indice d’ éection.

» S le noaud choisi a été suggéré par une téte de grappe voisine, il est éu

comme nouvelle téte de grappe et il sera sous la responsabilité de la téte de
grappe la plus proche de lui. Puis, la nouvelle téte de grappe forme sa grappe
en y regroupant les noauds voisins qui lui ont permis de déterminer son indice
d élection.

p Sl 'y a aucun choix de noaid possible, le groupe de travail ne peut plus

S étendre sur d’ autres noauds de la GRID car il n'y en a plus de disponibles.

Nous passons ala 7e étape.



Si |a téte de grappe a elle-méme recu une invitation :

o

O

Elle choisit un nceud parmi toutes les réponses regues :

Elle choisit le ncaud ayant un indice d’ élections dont la valeur est
|égerement plus élevée que I'indice de qualité de service de la requéte
restant a combler.

Si I'indice de qualité de service de la requéte restant ne peut pas étre

comblé, elle choisit le noaud avec I’ indice d’ élection la plus élevée.

¢ S unnoad est choisi :

o

o

Si le noaud choisi par cette la téte de grappet n' est pas un noaud voisin,

mais plutét un noaud suggéré par une téte de grappe voisine n: la téte

de grappet réévaue I’indice d' élection du nceud choisi pour prendre en
considération la mobilité et la qualité de service du lien, de la téte de
grappe voisine n qui I’arépondu. Pour ce faire nous utilisons larelation
(3.14):

C
I _ (IElection_Recu) ) (3 14)
Election_Réévalué — C C ’
Q(n, t)*e x M(n)m

AvVec:

> n, latéte de grappe voisine ayant suggéré un nceud a sa téte
de grappet hiérarchiquement plus éleveée;

> Igiection Reevaiue TEPrésentant I'indice d'éection réévalue.
Cette valeur remplaceral’indice d élection recu du nceud suggére;

> Igiection recu FEPrésentant I’indice d’ élection recu du noaud
suggéré par latéte de grappe voisine.

Elle retransmet I’indice d’' éection du noaud voisin chois a la téte de

| grappe qui I'ainvitée.

¢ Sil n'y aaucun choix de noaid possible, le groupe de travail ne peut plus

S éendre sur d’ autres nceuds de la GRID car il n'y en a plus de disponibles.

Nous passons ala 7e étape.
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Etape 6

Latéte de grappe détermine si le groupe de travail est suffisasmment performant pour réaliser
la requéte ou doit S étendre encore a d autres noauds de la GRID. Rappelons que la performance
d un groupe de travail est la somme de la puissance de calcul des noauds qui le compose.

Si |a performance du groupe de travail est plus élevée que I'indice de la qualité de

service de la requéte a garantir, nous passons al’ étape suivante.

Sinon, nous répétons la 3e étape.
Etape 7
Finalement, la topologie actuelle du groupe de travail est suffisante ou est la meilleure

possible. Nous pouvons commencer |e traitement de la requéte.

Sur le plan théorique, cette méthode permet de regrouper un groupe de travail en au moins
une grappe, avec a sa téte le noaud le plus apte a jouer le réle d'un héte. Si la GRID s étend sur
plusieurs réseaux, les tétes de grappe réorganiseront les interconnexions des nceuds de maniére a
limiter les échanges inter-réseaux, favorisant ainsi les communications locales. Nous pouvons
noter que le choix des tétes de grappe se fait suivant une heuristique gloutonne. A chague choix a
faire, nous choisissons la téte de grappe ayant la valeur d'indice d élection la plus élevé et cela,
sans revenir sur nos choix.

Mise a part I’augmentation de la flexibilité des groupes de travail, la prise en considération
des caractéristiques de I’environnement permet dynamiquement et selon le type de tache a
réaliser, d’ organiser la topologie efficacement. La succession des tétes de grappe forme un arbre
hiérarchisé dans lequel les contraintes liées a I’ environnement sont isolées. Leurs impacts sont
locaux et n’affectent plus globalement |’ avancement du traitement de la requéte. La taille de ces
grappes est optimisée selon le besoin nécessaire a la réalisation de la requéte et il n'y a pas de
gaspillage de ressource. Cette rétroaction de la topologie avec I’ environnement permettra a notre
architecture GRID de nouvelle génération de conserver sa performance dans un milieu
dynamique ou mobile.

Afin de mettre en évidence les améliorations de performance apportées, nous devons mettre
en pratique notre GRID et déterminer |es coefficients du mécanisme de formation des groupes de
travail. Pour y parvenir, le chapitre suivant présente I'implémentation et |’évaluation de notre

nouvelle génération de GRID.
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CHAPITRE 4
IMPLEMENTATION ET EVALUATION

Suite a nos recherches, nous avons introduit une nouvelle génération de GRID dans le
domaine des réseaux d ordinateurs. Pour compléter cette proposition, nous devons tester et
évaluer |’ architecture GRID que nous proposons. Pour ce faire, nous avons choisi de développer
un simulateur de GRID plutdt que I'intergiciel de notre GRID. L’ outil de smulation de GRID
nous permettra tout d abord de tester et de valider le comportement global de I’ architecture de
notre GRID. Puisgu’il sagit de ssimulation et non de cas réel, nous pouvons faire varier sans
difficulté le nombre de ressources dans la GRID ainsi que le type d environnement dans lesquels
elles sont localisées. De plus, cet outil nous permettra de comparer les performances de notre
architecture GRID avec celles des générations précédentes.

Ce chapitre expose dans une premiere partie le processus de développement suivi afin
d implémenter le simulateur de GRID. Pour chacune des générations de GRID, nous détaillerons
les différents éléments et mécanismes de leur architecture qui seront implémentés dans le
simulateur. Dans la deuxiéme partie du chapitre, nous évaluerons les différentes générations de
GRID implémentées. Pour ce faire, nous mettrons I’emphase sur I’ évaluation et I’analyse des

performances de la formation des groupes de travail et du traitement de leurs requétes.
4.1 Smulateur de GRID

Le simulateur de GRID est un outil important pour tester et évaluer I’ architecture GRID gque
nous proposons. |1 ne se limite pas seulement & simuler notre GRID, mais aussi toutes celles des
générations précédentes. Le processus de son dével oppement se doit d’ étre soigné afin d’ obtenir
des simulations proches de laréalité.

Tout d abord, nous spécifierons les fonctionnalités qui devront étre offertes par le simulateur.
L a période de nos recherches étant restreinte, nous devons prendre pour acquis certains éléments
et mécanismes des GRID. Apres avoir cité les suppositions que nous ferons dans nos simulations,
nous présenterons |’ architecture du simulateur de GRID, puis le choix de I’environnement de
dével oppement. Suite a cela, nous présenterons I’ implémentation du simulateur et des GRID qui
y seront simulées, suivie d'une bréve exposition des activités de validation et de I'interface
graphique du simulateur.
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4.1.1 Spécifications

Le réle de cet outil est clair, il doit permettre de simuler et d’ évaluer les GRID des
générations existantes en plus de celle que nous proposons. Pour clarifier les fonctionnalités qui
doivent étre offertes par le simulateur de GRID, nous annoncons la liste suivante des
spécifications de cet outil :

1. Permettre de former un réseau d’ ordinateurs:

1.1. Définir lagénération de laGRID.

1.2. Choisir le nombre de ressources dans la GRID.

1.3. Déterminer les connexions entre |es ressources.

1.4. Déterminer le type d environnement.

1.5. Visualiser le réseau d’ ordinateurs :

1.5.1. Représenter les noeuds de différentes couleurs selon leurs réles.
1.5.2. Représenter les liens entre les noauds.
1.5.3. Afficher la somme de |a puissance de calcul de toutes les ressources.

1.6. Permettre de sauvegarder la configuration en cours.

1.7. Permettre de charger une ancienne configuration.

2. Permettre d’ éditer une ressource :

2.1. Déterminer la puissance de calcul.

2.2. Déterminer |’ espace disque disponible.

2.3. Déterminer I’ espace de lamémoire vive disponible.

2.4. Déterminer |’ autonomie restante.

2.5. Visualiser I'indice de mobilité déterminé al’ aide de larelation (3.11) :
2.5.1. Déterminer le délai de temps moyen avant une déconnexion.
2.5.2. Déterminer la probabilité de reconnexion aprés une déconnexion.

2.6. Visualiser I’indice de performance déterminé al’aide de larelation (3.10) :
2.6.1. Déterminer le coefficient de la puissance de calcul.

2.6.2. Déterminer le coefficient de |’ espace disque.
2.6.3. Déterminer le coefficient de I’ espace de lamémoire vive.
2.6.4. Déterminer le coefficient de | autonomie restante.
2.7. Visuaiser I'indice d' élection déterminé al’ aide de larelation (3.13) :

2.7.1. Déterminer le coefficient de I’indice de performance.
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2.7.2. Déterminer le coefficient de |’ indice de mobilité.
2.7.3. Déterminer le coefficient de I’indice de qualité de service du réseau.
3. Permettre d’ éditer un lien entre deux ressources:
3.1. Visuadiser I'indice de la qualité de service déterminé a I’aide de la relation
(312):
3.1.1. Déterminer le débit de chaque sens de la connexion.
3.1.2. Déterminer le délai de réponse de chaque sens de la connexion.
3.1.3. Déterminer le coefficient du poids du débit.
3.1.4. Déterminer le coefficient du poids du délai de réponse.
3.2. Déterminer lafiabilité du lien.
4. Permettre laformation de groupe de travail selon la génération dela GRID :
4.1. Pour la premiere génération de GRID :
4.1.1. Déterminer I’ hote.
4.1.2. Former une GRID avec lesvoisins directs de |” hote.
4.1.3. Former un groupe de travail de lataille delaGRID.
4.2. Pour ladeuxieme génération de GRID :
4.2.1. Déterminer I’ hote.
4.2.2. Former une GRID avec lesvoisins directs de |” hote.
4.2.3. Former un groupe de travail de lataille delaGRID.
4.3. Pour latroisieme génération de GRID :
4.3.1. Déterminer I’ hote.
4.3.2. Déterminer la qualité de service de larequéte.
4.3.3. Former un groupe de travail :
4.3.3.1. Ne considérer que lesvoisins directs de I’ hote.
4.3.3.2. Respecter I'indice de qualité de service de larequéte.
4.4. Pour la GRID proposée de nouvelle génération :
4.4.1. Déterminer I’ hote.
4.4.2. Déterminer la qualité de service de larequéte.
4.4.3. Former un groupe de travail :

4.4.3.1. Considérer toutes les ressources de la GRID.
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4.4.3.2. Hiérarchiser le groupe a I’aide de la stratégie de formation de
groupe proposee.
4.4.3.3. Respecter I'indice de qualité de service de larequéte.
5. Pouvoir soumettre une requéte atraiter au groupe de travail :
5.1. Pour la premiere génération de GRID :
5.1.1. Déterminer lataille de larequéte atraiter.
5.1.2. Déterminer le délai entre chaque étape de la simulation.
5.1.3. Déterminer un temps d’ arrét d’ une simulation.
5.2. Pour la deuxieme génération de GRID :
5.2.1. Déterminer lataille de larequéte atraiter.
5.2.2. Déterminer le délai entre chaque étape de la simulation.
5.2.3. Déterminer un temps d’ arrét d’ une simulation.
5.3. Pour latroisiéme génération de GRID :
5.3.1. Déterminer lataille de larequéte atraiter.
5.3.2. Déterminer le délai entre chaque étape de la simulation.
5.3.3. Déterminer un temps d’ arrét d’ une simulation.
5.3.4. Visuaiser la probabilité moyenne de reconnexion des ncauds.
5.4. Pour la GRID proposée de nouvelle génération :
5.4.1. Déterminer lataille de larequéte atraiter.
5.4.2. Déerminer le délai entre chaque étape de la simulation.
5.4.3. Déterminer un temps d’ arrét d’ une simulation.
5.4.4. Visualiser la probabilité moyenne de reconnexion des ncauds.
5.4.5. Visualiser la probabilité moyenne de déconnexion douce des noauds.
5.5. Permettre d’ exporter des données de simulation :
5.5.1. Exporter sous le format Excel le temps de simulation.
5.5.2. Exporter sous le format Excel |’avancement du traitement global de la

requéte.

Le suivi de ces spécifications permet de réaliser |’ outil de simulation dont nous avons besoin.
Cependant, nous devons supposer certains mécanismes des GRID comme acquis, ain de ne pas
avoir aimplémenter tous les ééments qui ne sont pas nécessaires al’ évaluation des performances

des différentes générations de GRID.
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4.1.2 Suppositions

Les intergiciels de GRID sont des logiciels complexes, chacun d’eux est le fruit de

plusieurs mois et années de recherche. Comme nous I’avons mentionné, nous devons prendre

pour acquis les mécanismes qui n’ont pas de réel impact sur la performance général de la GRID.

Pour chacune des générations, nous présentons |I’ensemble des suppositions que nous avons

faites:

A. Pour toutes les générations de GRID :

Al

Al

ALl

Nous tenons pour acquis les mécanismes de securité : La problématique de

la sécurité dans les GRID a été résolue dans les GRID de troiseme
génération. Des mécanismes d authentification, d'autorisation et de
vérification ont été formulés dans la littérature. Notre priorité n’ éant pas la
sécurité, nous avons choisi de prendre ces mécanismes comme acquis. |l
est évident que I’ utilisation de GRID dans un autre domaine que celui de la
recherche nécessite des mécanismes de sécurité robustes; cela afin d’ éviter
I’exploitation non autorisée de la GRID, le vol dinformations et
I” altération des informations échangées.

Nous faisons abstraction des langages informatiques de programmation

paraléle: Comme il sagit d'une simulation et non d'un traitement réel
d'une téche, nous avons choisi de faire abstraction des langages de
programmation des taches. Sans code de programmation, nous définissons
les requétes a traiter comme un ensemble d'instructions informatiques a
exécuter. C'est le nombre total d'instructions a traiter pour réaliser une
requéte qui spécifie sa taille dans la simulation. Pour faire un
rapprochement avec laréalité, plus lataille d une requéte est grande dans la
simulation, plus celle-ci devrait étre complexe et longue a traiter par une
GRID rédlle.

Nous ignorons la coopération entre ressources: La coopération entre les

ressources nécessite une gestion avancée des téaches de I'intergiciel des
GRID. A cause du délai de temps réservé pour I'implémentation du

simulateur et de I'architecture de notre GRID, nous n'avons pas pu
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considérer le cas d' utilisation des GRID ou les noauds coopérent afin de
réaliser une tdche commune.

Nous supposons que la fiabilité d' un lien représente la probabilité d’ une

déconnexion douce: En effet, si le noaud n ne se déconnecte pas de lui-

méme de maniére douce, ¢’ est que la connexion le liant au noaud N’ a été
coupée. Nous évaluons donc la probabilité d’ une déconnexion forte al’ aide
delarelation (4.1) :

PDeconnexion_Forten =1- FLiennn,

(4.1)

=1- PDeconnexion_Doucen
Ou:
» Ppeconnexion_Forte, N€Présente la probabilité d’ une déconnexion forte
du noaud n;
> Flien,,, represente lafiabilité du liendu noud nan’;
» Ppeconnexion_pouce, EPrésente la probabilité d'une déconnexion

douce du noaud n.

Nous supposons que la GRID ne peut traiter plus d’ une requéte a la fois:

Nous supposons qu’il n’est pas nécessaire d offrir dans le simulateur les
fonctionnalités nécessaires aux traitements de plusieurs requétes en méme
temps par une méme GRID. Evaluer le traitement d’ une seule requéte ala
fois sera suffisant a notre analyse de performance.

Nous supposons qu’ une ressource informatique ne traite qu’ une tache ala

fois: Afin de simplifier I'implémentation des intergiciels des GRID, nous
ne considérons pas | es traitements multitaches.

Nous supposons que la puissance de cacul de 1GHz d'une ressource

éguivaut a 10° instructions informatigues pouvant étre traitées a la seconde

par celle-ci : Dépendamment de I’ architecture et du modéle de I’ unité de
calcul, le nombre d'instructions informatiques pouvant étre traité a la

seconde varie. Afin de simplifier I’évaluation des GRID, nous supposons
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pour toutes les unités de calcul qu'1GHz équivaut & 10° instructions
informatiques par seconde.

Nous supposons qu’'une instruction informatique est de 4 octets: Pour

pouvoir évaluer le temps nécessaire au transfert d’'une téche dans une
interconnexion, nous considérons que les instructions informatiques sont
traitées par des processeurs de 32bits (8* 4octets).

Nous supposons gu’ un message (autres gu’ une tache) échangé est de taille

négligeable: Comme les messages échangés sont généralement des
messages de signalisation courts dont la taille est difficile a évaluer, nous

considérons qu’ils sont de tailles négligeabl es.

B. Pour les GRID de troisieme génération :

B.l.

B.1I.

Nous supposons gu’un seul groupe de travail peut étre formé a la fois:

Suite a la supposition A.V, le simulateur ne permet que de former un
groupe de travail alafois, bien que cette génération supporte la formation
de plusieurs groupes de travail dans une méme GRID.

Nous supposons que seuls les services de coordination et de partage de la

puissance de calcul sont nécessaires a implémenter : Notre évaluation des

GRID est axée sur leurs performances a traiter des requétes. Nous
supposons donc que seuls les services permettant de former un groupe de
travall et de partager la puissance de calcul des ressources seront

nécessaires pour comparer leurs performances.

C. Pour les GRID proposée de nouvelle génération :

C.l.

C.II.

Nous supposons gu’'un seul groupe de travail peut étre formé a la fois:

Suite a la supposition A.V, le simulateur ne permet que de former un
groupe de travail a la fois. Cela, bien que cette génération de GRID
supporte aussi la formation de plusieurs groupes de travail.

Nous supposons que seuls les services de coopération et de partage de la

puissance de calcul sont nécessaires aimplémenter : Tout comme les GRID

de troisieme génération (voir supposition B.I1), nous supposons gque seuls

les services permettant de former un groupe de travail et de partager la
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puissance de calcul des ressources seront nécessaires pour comparer leurs
performances.

C.I1l.  Nous supposons que les GRID ne traitent qu'un seul type de requéte: Le

type application commun a toutes les générations de GRID est celui de la
distribution des calculs intenses afin d’ accélérer leurs réalisations. Suite a
la supposition C.II, seules les requétes de ce type seront nécessaires a

implémenter afin d’ évaluer la performance de leurs traitements.

Les spécifications et suppositions du simulateur de GRID étant formulées, nous poursuivons
le processus de dével oppement avec I’ exposition de I’ architecture de I’ outil de simulation.

4.1.3 Architecturedu ssimulateur de GRID

A I'aide de cet outil nous serons en mesure d évaluer la performance des différentes
générations de GRID et de les comparer a la nouvelle génération que nous proposons. Pour ce
faire, nous devons nous éloigner |égerement de nos objectifs initiaux de recherche afin de
proposer un systéme informatigue simple et efficace qui nous permettra de simuler les différentes
GRID.

Dans cette section, nous alons tout d’ abord présenter les déférents éléments qui constituent
I"architecture globale du simulateur. Nous identifierons les interactions entre ces éléments ainsi

que le digramme UML des classes qui sera aimplémenter.
4.1.3.1 Présentation del’architecture globale

L’ architecture du simulateur est constituée d'un ensemble d ééments indépendants
interagissant entre eux, la Figure 4.1 présente une vision globale du systeme. Nous y retrouvons
les & éments suivants :

= Les libraires: Elles regroupent toutes les bibliotheques informatiques nécessaires a
I’exécution de notre simulateur dans un systeme d'exploitation. De plus, pour
visualiser la progression des étapes de la simulation, nous utiliserons des librairies
graphiques. Grace a elles, nous pourrons offrir un apercu de toutes les ressources de la
GRID et de leurs fonctionnements.

= Les controleurs: Ils regroupent les intergiciels de GRID et le contrdle des outils de

conception et de simulation. Il y a un intergiciel pour chacune des générations de

GRID qui définit les mécanismes nécessaires a son fonctionnement. Le controle des
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outils représentent les méthodes des fonctionnalités désirées qui sont exécutées lors
desinteractions entre |’ utilisateur et le ssmulateur.

Les interfaces: Elles regroupent tous les éléments qui rendent I’ expérience

d'utilisation du simulateur plus agréable. Elles constituent toutes les interfaces
graphiques de la barre d'outils et de I’espace de simulation. La barre d'outils de
conception et de simulation a été introduite afin de ssimplifier la saisie d’information
ains que la manipulation des éléments de la simulation. L’espace de simulation
représente le plan dans lequel une GRID sera représentée et ou la simulation se
déroulera.

Les modéles: |ls regroupent les différents objets qui seront utilisés par le simulateur.
Les principaux sont les ncauds, les liens, le réseau et les fichiers. Comme leurs noms
I"indiquent, I’objet « noaud » représente une ressource de la GRID, I’objet «lien »
représente I’interconnexion entre deux nceuds et I'objet «réseau » représente une
GRID formée des objets de « noaud » et de «lien». Quant a lui, I’objet «fichier »

permet de sauvegarder et de charger une GRID dans le ssimulateur.

Contrdle des outils Barre d’outils

Espacede

Premiere Deuxiéme i ,
simulation

Génération Génération

Interfaces
Troisieme Nouvelle

Génération Génération L
Fichier

Intergiciels Réseau

Controéleurs

Lien
Librairi .

Simulateur

Figure4.1 - Vision globale de I’ architecture du simulateur
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4.1.3.2 Interactionsentrelesé&émentsdel’ architecture

Une simulation est le résultat de la coopération des différents éléments indépendants de
I"architecture du simulateur. Tout commence par I’ utilisation des outils de conceptions et de
simulations par un usager du simulateur. Quand I’ utilisateur interagit avec I’ interface graphique,
des événements sont envoyés aux contréles des outils. Chaque outil fait appel a son propre
controleur qui exécute les opérations désirées. Ces opérations visent a modifier le réseau
d ordinateurs simulé. Un réseau d’ ordinateurs est lui-méme composé d’ un ensemble de noauds et
de liens. Les contréleurs d’ outils permettent aussi de choisir et de paramétrer I'intergiciel de la
génération de GRID que nous voulons simuler. C'est I’ensemble de I'intergiciel d'une GRID et
d' un réseau d ordinateurs qui constitue |’ espace de simulation. Cet espace de simulation est la
représentation visuelle de la GRID; elle peut étre rééditée par I’ usager al’ aide des outils offerts.
Ou encore, elle peut étre sauvegardée dans un fichier ou auss restaurée d une sauvegarde

précédente. La Figure 4.2 représente ce flux de donnée :
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Figure 4.2 - Flux de données dans I’ architecture du simulateur

Chague élément de I’architecture du simulateur étant indépendant, le flux de données qui
parcourt les éléments est simple et efficace. Cette division appropriée de |’ architecture se refléete

dans le diagramme de classe du simulateur.
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4.1.3.3 Diagramme UML declasse

Pour compléter la présentation de |'architecture du simulateur, nous allons présenter le
diagramme des classes qui seront a implémenter. Rappelons qu'une «classe» est une
représentation informatique d'un objet ou d'un éément. Chaque classe est congtituée de
« méthodes » et d’ « attributs ». Une méthode est une fonction pouvant étre exécutée par la classe
et un attribut, représentant un composant de celle-ci. Tout comme le flux de données, le
diagramme UML de classe représente les interactions entre les différents éléments d’'une
architecture. 1l est cependant davantage orienté vers le code informatique et sert de guide pour
implémenter les différents éléments d’une architecture. Pour notre simulateur de GRID, nous
proposons le diagramme UML de classe illustré a la Figure 4.3. L’architecture de notre
simulateur de GRID est constituée de 12 classes et d’ un ensemble de librairies graphiques :

» Classe « Outils » : Elle est composée de tous les boutons de la barre d’ outils mise a

disposition dans I'interface graphique du simulateur. 1l y a un bouton pour chacune
des fonctionnalités offertes a I’ utilisateur, a savoir redessiner le réseau d’ ordinateurs,
former un groupe de travail dans la GRID, lancer la simulation du traitement d’une
tache, déplacer un noaud, gjouter un nceud, supprimer un noaud, créer un lien entre
deux noauds, supprimer un lien entre deux noauds, sauvegarder la ssmulation, charger
une simulation et finalement quitter le simulateur.

= (Classe « Contréleurs» : Elle associe a chaque bouton de I'interface une méthode.

Quand un utilisateur utilise un outil, le contréleur exécute la méthode permettant de
réaliser I’ opération demandée.

» (Classe «Intergiciel » : C'est une classe « abstraite », c'est-a-dire que ses méthodes

sont déclarées sans y étre définies. Effectivement, chagque intergiciel de GRID dans
notre simulateur devrait disposer d’ un mécanisme pour former un groupe de travail
ainsi que d'un autre pour traiter une téache. Cependant, la définition de ces méthodes
est propre a chague génération de GRID. L’ avantage d’ utiliser ce modele est de rendre
interchangeable les classes d'intergiciels qui hériteront de cette classe abstraite selon
la génération que nous souhaitons.

» Classe « 1G » : Représente I’intergiciel des GRID de premiere génération. Elle hérite

delaclasse « Intergiciel » et définit les mécanismes propres a cette genération.
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Figure 4.3 - Diagramme UML de classe de |’ architecture du simul ateur
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= (Classe « 2G » : Représente I’intergiciel des GRID de deuxiéme génération. Elle hérite

delaclasse « Intergiciel » et définit les mécanismes propres a cette genération.

= Classe « 3G » : Représente I'intergiciel des GRID de troisieme génération. Elle hérite

delaclasse « Intergiciel » et définit les mécanismes propres a cette génération.
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= Classe « 4G » : Représente I'intergiciel de |’ architecture GRID de nouvelle génération
gue nous proposons. Elle hérite de la classe « Intergiciel » et définit les mécanismes
gue nous avons présentés dans le chapitre précédent.

» C(Classe «Fichier»: Cette classe définit un fichier dans lequel nous pouvons

sauvegarder et charger des données en spécifiant son nom et sa localisation.

= (Classe « Noaud » : Elle contient toutes les informations définissant une ressource

informatique. Nous y retrouvons les coordonnées géométriques du noaud dans le plan
ou se déroulera la simulation, I'indice de performance, I’indice de mobilité, le dernier
indice d’ élection évalué, la puissance de calcul de son CPU, lataille disponible de sa
meémoire vive, |’ espace disque restant ainsi que son autonomie résiduelle.

= (Classe « Lien » : Elle contient toutes les informations définissant une interconnexion

entre les nceuds A et B du plan. Nous y trouvons I’indice de la qualité de service, le
déhit, le délai de réponse dans chaque sens et lafiabilité du lien. De plus, elle dispose
de deux méthodes permettant d’ envoyer des messages.

= (Classe « Réseau » : Elle est formée d’'un ensemble de noauds et de liens et offre une

méthode pour présenter le réseau dans un plan.

= (Classe « Espace » : C'est la classe principale de notre ssmulateur, elle regroupe tous

les ééments nécessaires a la réalisation d'une simulation, c'est-a&-dire un réseau
d’ordinateurs, un intergiciel de GRID et un fichier de sauvegarde. A I’aide des
librairies graphiques, elle représente visuellement la GRID et les étapes de la
simulation. Elle interagit avec la classe des controleurs afin de permettre al’ utilisateur

de manipuler I’ espace de ssmulation (voir Figure 4.2).

L’ architecture du simulateur étant présentée, nous pouvons maintenant choisir les outils

informatiques qui nous permettrons de réaliser notre simulateur de GRID.
4.1.4 Choix del’environnement

Il existe une multitude d' outils et de langages informatiques permettant le développement
d applications. Parmi les plus populaires, nous avons choiss JAVA [25] comme langage de
programmation car il offre les avantages suivants :
v/ C'est un langage de programmation qui est orienté « objet »;

v il incite a programmer des classes autonomes et réutilisables;
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il est indépendant du systeme d’ exploitation;
de nombreuses librairies open-source sont disponibles;

il permet de gérer facilement les processus logiciels (Threads);

DN N NN

la plateforme d’ exécution et les outils de dével oppement sont peu encombrants.

Comme outil de développement, nous avons choisi Netbeans IDE [26]. C'est un outil de
développement entierement en JAVA qui permet de développer des applications avec les
langages informatiques populaires et émergents. Il N’y a pas d’incertitude technologique dans le
développement de notre simulateur de GRID; JAVA et Netbeans sont des outils informatiques
stables et matures. Leurs limitations sont connues et dans le cas d’un besoin d’ aide, il existe une

grande communauté virtuelle offrant des solutions aux problémes les plus rencontrés.
4.1.5 Implémentation des GRID existantes

Apres la rédlisation des phases de création et d éaboration dans un processus de
développement, la phase d' implémentation peut débuter. Dans ce mémoire, nous n’alons pas
présenter |I'implémentation de toutes les classes de I’ architecture du simulateur de GRID. Nous
allons nous recentrer sur nos objectifs et mettre plutdt I’ accent sur I”implémentation des différents
meécanismes des intergiciels de GRID.

Dans cette section, pour chacune des générations de GRID existantes, nous allons présenter

I”implémentation des deux méthodes de leurs classes.
4.15.1 Premiéreet deuxieme génération de GRID

Nous distinguons les différentes générations de GRID par la topologie de leurs ressources
informatiques dans le réseau ains que par |I'architecture de leurs intergiciels. Dans les deux
premiéres générations de GRID, latopologie des ressources est laméme. Elle se limite au serveur
de coordination et ses ressources voisines. De plus, toutes les ressources de la GRID dont le
serveur de coordination forment le groupe de travail.

La différence entre la premiére et la deuxiéme génération de GRID réside dans leurs
capacités a traiter différents types de taches. Les GRID de premiéere génération sont dédiés a un
seul type de taches contrairement aux GRID de seconde génération. Cependant, nous avons fait
abstraction des types de taches dans nos simulations (voir proposition A.ll dans la section 4.1.2).

Puisgue les requétes soumises aux GRID et |es sous-taches qui en découlent ne sont plus que des
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instructions informatiques a traiter, les intergiciels des deux premiéres générations de GRID a
simuler sont identiques. Les méthodes des classes « 1G » et « 2G » sont donc similaires.

Pour implémenter les classes des intergiciels de premiére et seconde génération, nous
définissions les méthodes issues des mécanismes de formation de groupe de travail et du
traitement des taches. Ces générations de GRID étant les plus simples a ssmuler, cette premiére
présentation de |I'implémentation d'intergiciel de GRID servira d’ exemple initial avant d' aborder

des générations plus complexes.
Formation du groupe de travail

Pour clarifier le mécanisme de formation du groupe de travail dans ces deux générations de
GRID, nous allons présenter les différentes étapes de ce mécanisme dans les Tableau 4.1 et 4.2.
Chaque étape de cette formation est accompagnée d’ une description de celle-ci ainsi que d'une
représentation graphique du réseau d ordinateurs dans lequel la GRID opeére.

Tout d abord, I’ étape initiale 0 est définie par la classe « réseau ». Comme nous |’ avons vu
dans le diagramme UML de classe a la Figure 4.3, c’'est cette classe qui spécifie toutes les

ressources et tous les liens du réseau d’ ordinateurs.

Tableau 4.1 - Etapes de formation d’un groupe de travail dans une GRID 1G et 2G (1 partie)

Un réseau dordinateurs est composé de 9 ressources

informatiques. Ils sont interconnectés & I'aide de liens ':.5_3\’:' RO ,:'2‘:
bidirectionnels. Lorsgu’il y a un lien entre deux ressources, .‘_‘.,‘ /,"._‘\: I," :o;:
elles sont alors capables de communiquer directement entre PR Gt
elles; par exemple, la ressource (1) peut communiquer :‘-‘:. 5 \.‘-,‘
directement avec la (2), ou encore la (4) avec la (5). La o .:‘E':, ----- A8

ressource (H) représente le serveur de coordination.

Les ressources tentent de se connecter au serveur de
coordination. La position du serveur de coordination dans le
réseau est connue de toutes les ressources. Seules les
ressources (1), (2), (3), (4), (5) et (6) qui sont interconnectés
au serveur de coordination peuvent signaler leurs présences.

Elles forment |e voisinage du serveur de coordination.
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Tableau 4.2 - Etapes de formation d un groupe de travail dans une GRID 1G et 2G (2° partie)

Le serveur de coordination forme la GRID avec toutes les
ressources voisines qui se sont connectées a lui. Nous
pouvons faire remarquer que les ressources (7) et (8) qui
n’ont pas de liens directs avec le serveur de coordination sont
ignorées. Mais aussi, tous les liens du réseau d’ ordinateurs
ne passant pas par le serveur de coordination resteront

inutilisés.

Lorsque le serveur de coordination regoit une requéte a
traiter, il fait appel a toutes les ressources de sa GRID pour
former un groupe de travail et commencer le traitement de la

tache.

Il faut trois étapes au serveur de coordination pour former un groupe de travail. Dans ses
deux premiéeres générations de GRID, I'intergiciel du serveur de coordination est différent de
celui des ressources. Pour chacune des étapes 1, 2 et 3 de la formation du groupe de travail, et
selon le réle de la ressource informatique dans la GRID, les Tableaux 4.3 et 4.4 spécifient le

pseudo-code de I"implémentation de la méthode former_groupe des classes « 1G » et « 2G ».

Tableau 4.3 - Pseudo-code de la méthode former_groupe d’ une GRID 1G et 2G (1 partie)

N

= Tantgu'il Ny a aucune requéte recue :

e S un message de signalisation est recu :

Serveur de
coordination o Répondre en confirmant la réception.
o Ajouter la ressource qui a envoyé le message de
signalisation dans la liste des ressources voisines.
» Tant quele serveur de coordination n'a pas répondu :
Ressource e A chaque minute :

o Pour chaquelien: ... (Suite au Tableau 4.4)
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Tableau 4.4 - Pseudo-code de la méthode former_groupe d’ une GRID 1G et 2G (2° partie)

e

¢ Envoyer un message de signalisation destiné au

(Suite) - -
serveur de coordination. La ressource y indique sa
Ressource .
puissance de calcul.
=  Pour chague ressource voisine :
e A chaqueminute :
Serveur de . —
o o Envoyer un message de signalisation.
coordination } - ) .
o S la ressource voisine ne répond pas, elle est retirée de la
liste des voisins.
= S |a ressource recoit une confirmation de réception du message de
signalisation gu’ elle a envoyé précédemment :
o Arréter I’envoi des messages de signalisation.
Ressource i o i
e Répondre aux nouveaux messages de signalisation envoyés par le
serveur de coordination.
e Attendrelaformation dela GRID.
= S unereguéte a traiter est recue:
Serveur de e  Pour chaque ressource voisine :
coordination o Confirmer son appartenance ala GRID.
o Préparer les sous-taches a envoyer.
= S |laressource recoit une confirmation d appartenance ala GRID du serveur de
coordination :
Ressource

e Préparer laressource alaréception de tache.

e Attendre les sous-taches atraiter.

A lafin de |’ exécution de ce mécanisme, |e serveur de coordination est prét & soumettre des

taches aux ressources de la GRID qui sont en attente.
Traitement des taches

Unefoisle groupe de travail formé, laméthode traiter_tache permet ala GRID de traiter une
requéte soumise. Tout comme la méthode précédente, il y a deux différentes versions de
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I"'implémentation de cette méthode. Il y a une version pour |'intergiciel du serveur de
coordination et une autre pour celui des autres ressources de la GRID.

Dans ses deux premiéres générations, la smulation des traitements de téches est assez
simple. Le serveur de coordination et les ressources se partagent |le nombre total d instructions
informatiques formant la requéte proportionnellement a leurs puissances de calcul. Pour ce faire,

nous utilisons larelation (4.2) :

) IPerformancechn X Noperations 4.0
TallleSousTachen = (4.2)

v
Zx: 1 IPerformanceCpU ny

> Taille goysracne,, TePrésente le nombre d instructions informatiques formant la sous-
tache atraiter par le noaud n;

> Iperformancecpy, "€Présente lapuissance de calcul en GHz du noeud n;

> Noperations T€présente le nombre total d'instructions informatiques nécessaires pour
traiter larequéte;

> §=1IPerformanceCPUn représente la somme de la puissance de calcul des v
X
ressources n;, nz, N3... Ny dela GRID dont le serveur de coordination.

Dans les GRID réelles, le serveur de coordination ne participe pas au traitement des taches.
Il se concentre sur la division de la requéte en sous-téache et a coordonner I’avancement des
traitements. Cependant, méme si le serveur de coordination ne fait pas avancer directement le
traitement de larequéte, il exécute un grand nombre d’instructions informatiques nécessaires ala
synchronisation et a la coordination des sous-tdches. Comme nous avons supposé dans notre
simulation (voir proposition A.ll dans la section 4.1.2) qu’une requéte définit le nombre total
d instructions informatiques a exécuter par toute la GRID, nous considérons donc aussi le serveur
de coordination dans la répartition des instructions informatiques au groupe de travail.

Suite ala déconnexion d’ une ressource, le serveur de coordination redistribue les instructions
informatiques de toutes les taches qui ont été assignées alaressource qui s est déconnectée. Il ne
prend en considération que les ressources restantes de sa GRID. La répartition des instructions

informatiques se fait de la méme maniére que pour celle d’ une requéte. Chaque ressource restante
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gjoutera les instructions de ses nouvelles sous-taches a celles qu’ elles ont dgja a traiter. Si toutes
les ressources se déconnectent de la GRID, le traitement de |a requéte échoue.

Pour clarifier les différentes étapes de ce mécanisme de traitement des taches, les Tableaux
45 et 4.6 spécifient a chaque étape le pseudo-code de I'implémentation de la méthode

traiter_tache des classes « 1G » et « 2G ».

Tableau 4.5 - Pseudo-code de la méthode traiter_tache d’ une GRID 1G et 2G (1 partie)

I

Description : Le serveur de coordination regoit une requéte a traiter. 1l divise le nombre d’instructions

informatiques a traiter en autant de sous-taches qu'il y a de ressources informatiques dans GRID.

=  Tout en poursuivant |’ envoi des messages de signalisation :

e Déterminer al'aide de I’équation 4.1 et de sa puissance de calcul, le
nombre d’instructions informatiques de sa sous-tache a traiter.

e  Pour chacune des ressources voisinesde sa GRID :

Serveur de
T o Déterminer al’aide de I’ éguation 4.1 et de I'indication sur sa
puissance de calcul recue dans son message de signalisation,
le nombre d'instructions informatiques de la sous-tache a
traiter par cette ressource.
e Envoyer lataille calcul ée de sa sous-téche alaressource.
= Tout en répondant aux messages de signalisation :
Ressource e Attendre le nombre d’instructions informatiques a traiter dans la sous-

tache qui lui est assignée par |e serveur de coordination.

Description : Les ressources et le serveur de coordination traitent leurs sous-taches. Si une ressource ne
répond plus aux messages de signalisation, le serveur de coordination redistribue sa tache a toute la
GRID. Quand toutes les instructions informatiques sont réalisées, les ressources signalent la fin du
traitement de leurs sous-taches au serveur de coordination.

= Enpardléde:
e Envoyer des messages de signalisation aux ressources.
Serveur de o o _
o e Tant que le serveur de coordination n'a pas fini de traiter toutes les
coordination

instructions informatiques de sa sous-téche :

o A chaque seconde: ... (Suite au Tableau 4.6)
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Tableau 4.6 - Pseudo-code de la méthode traiter_tache d’une GRID 1G et 2G (3° partie)

¢ Le nombre dinstructions informatiques traité
augmente de 10° par 1 GHz de puissance de calcul.

e Tant gue toutes les ressources n'‘ont pas signalé la fin de leurs

traitements :
o S une ressource ne répond pas a un message de
signalisation :
¢ Laressource est retirée du voisinage.

(Suite) ¢ Pour chaque ressource restante dela GRID :
Serveur de 0 Déterminer a I'aide de I’équation 4.1 et de la
coordination puissance de calcul, le nombre d'instructions

informatiques de la téche de la ressource
déconnectée qui sont a redistribuer a cette
ressource.
¢ Envoyer a la ressource sa nouvelle sous-tache a
traiter.
o Ecouter les messages de fin de traitement provenant des

ressources.

= Enpaalléde:
e Répondre aux messages de signalisation.

e S laressourcerecoit une sous-tache:

o Tant que la ressource n'a pas fini de traiter toutes les

instr uctions infor mati ques de sa sous-tache :

+ A chague seconde:

e ¢ Le nombre d'instructions informatiques traité
augmente de 10° par 1 GHz de puissance de
calcul.

o Envoyer un message au serveur de coordination pour signaler

lafin du traitement.

e S laressource se déconnecte du groupe de travail :

o Arréer letraitement delatache en cours.

o Effacer toutes les tdches en attentes.
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L e pseudo-code des méthodes former_groupe et traiter_tache des classes « 1G » et « 2G »
étant exposé, les ssimulations des GRID de premiéere et deuxieme génération sont maintenant

possibles dans notre outil de simulation de GRID.
4.1.5.2 Troisiemegénération de GRID

Nous poursuivons la phase d’ implémentation avec la troisiéme génération de GRID. Des
améliorations ont été faites dans I’architecture de I'intergiciel et la topologie des ressources
informatiques. Dans les GRID de troisieme génération, nous considérons toutes les ressources du
réseau : elles forment les nocauds de la GRID. Le serveur de coordination est remplacé par un
noaud héte qui dispose d'un service de coordination. Nous pouvons donc avoir autant de groupes
de travail dans une GRID gue de noauds ayant le service de coordination. L’ intergiciel de tous les
noauds de la GRID est identique, seuls les différents services qu'ils offrent définissent leurs réles

dans celle-ci.
Formation du groupe de travail

Méme si les GRID de troisieme topologie sont formées par toutes les ressources du réseau,
un groupe de travail ne peut s éendre qu’ aux noauds voisins de I’ héte. La topologie du groupe de
travail de cette génération est donc proche de celles des générations précédentes. Cependant, elle
peut étre modifiée pour assurer une certaine qualité de service. En effet, dans cette génération,
une requéte peut specifier la qualité de service avec laguelle un groupe de travail devrait latraiter.
La valeur de la qualité de service d’ une requéte représente la performance recommandée du
groupe de travail afin de finaliser le traitement de la requéte dans un délai respectable. La
performance d’ un groupe de travail est évaluée par la somme de la puissance de calcul des ncauds
qui forment ce groupe de travail. Elle est mesurée en nombre d’ instructions informatiques devant
étre effectuées en une seconde par e groupe de travail. Selon donc cette valeur, |’ hdte adapte la
topologie de son groupe de travail afin de répondre au besoin de performance.

Pour éclaircir cette nouvelle notion de qualité de service, nous alons présenter les différentes
étapes du mécanisme de formation d’ un groupe de travail des GRID de troisiéme génération dans
le Tableau 4.7.
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Tableau 4.7 — Etapes de formation d’ un groupe de travail dans une GRID 3G

Soit le réseau d’ ordinateurs détaillé dans I’ éape initiale O du
Tableau 4.1. Laressource (H) représente I’ hote.

A l'aide d'échange de messages P2P, toutes les noauds
signalent leur présence a leurs voisins. Toutes les
interconnexions sont utilisées et des messages peuvent étre
échangés entre tous les noauds du réseau.

Tous les ncauds du réseau forment la GRID. Chague nosud
conndlt la position de tous les autres noeuds, leurs puissances

de calcul, ainsi que les services qu'ils offrent.

Lorsque I’ hote regoit une requéte a traiter avec une qualité de
service spécifiée, il forme un groupe de travail dont la
performance est |égérement supérieure a la valeur de la
qualité de service de la requéte. Si cette valeur peut étre
ateinte, I'hdte ne forme un groupe de travail qu'avec
certains de ses noauds voisins, dans le cas présent tous ces

nceuds voisins sont réquisitionnés. Nous pouvons remarquer

gue les ncauds (7) et (8) font toujours partie de la GRID,
mais ils ne peuvent pas étre exploités par |’ hote.

Tout comme les générations précédentes, trois étapes sont nécessaires pour former un groupe
detravail. Les étapes 1 et 2 sont indépendantes des services offerts par les ncauds. En effet, méme
si un nceud de la GRID n' offre aucun service, il dispose de toutes les fonctionnalités pour réaliser
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les deux premiéeres étapes de la formation d' un groupe de travail. Il s'agit en fait des étapes de
signalisation et de découverte d autres nceuds de la GRID. Ce n’est qu a dans la troisieme étape
gue les services spécifient le réle ajouer du noaud dans le groupe de travail et dansla GRID.

Pour chacune des étapes 1, 2 et 3 présentées et selon les services offerts par les nceuds, les
Tableaux 4.8 et 4.9 spécifient le pseudo-code de I'implémentation de la méthode former_groupe

delaclasse « 3G ».

Tableau 4.8 - Pseudo-code de |la méthode former_groupe d’ une GRID 3G (1 partie)

= Enpaalléde:
e A chaqueminute:
o Pour chaguelien:
¢ Envoyer un message de signaisation. Le noaud y
indique sa puissance de calcul et laliste de ses noauds
Pour tous les voisins.

noauds e Si un message de signalisation est recu :

o Répondre au message en y indiquant sa puissance de calcul et
laliste de ses noauds voisins.

o Silencadn’est pasdéa danslaliste des voisins:

¢ Ajouter le noaud qui a envoyé le message de

signalisation dans la liste des ncauds voisins.

= Enpaadlée:

e A chaqueminute:
o Pour chaque lien, le noaud continu a envoyer et a répondre

aux messages définis dans I’ étape précédente.
e Pour toutes leslistes de voisinage recues :

Pour tousles o Mettre ajour satable de routage :
noauds + Déterminer les chemins pour communiquer avec les
nceuds qui ne sont pas des voisins.
o Etablir laliste des noauds de la GRID et de leurs puissances de
calcul.
¢ Retransmettre les messages regus qui sont destinés a un autre noaud de

laGRID al’aide de latable de routage.
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Tableau 4.9 - Pseudo-code de la méthode former_groupe d’ une GRID 3G (2° partie)

= Enpaalléde:
e Poursuivre les procédures de |’ éape 2.

e Si unerequéte a traiter est recue:

o S unegualité de service de la requéte est spécifiée :

¢ Tant que la performance du groupe de travail n’est

pas supérieure a la valeur de la qualité de service de

Servicede
coordination larequete:
¢ Ajouter un noaud voisin au groupe de
travail.
o Sinon
¢ Former un groupe de travall avec tous les noauds
voisins de I’ héte.
¢ Préparer les sous-téches a envoyer.
* Enpaallée:
Partage de la e Poursuivre les procédures de I’ étape 2.
puissance de e Silenoad fait partie d’ un groupe de travail :
caleul o Préparer e noaud & laréception de tache.

o Attendre les sous-taches atraiter.

A lafin de |’ exécution de la méthode former_groupe, un groupe de travail s est formé autour

de |’ hote ayant regu la requéte.
Traitement destaches

Le traitement d’ une requéte par un groupe de travail d’une GRID de troisiéme génération est
similaire a celui des GRID de premiere et seconde génération. Les sous-taches sont réparties aux
différents ncauds selon leurs puissances de calcul. La division de leurs charges est évaluée a
I’aide de la relation (4.2) de la méthode traiter_tache des classes « 1G » et « 2G ». Cependant,
dans cette génération, durant le traitement de groupe de travail, s un nouveau nceud S gjoute au
voisinage de |’ héte, il peut étre gjouté dynamiquement a son groupe de travail. Sa venue allégera
la charge de travail des autres ncauds du groupe de travail en redistribuant le nombre des
instructions informatiques restant a traiter a tous les noeuds du groupe de travail. Le choix de
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I"gjout dynamique de nouveaux nceuds est pris par |'héte selon I’ équilibre entre la qualité de
service de larequéte et la performance du groupe de travail.

Comme nous |’ avons fait pour les deux générations de GRID précédentes, nous considérons
auss I'héte dans la division du nombre total d'instructions informatiques de la requéte a
soumettre aux ressources de la GRID. Dans les GRID réelles de cette génération, si | hote dispose
auss du service de partage de ressource, il considere automatiquement sa puissance de calcul
dans la performance du groupe de travail.

Pour clarifier les différentes étapes de ce mécanisme de traitement des taches, les Tableaux
4.10 a 4.12 spécifient a chaque étape, le pseudo-code de I'implémentation de la méthode

traiter_tache delaclasse « 3G ».

Tableau 4.10 - Pseudo-code de la méthode traiter_tache d’ une GRID 3G (1" partie)

Pour tous les ncauds =  Poursuivre lamise ajour des noauds définit I’ étape 2 du Tableau 4.8.

Description : L’h6te regoit une requéte a traiter. Il divise le nombre total d'instructions informatiques a
traiter en autant de sous-téches qu'il y a de noauds dans son groupe de travail.

= Déterminer al’aide de larelation (4.1) et de sa puissance de calcul, le
nombre d’ instructions informatiques de sa sous-téche a traiter.

=  Pour chague noaud de son groupe de travail :

Service de L ] )
- e Déterminer al’aide de larelation (4.1) et de la puissance de
coordination ) o )
calcul du noaud, le nombre d'instructions informatiques de la
sous-téche atraiter par ce nceud.
e Envoyer au noaud sa sous-tache atraiter.
Partage de la

) = Attendre qu’' une sous-tache soit assignée par I’ hote.
puissance de calcul
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Tableau 4.11 - Pseudo-code de la méthode traiter_tache d’ une GRID 3G (2° parti€)

Description : Les nceuds traitent leurs sous-téches. Si un noaud ne répond plus aux messages de
signalisation, I’ héte redistribue sa tache a tout son groupe de travail. S'il y a une nouvelle ressource
voisine de I’ hdte et que la performance de la GRID est inférieure a la valeur de la qualité de service de la
requéte, I’ héte ajoute le nouveau nceud au groupe de travail. Quand toutes les instructions informatiques

sont réalisées, les noauds signalent lafin du traitement de leurs sous-téches al’ héte.

= Enpaalléde:
e Tant que I'hote n'a pas fini de traiter toutes les instructions

informatiques de sa sous-tache :

o A chague seconde:

¢ Le nombre dinstructions informatiques traité
augmente de 10° par 1 GHz de puissance de calcul.

e Si un noaud ne répond pas a un message de signalisation :

o Lencaud est retiré de laliste de voisinage.
o Pour tous |les noauds restants du groupe de travail :

¢ Déeminer a I'aide de la relation (4.1) et de la
puissance de calcul, le nombre d'instructions
informatiques de la tache du nceud déconnectée qui

sont aredistribuer a ce noaud.

E ¢ Envoyer sanouvelle sous-téche atraiter.

coordination i -
e S |'héte a un nouveau voisin :

o Silaqualité de service dela reguéte n’ est pas définie :
Qu

o S €elle est définie et est supérieure a la performance du

groupe de travail :

Alors
¢ Ajouter le nouveau noaud a son groupe de travail.
¢ Demander aux ncauds du groupe de travail le
nombre d'instructions informatiques qu'ils ont
réalisées.
¢ Evaluer le nombre total d’instructions informatiques
restant a traiter par le groupe de travail.

¢ ... (Suiteau Tableau 4.12)
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Tableau 4.12 - Pseudo-code de la méthode traiter_tache d’ une GRID 3G (3° parti€)

¢ Pour tous les noauds du groupe de travail :

¢ Envoyer un message d'arrét du traitement
€en cours.
¢ Déterminer al’aide de larelation (4.1) et de

(Suite) la puissance de calcul du noaud, le nombre
Service de d'instructions informatiques restant a faire
coordination traiter par ce nceud.

¢ Envoyer la nouvelle sous-tache a traiter au
noaud.

e Tant quetousles noaids n’ont pas signalé la fin de leurs traitements :

o Ecouter les messages provenant des noauds.

=  Tant guele noaud est dans un groupe de travail, en paraléle:

e S lenoaud recoit une sous-tache :

o Tant quele noaid n’a pas fini de traiter toutes les instructions

informatiques de sa sous-tache :

+ A chague seconde:

¢ Le nombre d'instructions informatiques traité

augmente de 10° par 1 GHz de puissance de

Partage de la i
cul.
puissance de . . i i
- o Envoyer un message a I'héte pour signaler la fin du
cu

traitement.

e Silencaud recoit un message d’ arrét de traitement.
QOu

e S |lenoaid se déconnecte du groupe de travail.

Alors
o Arréter letraitement de latache en cours.

o Effacer toutes les taches qui sont atraiter.

Le pseudo-code des méthodes former_groupe et traiter_tache de la classe « 3G », nous

permet d’ implémenter I'intergiciel de latroisieme génération de GRID.
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4.1.6 Implémentation del’intergiciel de notre architecture GRID

Dans notre nouvelle génération de GRID, nous nous sommes proposé de poursuivre I’éan
d amélioration de |’ architecture de I'intergiciel des GRID de troisiéme génération, mais aussi de
définir une topologie décentralisée plus performante des ressources informatiques. Tout comme
la génération précédente : la GRID s étend a tous les noauds du réseau d’ ordinateurs a I’ aide de
messages de signalisation P2P, une qualité de service de la requéte peut-étre spécifiée et
I"intergiciel des noauds est identique pour toute la GRID.

Bien qu'il existe un grand nombre de similarités entre les différents éléments de
I"architecture de notre intergiciel et celui des GRID de troisiéme génération, des modifications
majeures ont été apportées dans les mécanismes de formation d un groupe de travail et de
traitement d’ une requéte.

4.1.6.1 Formation d’un groupe detravail

Afin de rendre latopologie d un groupe de travail plusflexible et de |’ adaptée aux différents
environnements des réseaux d’ordinateurs, nous avons introduit des concepts de mobilité dans
I’ architecture de I'intergiciel des noauds, mais aussi équipé tous les ncauds de la GRID du service
de coordination.

Dans notre proposition, un groupe de travail peut exploiter toutes les ressources
informatiques d’ une GRID et cela méme s tous les ncauds qui la forment ne sont pas voisins.
Pour y parvenir, nous divisons un groupe de travail en un ensemble de grappes hiérarchisées :

» chague grappe est formée par un regroupement de noeuds autour d’ un noeud héte
nommeé « téte de grappe »;

» |echoix des tétes de grappe est fait al’aide d'un indice d’ élection déterminé a partir
de son indice de performance, de mobilité et de quaité de service de ses
interconnexions,

= |ahiérarchie des grappes dans un groupe de travail est représentée par le chemin des
tétes de grappe partant du noaud ayant regu la requéte a traiter jusqu’ au noeud le plus
éloignédela GRID.

Ce mécanisme est détaillé dans la section 3.3.3.2 du chapitre 3 portant sur la présentation de

notre architecture. Pour simplifier et clarifier les étapes de la formation du groupe de travail
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détaillé, nous posons les valeurs suivantes des termes de la relation (3.13) permettant de

déterminer I'indice d’ élection d’un nceud n du groupe de travail :

> P(n)=1letCp=1
» Pour touslesvoisinst den, Q(n,t) =1 et Co=0.
» M(n)=0etCy=0.
Les Tableaux 4.13 a 4.15illustrent la formation d’un groupe de travail dans une GRID de

nouvelle génération.

Tableau 4.13 - Etapes de formation d’ un groupe de travail dans une GRID 4G (1 partie)

o . ' 2 .
[ ] 8 [} — L] 2 o
. ) b . o A0N.2 ) 2 R A LR Rapk AR S
Soit |e réseau d ordinateurs detaillé dans I’ étape initiale O du A N ”
® b 0 ™o
- 5 L] .- *at U
tableau 4.1. La ressource (H) représente le noaud qui recevra ot te e ., i3
» 6 &0 PR
- g . * e -— - a
la requéte a traiter; il offre le service de partage de sa ol ‘
q ] : ‘- TSie™e
puissance de calcul aussi. CRR R a4
s 5r T *ens?
- v -

A l'aide d'échange de messages P2P, tous les noauds
signalent leur présence a leurs voisins. Toutes les
interconnexions sont utilisées et des messages peuvent étre
échangés entre tous les ncauds du réseau.

Tous les ncauds du réseau forment la GRID. Chague nceud

connait la position de tous les autres noauds, leurs indices de

performance ainsi que les services qu'ils offrent. IIs évaluent
auss laqualité de service de leursliens.

Lorsque le ncaud H recoit une requéte, il demande a ses

noauds voisins 1, 2, 3, 4, 5 et 6 d'évauer leurs indices _ "2\;
d’élection. A I'aide de la relation (3.13) et des valeurs des 1 1\,/\ e
termes P, Q, M, Cp, Cq et Cy posées pour simplifier cette "6\ [ 3’1
présentation, les noauds évaluent leursindices d’ élections : - @
E(1)=4,E(2) =3,EQ) =2 E4) =3, E5) =3 E6)=5¢€t d "5 :;l:;
E(H)=7. .

Expliquonsle calcul de E(6) : ... (Suite au Tableau 4.14)



85

Tableau 4.14 - Etapes de formation d’ un groupe de travail dans une GRID 4G (2° partie)

... pour déterminer son indice d'éection, le noaud 6 fait la
somme des indices de performance de ses voisins ne faisant
pas encore partie du groupe de travail et |'ajoute au sien.
Dans la représentation graphique du réseau d’ ordinateurs de
la GRID a droite, le noaud 6 a pour voisin lesnoauds 1, H, 7 (Voir la représentation de I’ étape 2 dans
et 8. Comme nous avons posé que P(n) = 1 pour tous les le Tableau 4.13)

nouds n de la GRID, dors la somme de I’'indice de
performance de ses noauds voisins est égal ala valeur 4. A
cela, le nocaud 6 y @ oute son indice de performance P(6) afin
d’ obtenir son indice d’ éection E(6)= 5.

Le ncaud H se choisit comme téte de grappe, car il al’indice
d' éection le plus élevé. Comme il n'y a pas de qualité de
service de la requéte de spécifiée dans celle-ci, il signale a
tous ses voisins qu'ils font partie de sa grappe. Dans le cas
contraire, il n'aurait chois que les noads qui sont

nécessaires pour obtenir une performance du groupe de

travail qui soit satisfaisante. Cette premiére grappe forme la
grappe principale du groupe de travail.

Pour continuer a étendre le groupe de travail a I’ensemble
des ressources informatiques du réseau, la téte de grappe H
demande a ses nceuds voisins de réévaluer leurs indices
d'élection. Il obtient : E(1) =0, E(2) =0, E(3) =0, E(4) =0,

E(5) =0, E(6) = 2. ] 2

A part le ncaud 6, tous les autres voisins de |a téte de grappe AL lf3\
1
H n'ont plus que des voisins faisant partie du groupe de i 6, @ -
travail. De plus, ils ne considérent plus leurs propres indices 6 N
. P ~ 4
de performance dans le calcul de leurs indices d’ élection car (S . o
N\

ils font dga partie du groupe de travail. Ils ont donc des
indices d'éection nuls. Seul le noaud 6 a pour voisin les
noauds 7 et 8 qui ne font pas encore partie du groupe de
travail, donc E(6) = 2.
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Tableau 4.15 - Etapes de formation d’ un groupe de travail dans une GRID 4G (3° partie)

Latéte de grappe H choisit le noaud 6 comme seconde téte de
grappe. Comme il n'y a pas de qualité de service de la
requéte de spécifiée dans celle-ci, le noaud 6 signale a tous
ses voisins ne faisant pas partie du groupe de travail, qu’ils
font dorénavant partie de sa grappe. Dans |e cas contraire, il
n'aurait chois que les nceuds voisins qui sont nécessaires

pour obtenir une performance de groupe du travail qui soit
satisfaisante ala qualité de service de larequéte.

Pour continuer a étendre le groupe de travail a |’ensemble
des ressources informatiques du réseau, la téte de grappe H
demande & ses noauds voisins de réévaluer leurs indices
d'éection. Il obtient : E(1) =0, E(2) =0, E(3) =0, E(4) =0,
E(5) = 0.

Le ncaud 6 étant déja une téte de grappe, il n'est plus a élire.
Cependant, en tant que téte de grappe secondaire placée en
dessous de la téte de grappe principale H selon la hiérarchie,
il se doit de retransmettre la demande de calcul d'indice
d' éection aux noauds de sa grappe. La téte de grappe 6 regoit
donc E(7) = 0 et E(8) = 0; ces indices étant nuls, elle n’a pas

a les réévauer a I'aide de la relation (3.14) avant de
présenter le meilleur des deux a la téte de grappe principale
H. Dans le cas ol il y a plusieurs noauds avec la meilleure
valeur de I'indice d'éection, c'est le premier nceud a avoir

répondu qui est retenu.

Tous les indices d' élection étant nuls, le groupe de travail ne
peut plus s étendre. La téte de grappe H lance le traitement
des taches.
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Dans cette nouvelle génération, le nombre d’ éapes menant a la formation d’ un groupe de
travail n'est pas fixe. Moins il y a de ressources informatiques voisines dans la GRID, plus il
faudra d’ étapes au groupe de travail pour s étendre atoutes celles-ci.

Ce mécanisme étant déja présenté sous forme de pseudo-code dans la section 3.3.3.2, nous

ne présentons pas le pseudo-code de la méthode former_groupe de la classe « 4G ».
4.1.6.2 Traitement d’'unetéache

L es objectifs de performance de notre architecture GRID nous ont poussés a décentraliser le
traitement des requétes. La division en grappes du groupe de travail permet de distribuer la
charge des taches de coordination aux nceuds éus comme des tétes de grappe. Comme tous les
noauds de la GRID disposent du service de coordination, elles peuvent toutes étre élues comme
téte de grappes selon leurs positions stratégiques dans les environnements des réseaux
d ordinateurs exploités par notre GRID. Rappelons que chaque téte de grappe est responsable de
la coordination des noauds de sa grappe et se charge de la redistribution des téches qu’ elle recoit
de I’ensemble de ses noauds. Dans cette nouvelle génération, la grappe se partage le nombre total
d'instructions informatiques recues par sa téte de grappe proportionnellement a leurs indices
d éection. Pour cela, nous utilisons larelation (4.3) :

P'(n) X N, erati
Taille,SousTachen = ( )v Pollzj:a)twns (43)
x=1 X

Ou:
> Taille' soysrache,, représente le nombre d'instructions informatiques formant la sous-

tache atraiter par le noaud n.

» P'(n) représente lafonction permettant de déterminer la performance du noaud n dans

sagrappe:

o« (Gm) + P(m))°r 4.4
P = Q(n,t)¢e x M(n)tm (44

AVEC :

» G(n) représentant la somme des performances P’ des noauds de sa grappe si
n est lui-méme une téte de grappe ou sinon T(n) est nul.
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> Cp, CyetCy représentant les coefficients attribués respectivement a
I’importance de la performance, de la mobilité et de la qualité de service
des connexions des noauds.

> Nopsrations rePrésente le nombre total d'instructions informatiques nécessaires pour

traiter latéche recue par la téte de grappe.

> YY_, E'(n,) représente la somme de la performance des v nceuds de la grappe.

La hiérarchisation des tétes de grappes permet de faciliter la division des téches issues de la
requéte a traiter. La téte de grappe principae divise la téache de la requéte recue en sous-taches
qui seront redistribués aux noauds de sa grappe; si sa grappe compte des tétes de grappe parmi ses
noeuds, a leur tour, elles diviseront la tache qu’ elles ont regue en sous-téches dans leurs propres
grappes et ainsi de suite tant que tous les noauds du groupe de travail n’ont pas regu leurs taches a
réaliser.

Tout comme les GRID de troiséme génération, le groupe de travail permet I’ gout
dynamique de ncauds. Dans ce cas, il serarattaché a une grappe dont la téte est la plus proche. En
plus, les gouts du support de la mobilité des nocauds et du travail «hors groupe» dans
I”architecture de notre GRID permettent aux nceuds de ne pas arréter le traitement de leurs taches
méme s'ils se déconnectent de leurs tétes de grappe. A leur retour, S'il n’est pas trop tard, ils
restitueront les résultats de leurs traitements (voir la section 3.2.1 pour plus de détails). De plus,
les gjouts du support de la mobilité des taches et du transfert de I’avancement des traitements
dans notre architecture GRID permettent aux noauds sachant qu’ils se déconnecteront bient6t de
faire profiter la grappe de leurs réalisations avant de la quitter.

Comme nous I’ avons fait pour les générations de GRID précédentes, nous considérons aussi
les tétes de grappe dans la division du nombre total d’instructions informatiques de larequéte. S
une téte de grappe offre le service de partage de sa puissance de calcul, il se considéere
automatiquement comme noeud de la grappe en plus de poursuivre son role de téte de grappe.

Pour clarifier les différentes étapes de ce mécanisme de traitement des taches, les Tableaux
de 4.16 a 4.20 spécifient le pseudo-code de la méthode traiter_tache selon les services offerts par

|es noauds.
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Tableau 4.16 - Pseudo-code de la méthode traiter_tache dans une GRID 4G (1" partie)

Description : Pendant toutes les étapes du traitement des taches, les noauds s' échangent des messages de
signalisation afin de maintenir ajours leurs tables de routage et de réévaluer périodiquement la qualité de
services desliens.

= Enpardlée:
e Poursuivre |'échange de messages de signalisation décrite dans
Pour tous les
I étape 2 du Tableau 4.8.
noauds

e Evaluer & chague échange de messages de signalisation la qualité de
services des interconnexions.

Description : La téte de grappe principale recoit une requéte a traiter ou une téte de grappe regoit une
tache d'une téte de grappe hiérarchiquement plus élevée. Elle divise le nombre total d’instructions
informatiques a traiter en autant de sous-taches qu'il y a de noauds dans sa grappe.

= Déerminer a l'aide de la relation (4.3), le nombre d'instructions
informatiques de sa sous-tache atraiter.

Service de =  Pour chaque noaud de sa grappe :

coordination e Déerminer a I'aide de la relation (4.3), le nombre d'instructions
informatiques de la sous-téche atraiter par ce nceud.

e Envoyer au noaud sa sous-téche atraiter.

Partage de la . . . . L A
= Attendre le nombre d'instructions informatiques a traiter dans la sous-tache
. d q
jpuissance ae A . ~
rar qui lui est assignée par satéte de grappe.
cu

Description : Les noauds traitent leurs sous-téches. S un nceud ne répond plus aux messages de
signalisation, la téte de grappe redistribue sa téche a toute la grappe. S'il y a une nouvelle ressource
informatique voisine d' une téte de grappe et que la performance de la GRID est inférieure a la valeur de
laqualité de service de larequéte, la téte de grappe gjoute le nouveau noaud a sa grappe. Quand toutes les

instructions informatiques sont réalisées, les ncauds signalent la fin du traitement de leurs sous-téches a

leurs tétes de grappe.
» Enpardléde:
) e Tant que la téte de grappe n'a pas fini de traiter toutes les
Servicede ) - ) R
- instructions infor matiques de sa sous-tache :
coordination

o A chague seconde:
¢ ... (Suiteau Tableau 4.17)
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Tableau 4.17 - Pseudo-code de la méthode traiter_tache dans une GRID 4G (2° partie)

¢ Le nombre dinstructions informatiques traité
augmente de 10° par 1 GHz de puissance de calcul.

Si un noaud ne répond pas a un message de signalisation :

o Lenocad est retiré de laliste de lagrappe.

o Pour tous les noauds restants de la grappe :

¢+ Déerminer al'aide de la relation (4.3), le nombre
d'instructions informatiques de la tache du noeud
déconnecté qui sont aredistribuer a ce noaud.

¢ Envoyer sanouvelle sous-téche atraiter.

e S |’h6te a un nouveau voisin :

o Silaqualité de service delareguéte n’' est pas définie.
Ou

o Si elle est définie et est supérieure a la performance du

groupe de travail.
(Suite) Alors
Service de ¢ Ajouter le nouveau noaud a sa grappe.
coordination

¢ Demander aux ncauds de la grappe, le nombre
d'instructions informatiques qu'’ils ont réalisées.

¢ Evaluer le nombre total d'instructions informatiques
restant atraiter par lagrappe.

¢ Pour tous les noauds de la grappe :

¢ Envoyer un message d'arrét du traitement en
cours.

¢ Détermingr a I'aide de la relation (4.3), le
nombre d'instructions informatiques restant a
faire traiter par ce noaud.

¢ Envoyer lanouvelle sous-tache atraiter au nceud.

e Tant quetous |les noauds n’ont pas signalé la fin de leurs traitements :

o Ecouter les messages provenant des noauds.
=  Quand tous les noaids de la grappe ont fini leurstaches:
o ... (Suite au Tableau 4.18)
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Tableau 4.18 - Pseudo-code de la méthode traiter_tache dans une GRID 4G (3° partie)

e S cette téte de grappe est |a téte de grappe principale :

o Arréter lasimulation.

(Suite) }
: e Sinon:
Service de _ _ _
. o Signder lafin du traitement de la téche a la téte de grappe
coordination
I’ ayant envoyée.
o Attendre une autre sous-tache.
= Tant guele noud est dans une grappe, en paraléele:
e S |enaoaud recoit une sous-tache :
o Tant que le noaud n'a pas fini de traiter toutes les
instructions informatigues de sa sous-tache :
¢ A chaque seconde:
¢ Le nombre d'instructions informatiques
Partage de la traité augmente de 10° par 1 GHz de
puissance de puissance de calcul.
cacul o Envoyer un message a I'h6te pour signaler la fin du

traitement.

e S |lenaoad recoit un message d’ arrét de traitement :

o Arréter e traitement de latache en cours.
o Effacer toutes les téches qui sont atraiter.

e S |lenoaud se déconnecte de sa grappe :

o Poursuit le traitement des taches en cours.

Description : Aprés une déconnexion, si le noaud ne se reconnecte pas trop tard au groupe de travail, il

poursuit son traitement en cours.

= S un noaud se reconnecte au groupe de travail aprées une déconnexion :

e S |enoaud se reconnecte a son ancienne téte de grappe :

Service de o Rajouter le ncaud a sagrappe.
coordination o Demander aux noauds de la grappe le nombre d’instructions
informatiques qu’ils ont réalisées.
o ... (Suiteau Tableau 4.19)
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Tableau 4.19 - Pseudo-code de la méthode traiter_tache dans une GRID 4G (4° partie)

o Evaluer le nombre total d’instructions informatiques restant
atraiter par la grappe et le réduire du nombre d’ instructions
déjatraitées par le ncaud qui S est reconnecté.

o Pour tousles noauds de la grappe :

¢ Envoyer un message d'arrét du traitement en cours.

(Suite) ¢ Déterminer a I'aide de la relation (4.3), le nombre
Service de d'instructions informatiques restant a faire traiter par
coordination ce noaud.

¢ Envoyer lanouvelle sous-tache atraiter.

e Si le nocaud ne se reconnecte pas a son ancienne téte de grappe :

o Demander le transfert de I’avancement de la réalisation de
ses téches ala bonne téte de grappe.

o Considérer le noaud comme un nouveau noaud de sa grappe.

Partage de la = S le noaud se reconnecte au groupe de travail aprées une déconnexion :
puissance de e Poursuivre le traitement des tches en cours.
calcul e Attendre les messages de synchronisation de la téte de grappe.

Description : Un nceud ayant décidé de se déconnecté procede au transfert de |’avancement de ses

téches.
»= S latéte de grappe recoit un transfert de I’ avancement d’ une tache:
e Retirer lencaud de lagrappe s ce n’est pas dgafait.
e Demander aux ncauds de la grappe le nombre d'instructions
informatiques qu’ils ont réalisées.

e Evaluer le nombre total d’instructions informatiques restant a traiter
GrniEagk par la grappe et le réduire du nombre d’ instructions déja traitées dans

soerdlinstan I” avancement des taches du noeud qui se déconnecte bient6t.

e  Pour tous les noauds de la grappe :

o Envoyer un message d’ arrét du traitement en cours.

o Déeminer a l'aide de la relation (4.3), le nombre
d'instructions informatiques restant a faire traiter par ce
noaud.

o Envoyer lanouvelle sous-téche atraiter au nosud.
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Tableau 4.20 - Pseudo-code de la méthode traiter_tache dans une GRID 4G (5° partie)

= S la couche « ressource » de |’ architecture de notre GRID met fin au service

Partage dela de partage de la puissance de calcul :
puissance de e Arréter et transférer I’avancement du traitement de ses taches a sa
calcul téte de grappe.

o FEffacer toutes lestéches qui sont atraiter.

4.1.7 Interfacesgraphiqueset validation

Méme s nous n'avons pas présenté le pseudo-code de toutes les autres classes de
I’ architecture de notre simulateur de GRID, nous avons di les implémenter afin de rendre
fonctionnel notre outil de simulation.

Comme processus de validation simple, nous allons reprendre la liste des spécifications que
nous avons formulée dans la section 4.1.1 afin de nous assurer que toutes les fonctionnalités
attendues soient présentes dans les interfaces graphiques du simulateur. Tout d'abord, nous
commencerons par présenter I’interface principale du simulateur. Puis pour chaque éément de

celui-ci, nous situerons les fonctionnalisées qu'’ils of frent.
4.1.7.1 Interfaceprincipaledu ssmulateur

L’interface principale du simulateur est composée de 5 « vues ». Nous entendons par une
«vue», un regroupement fonctionnel et ssmple a utiliser d’'outils ou d'informations. Ces
regroupements permettent une meilleure organisation de I’ espace et des fonctionnalités offertes,
de plus ils rendent plus agréable |’expérience d'interaction de I'utilisateur. La Figure 4.4
représente I'interface principale de notre simulateur de GRID et y indique les regroupements
suivants :

1. Projets: Représentation sous forme d’arbre des projets en cours. Pour chaque projet
de simulation, I’ utilisateur peut naviguer entre ses différents réseaux d’ordinateurs a
I’ aide de sa souris.

2. Réseau d'ordinateurs: Représentation visuelle du réseau d’ordinateurs en cours de

simulation. A I'aide d’onglet, I’utilisateur peut naviguer entre les simulations de

réseaux d ordinateurs qu’il a ouverts.
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Figure 4.4 - Interface principale du simulateur de GRID

3. Paette d' outils de simulation : Liste des outils de simulation organisés selon leurs

fonctionnalités. Nous'y retrouvons les outils pour construire et manipuler un réseau de

simulation, pour définir la mobilité des ressources, les caractéristiques des ressources,

les caractéristiques des liens et pour choisir les étapes de simulation selon la

génération de GRID que nous voulons simuler dans notre réseau d’ ordinateurs.

I'interface et présentation des résultats de simulations.

Log et résultats: Représentation textuelle des logs d'utilisation des outils de

5. Barre d'outils générales : Liste des outils permettant entre autres d’ ouvrir un projet, de

créer un projet, de créer un réseau dordinateurs, de sauvegarder un réseau

d’ ordinateurs et de quitter le ssmulateur.

Nous proposons dans I’Annexe A, plusieurs saisies des interfaces du simulateur de GRID

gue nous avons dével oppé pour ce mémoaire.
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4.1.7.2 Validation du smulateur

Pour chague regroupement de I’ interface principal e présenté précédemment, nous énumerons
dans I’Annexe B, les spécifications des fonctionnalités qu'il offre afin de valider le
fonctionnement global de notre ssmulateur de GRID.

Toutes les fonctionnalités attendues étant présentes dans notre outil de simulation de GRID,
nous pouvons commencer |’ évaluation et I’ analyse des performances des différentes générations

de GRID que nous avons implémentées.
4.2 Evaluation et analyse des perfor mances

Notre outil de simulation de GRID étant fonctionnel, dans la deuxiéme partie de ce chapitre,
nous présentons |’ évaluation des quatre générations de GRID gue nous avons implémentées. Une
simulation de GRID débute par la formation d'un réseau d ordinateurs. Aprés avoir identifié le
noaud qui recevra la requéte du client, nous choisissons la génération de GRID que nous désirons
simuler et nous langons la simulation. Durant la simulation, des messages seront échangés, des
taches distribuées et des instructions traitées. Mis a part |’ observation visuelle de ces activités,
I’ objectif principal de lasimulation est de quantifier les performances de ces activités en évaluant
les retards engendrés par les échanges de messages, les délais de transfert des sous-taches aux
ressources informatiques et le temps qui leur est nécessaire pour lestraiter.

Ledéal detransfert d'un message ou d' une tache dans une interconnexion entre deux noeuds
est calculé par les méthodes envoyer_message A B (pour envoyer un message ou une tache du
noaud A aB) et envoyer_message B A (pour envoyer un message ou une tache du noaud B a A)

delaclasse « Lien ». Pour cefaire, nous utilisonslarelation (4.5) :

Délairransfert = Tempspsponse + Tailleyessage X DEDIL (4.5
Avec:

> Délairygnsrere représentant le délai de temps nécessaire pour que le destinataire
recoive le message ou latache ;

> Délaipsyonse représentant le délai de réponse du lien. 1l est de valeur différente selon
le sens de la connexion ;

> Tailleyessqge représentant la taille du message a envoyer. Pour les messages autres

gue des taches, nous avons spécifié dans la supposition A.IX de la section 4.1.2, gu’ils
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sont de tailles négligeables donc égales a zéro. Pour les taches, la taille d un message
correspond aux nombres d’instructions de latéache ;
> Débit représentant la vitesse de transfert du lien. Elle est de valeur différente selon le

sens de la connexion.

Dans I’implémentation des classes des intergiciels de GRID, nous avons défini les principaux
mécanismes qui permettent la formation d’ un groupe de travail puis le traitement d’ une requéte
par celui-ci. Nous exposons dans une premiere phase, I’ évaluation et |’ analyse des performances
des GRID a former leurs groupes de travail. Puis en seconde phase, hous évaluons et analysons
les performances des différentes générations dans le traitement d’une requéte. Dans ces deux
phases, nous nous concentrons sur |’ évolution des performances selon la génération des GRID, la

tailledela GRID, lataille des requétes et |e type d’ environnement.

Tableau 4.21 - Configuration du réseau d ordinateurs

> IPerformanceCpUn =1GHz, IPerformanceRAMn =1Go,
IPerformanceHDn: 10Go et IPerformanceEn= 100 %.
» P(n) =130 avec a4, a,, a5 €t a, égaux a100, 10, 1 et 10.

Pour touslesvoisinsn’ den :

> IQdSDébitnn/ =1Molset IQdSDélainnr: 10ms.

» Q(n,n’) =20 avec B,€et B, égal allet 1.

> Cp=1Cy=0.05etCy=0.1.

4.2.1 Formation desgroupesdetravail

Pour évaluer la performance de formation d'un groupe de travail, nous mesurons la période
de temps nécessaire a la GRID pour former un groupe de travail des qu’elle regoit une requéte.
Pour ce faire, nous lancons un chronometre dans la méthode former_groupe des classes
d'intergiciels de GRID du serveur de coordination ou de I’ hdte. Nous ne mesurons pas |es étapes
de formation de la GRID, le compteur débute des qu’ une requéte serarecue et s arréteraalafin
de la méthode. Pour chaque évaluation, nous présentons la moyenne de 10 simulations et nous

utilisons les parametres du Tableau 4.21 pour toutes les ressources n du réseau d ordinateurs.
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Nous débutons la premiére évaluation de performance des GRID en suivant I’ évolution du
délai de temps qui leur est nécessaire pour former un groupe de travail selon lataille dela GRID.
Pour cette évaluation, nous considérons la configuration du réseau d ordinateurs présenté dans le
Tableau 4.21. De plus: toutes les ressources sont voisines, nous ne spécifions pas la qualité de
service de la requéte, |a taille de la requéte est de 50x10° instructions informatiques et la GRID
est dans un environnement stable (d’ ou pour toutes les ressources n, M(n) = 0 %). Nous obtenons

les résultats présentés ala Figure 4.5.
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Figure 4.5 - Performances de toutes les générations de GRID dans laformation d’ un groupe de travail

selon leurstailles

Dans ce graphique, les courbes de performance des trois premiéres générations sont
identiques. Cela s explique par la similitude de leurs mécanismes de formation de groupe de
travail. La nouvelle génération de GRID prend un retard dans la formation d’un groupe de travail
alant jusqu'a 50 % par rapport aux performances des GRID précédentes. Ce retard est engendré
par le calcul desindices d éection.

Notre genération de GRID est la seule a pouvoir exploiter des ressources qui ne sont pas
voisines de |’ héte. Comme deuxiéme évaluation, nous suivons I’ évolution de la performance de

notre génération de GRID dans la formation d’un groupe de travail selon le nombre de tétes de
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grappe dans celui-ci. Nous utilisons la configuration précédente du réseau d’ ordinateurs avec 30
ressources dans un environnement stable (d’ou pour toutes les ressources n, M(n) = 0 %). De
plus, nous essayons de former des grappes de méme taille, par exemple s'il y a deux tétes de
grappe, il y aura 15 noeuds dans chaque grappe. Nous obtenons les résultats présentés a la Figure
4.6.
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Figure 4.6 - Performance de la nouvelle génération de GRID dans laformation d’ un groupe de travail

selon le nombre de tétes de grappe.

Nous remarquons gue la performance de notre architecture GRID a former un groupe de
travail s'améliore avec |’ gjout de quelques tétes de grappe. En effet, avec 5 tétes de grappe (dont
I"héte) dans la GRID, la nouvelle génération de GRID rassemble 30 noauds aussi vite qu’ environ
15 noauds dans les groupes de travail des générations de GRID précédentes. Cependant, les
améliorations de performance de la nouvelle génération de GRID se réduisent au point de
s annuler si le nombre de tétes de grappe augmente trop par rapport au nombre de noauds dans la
GRID. Selon nos mesures actuelles, le ratio le plus efficace est d' une téte de grappe pour 6 noauds
delaGRID. Si nous changeons de réseau d’ ordinateur, ce ratio changera aussi.

Afin de déterminer la variation des performances des GRID selon lataille d’ une requéte et le

type d’ environnement, nous passons a la phase d’ évaluation et d’ analyse suivante.



99

4.2.2 Traitementsdesrequétes

Pour évaluer la performance du traitement d’ une requéte, nous mesurons |la période de temps
nécessaire pour réaliser le mécanisme de la méthode traiter_tache des classes d'intergiciels de
GRID du serveur de coordination ou de I’h6te. Pour chague évaluation, nous présentons la
moyenne de 10 simulations, nous ne spécifions pas la qualité de service de la requéte et nous
utilisons la configuration du réseau d’ ordinateurs présenté au Tableau 4.21.

La troisieme évaluation de performance portera sur I’ évolution de la performance des GRID
selon la taille d'une requéte et le type denvironnement. Pour ce faire, selon le type
d environnement, nous procédons a I'évaluation de la performance des GRID a traiter des
requétes de différentes tailles. Le Tableau 4.22 présente un bilan des paramétres complétant la
configuration des 30 ressources n du réseau d ordinateur que nous utiliserons dans nos

simulations.

Tableau 4.22 - Indice de mobilité des ressources selon le type d' environnement

» Environnement stable :

M(n) = 0 %, Ppeconnexionpouce, — 100 % (voir équation 4.1) et la
probabilité d’ une reconnexion du nceud (Pr) de 0 %.
» Environnement faiblement dynamique :
M(n) = 20 %, Ppsconnexion_pouce,, = 80% et Pr(n) =20 %.
» Environnement dynamique :
M(n) =50 %, Ppeconnexion_pouce, — 90% €t Pr(n) =50 %.
» Environnement mobile:
M(n) = 80 %, Ppeconnexion_pouce,, — 20% €t Pr(n) = 80 %.

A cela, nous ajoutons que le serveur de coordination et I’ héte ne sont pas mobiles. Ils ont
donc un indice mobilité nul afin d'éviter I'arré prématuré des simulations en cours. Nous
obtenons les résultats présentés aux Figures 4.7 244.10.
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Suite a I'analyse des 4 Figures précédentes, dans un environnement stable, les quatre
générations de GRID ont des performances similaires. Dans des environnements dynamiques,
I’écart se creuse entre les générations. En général, plus I'indice de mobilité des ressources
augmente, plus le délai de traitement d’'une requéte augmente aussi. Dans nos mesures, notre
architecture GRID est toujours la plus performante. Dans le meilleur des cas, nous notons une
amélioration de 18 % dans un environnement mobile par rapport a la troisiéme génération et de
13% dans un environnement dynamique par rapport aux GRID de premiere et deuxiéme
générations.

Comme derniére évaluation, nous mesurons |’ évolution des performances d’ une GRID de
nouvelle génération a traiter des requétes de différentes tailles selon le type d’ environnement.
Durant nos simulations, la GRID est formée de 30 noauds regroupés en 5 grappes de 6 noeuds et
nous utilisons les parametres des Tableaux 4.21 et 4.22. Nous obtenons les résultats présentés ala

Figure 4.11, un agrandissement du graphique obtenu est disponible en Annexe C.
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Figure 4.11 - Performance de la nouvelle génération de GRID selon I’ environnement

La courbe « Base » représente le groupe de travail de la nouvelle génération de GRID dans

un environnement mobile mesuré dans I'évaluation précédente (voir Figure 4.10). Nous
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remarguons que si nous goutons quelques tétes de grappes dans le groupe de travail, nous
améliorons encore la performance de notre GRID dans des environnements dynamiques. Nous
notons un gain de 22 % par rapport aux mesures présentes de la méme génération et une
amélioration de 48 % par rapport aux GRID de troisiéme génération.

Nos évaluations nous ont permis de veérifier les améliorations apportées a notre architecture
de GRID. Nous avons été surpris de remarquer que les GRID de troisieme génération sont moins
performantes dans des environnements fortement dynamiques et mobiles que les GRID de
premiere et deuxieme génération. Méme s la troisiéme génération de GRID permet I’ gjout
dynamique de ressources informatiques dans le groupe de travail, elle perd beaucoup de temps a
redistribuer des taches a ces nouveaux noauds qui ne resteront connectés que peu de temps.
Cependant méme si une partie de notre architecture GRID est héritée de cette génération, les
améliorations de performance observées nous laissent croire que nous avons atteint nos objectifs.
Dressons |e bilan de notre mémoire au chapitre suivant.
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CHAPITRES
CONCLUSION

Dans ce dernier chapitre de notre mémoire, nous allons faire un bref rappel des objectifs que
nous nous sommes fixes, rappeler les particularités de I'architecture GRID que nous avons
proposées, discuter des limitations de nos travaux ainsi que des résultats que nous avons obtenus.
Et pour terminer, nous compléterons notre recherche en suggérant des améliorations futures de
notre architecture GRID.

5.1 Synthése destravaux

Au début de notre recherche, nous avons établi que les GRID existantes ne nous permettai ent
pas dexploiter les ressources mobiles efficacement. L’émergence des micro-ordinateurs
portables et des technologies de communication sans fil contribuait aux limitations de I’ usage des
GRID. Malgré les améliorations des GRID de troisieme génération apportées au domaine des
réseaux d’ ordinateurs, nous avons identifié certaines lacunes dans les mécanismes de gestion des
sous-taches. Dans un environnement ou il y a fréquemment des déconnexions entre les liens des
ressources de la GRID, le retard dans le traitement d'une requéte augmente significativement.
Nous avons aussi identifié que la mobilité des ressources n’ était pas prise en considération. Il n'y
a aucun meécanisme pour essayer de prévenir la fin de partage des ressources d’ un noeud afin de
limiter son utilisation par la GRID. La problématique de la faible performance des GRID de
troisieme génération dans des environnements dynamiques et mobiles nous a encouragé a fixer
des objectifs d’amélioration de I’ architecture des GRID. Nous nous sommes proposé de réaliser
une architecture GRID de nouvelle génération efficace dans des environnements dynamiques et
mobiles, cela, afin de supporter de nouvelles applications mobiles qui sont de plus en plus
populaires. Dans une premiére phase, nous avons amélioré le support de la mobilité des taches et
des ressources des GRID de troisieme génération. Suite a cela, nous avons introduit des concepts
de mobilité dans I’ architecture des GRID existante. Nous avons aussi gjouté dans |’ architecture
d’'un noaud : |"habilité de transférer |’avancement des téches a d autres nceuds, |”habilité de
poursuivre le traitement des taches déga en cours sans nécessairement étre connecté en
permanence au groupe de travail, et, pour finir, I’ habilité de coopérer directement avec d’ autres
noeuds du groupe de travail sans passer par |" héte. L’ architecture réseau a aussi été révisée afin de
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marquer le changement de génération de GRID. Le groupe de travail a été hiérarchisé par un
ensemble de tétes de grappe et chaque téte de grappe représente un regroupement de ressources.
Le nombre de tétes de grappe dans un groupe de travail et de ressources formant une grappe n’ est
pas fixe, la topologie se base sur des indices de performances et de qualité de services pour

S adapter aux environnements des différentes ressources de la GRID.
5.2 Limitations destravaux

Afin de tester notre proposition, nous avons développé un simulateur dans lequel nous avons
implémenté le comportement général des différentes générations, dont celle que nous proposons.
Afin de simplifier la réalisation de ces simulations, nous n’avons pas considéré la coopération
entre taches, bien que nous ayons proposé des améliorations a ce sujet. Nous nous sommes aussi
limités a deux services par nceud. Le premier service est celui permettant la découverte et la
coopération des noauds, autrement dit celui qui permet a un noeud de devenir une téte de grappe.
Le deuxiéme service implémenté est celui du partage de la puissance de calcul. Comme il est le
service le plus sensible aux performances des GRID. En revanche, malgré ses limitations, notre
outil de simulation nous a permis de prédire le comportement des GRID avec une forte
population de ressources et dans différents environnements.

L’ évaluation de notre architecture GRID démontre que notre GRID de nouvelles générations
se comporte aussi bien qu’ une GRID de troisieme génération dans un environnement stable, peu
dynamique et sans ressources distantes. Il est en effet difficile de dépasser les performances des
GRID déga existantes dans des environnements locaux. La qualité de service de ces réseaux y
étant fixe et élevée, les nouveaux concepts introduits dans notre architecture GRID n’ont pas
d impact sur le fonctionnement globa de la GRID. La topologie sera centralisée autour d’une
seule téte de grappe, I’ hote.

Les améliorations des performances de notre architecture GRID par rapport aux autres
générations de GRID sont visibles dés que I’ environnement devient plus dynamique et que nous
considérons des ressources distantes. La qualité de service des liens entre des noauds de différents
réseaux est rarement idéale. Pour communiquer entre deux ressources, les messages ne passent
plus par un ou deux cables d’une méme technologie, mais par un ensemble de chemins possibles
de différente qualité de service et de technologie. Dans cette situation, la GRID se trouve a cheval
entre deux environnements: le premier stable formé par les réseaux locaux et proches, et un
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deuxieme environnement moins stable formeé par I’ ensemble des réseaux intermédiaires entre les
ressources locales et distantes. C’ est grace ala prise en considération de la qualité de service des
liens, que les tailles des sous-taches envoyées aux ressources distantes sont réduites afin de ne
pas raentir le traitement globa de la requéte. L’amélioration des performances est encore plus
significative lorsque le nombre de tétes de grappe ou les indices de mobilité des noauds
augmentent. Par exemple, en considérant que 80 % des noauds de la GRID sont dans un
environnement dynamique, nous améliorons dans le meilleur des cas mesurés de 48 % en
moyenne la performance des GRID existantes.

La topologie de notre GRID étant dynamique, le nombre de messages de signalisation
échangés entre les noauds est important. Nous avons noté qu’il y avait un ralentissement des
performances de notre GRID au début des traitements d’' une requéte. Le délai pour initialiser un
groupe de travail dans notre GRID est nettement plus élevé que le délai nécessaire pour un
groupe de travail d’'une GRID de génération précédente qui est quasi instantané. Nous avons
observé des ralentissements des performances de notre GRID pouvant aler jusgu’a 50%
comparativement a celle des GRID de génération précédente. Ce comportement de notre GRID
qui semble désavantageux est en fait un faible colt initial a payer afin d’ organiser toutes les
ressources de la GRID convenablement. Une fois le groupe de travail formé, les performances
qui avait été réduites de quelques secondes rattrapent rapidement celles des GRID des
générations précédentes.

Dans les réseaux d’ ordinateur réel, ce retard permet a la topologie du groupe de travail de
notre GRID d' utiliser des ressources voisines a toutes les tétes de grappe du groupe du travail
contrairement aux autres GRID qui ceux limite a ceux du serveur de coordination ou de |’ hdte. La
population de ressources de notre GRID est donc agrandie, et les performances pouvant étre

atteinte largement supérieures a celle des GRID des générations précédentes.
5.3 Indications de recherchesfutures

Idéalement, notre GRID dans un environnement dynamique et mobile devrait maintenir de
maniére transparente la méme performance gque dans un environnement stable. La calibration
manuelle des coefficients permettant de calculer nos indices de performances et d’ élections est
fastidieuse. La performance de notre GRID varie fortement avec le choix des valeurs de ses
coefficients. Une amélioration fortement envisageable serait d’automatiser la calibration des
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coefficients selon le type d’ application a traiter et la qualité de service des interconnexions afin
d améliorer le choix de latopologie pour chaque environnement.

Une seconde amélioration envisageable serait d optimiser les échanges des messages de
signalisations. Ils sont trés volumineux et couteux dans nos évaluations. Il existe des méthodes
dans la littérature qui permettent de réduire I’envoi de messages identiques a un ensemble de
noauds autre que la méthode actuellement utilisée, I’ « Unicast ».

Le choix des tétes de grappe d' un groupe de travail se fait en choisissant les ncauds avec le
meilleur indice d'élection dans I'espoir d'obtenir la meilleure topologie possible. En pratique,
nous obtenons une topologie des ressources de la GRID satisfaisante, mais tres souvent pas la
meilleure. L’ utilisation des métaheuristiques dans le choix de ces tétes de grappe pourrait encore
améliorer les performances de notre architecture GRID. De plus, notre prise en considération de
I’ énergie résiduelle des noauds permettra d obtenir une topologie moins gourmande en énergie
tout en étant plus efficace.

Finalement, une quatrieme amélioration possible serait de simplifier |’ utilisation des vieux
standards de programmation parallée afin de faciliter I’acces aux GRID. Il existe un tres grand
nombre de micro-ordinateurs dont les puissances de calcul restent inutilisées et dont leurs
propriétaires n' attendent que de les rentabiliser !
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ANNEXE A - Interfacesdu smulateur de GRID

La figure suivante illustre un groupe de travail de 30 nceuds d’une GRID de nouvelle

génération avec 6 tétes de grappe :
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La figure suivante présente I’ interface permettant de modifier les caractéristiques d’ un noaud

delaGRID :
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La figure suivante présente I'interface permettant de suivre la formation d’un groupe de

travail dans une GRID de nouvelle génération :
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ANNEXE B - Validation del’interface principale du ssmulateur de GRID

Pour chague élément de I'interface principale présenté dans la section 4.1.7.1, nous
énumérons les spécifications des fonctionnalités qu’il offre afin de valider le fonctionnement
global de notre simulateur de GRID :

> Projets:
= Quvrir un projet.
= Séectionner un projet.
= Quvrir une simulation.

= Sdectionner une simulation.

1.6. Permettre de sauvegarder la configuration en cours.

1.7. Permettre de charger une ancienne configuration.

» Réseau d ordinateurs :

= Sdectionner un noaud.
= Déplacer un noaud.

= Séectionner un lien.

1.5. Visualiser le réseau d ordinateurs :

1.5.1. Repreésenter les ncauds de différentes couleurs selon leurs roles.

1.5.2. Représenter les liens entre les noauds.

1.5.3. Afficher la somme de la puissance de calcul de toutes les ressources de
laGRID.

> Paletted outilsde simulation :

1. Permettre de former un réseau d’ ordinateurs :
1.1. Définir lagénération dela GRID.
1.2. Choisir le nombre de ressources dans la GRID.
1.3. Déterminer les connexions entre |es ressources.
1.4. Déterminer le type d’ environnement.

2. Permettre d éditer une ressource :
2.1. Déterminer la puissance de calcul.
2.2. Déterminer |’ espace disgue disponible.
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2.3. Déterminer I’ espace de la mémoire vive disponible.
2.4. Déterminer |’ autonomie restante.
2.5. Visuadliser I'indice de mobilite:
2.5.1. Déterminer le délai de temps moyen avant une déconnexion.
2.5.2. Déterminer la probabilité de reconnexion aprés une
déconnexion.
2.6. Visualiser I'indice de performance:
2.6.1. Déterminer le coefficient de la puissance de calcul.
2.6.2. Déterminer le coefficient de |’ espace disque.
2.6.3. Déterminer le coefficient de |’ espace de lamémoire vive.
2.6.4. Déterminer le coefficient de |’ autonomie restante.
2.7. Visualiser I'indice d’ élection:
2.7.1. Déterminer le coefficient de |’ indice de performance.
2.7.2. Déterminer le coefficient deI’indice de mobilité.
2.7.3. Déterminer le coefficient de I’indice de qualité de service du
réseall.
3. Permettre d’ éditer un lien entre deux ressources :
3.1. Visuadliser I'indice de la qualité de service :
3.1.1. Déterminer le débit de chague sens de la connexion.
3.1.2. Déterminer le délai de réponse de chague sens de la
connexion.
3.1.3. Déterminer le coefficient du poids du débit.
3.1.4. Déterminer le coefficient du poids du déla de
réponse.
3.2. Déterminer lafiabilité du lien.
4. Permettre la formation de groupe de travail :
4.1. Pour lapremiére génération de GRID :
4.1.1. Déterminer |’ hote.
4.1.2. Former une GRID avec lesvoisins directs de |’ hote.
4.1.3. Former un groupe de travail delataille dela GRID.

4.2. Pour ladeuxiéme génération de GRID :
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4.2.1. Déterminer |’ héte.
4.2.2. Former une GRID avec lesvoisins directs de I’ hote.
4.2.3. Former un groupe de travail delataille dela GRID.
4.3. Pour latroisiéme génération de GRID :
4.3.1. Déterminer I’ héte.
4.3.2. Déterminer laqualité de service de larequéte.
4.3.3. Former un groupe de travail :
4.3.3.1. Ne considérer que les voisins directs de
I” héte.
4.3.3.2. Respecter I’indice de qualité de service de la
requéte.
4.4. Pour la GRID proposée de nouvelle génération :
4.4.1. Déterminer I’ hote.
4.4.2. Déterminer laqualité de service de larequéte.
4.4.3. Former un groupe de travail :
4.4.3.1. Considérer toutes les ressources de la GRID.
4.4.3.2. Hiérarchiser le groupe
4.4.3.3. Respecter la qualité de service requis par la
requéte.
5. Pouvoir soumettre une requéte atraiter au groupe de travail :
5.1. Pour lapremiere génération de GRID :
5.1.1. Déterminer lataille delarequéte atraiter.
5.1.2. Déterminer le déla entre chague étape de la
simulation.
5.1.3. Déterminer un temps d’ arrét d’ une simulation.
5.2. Pour la deuxiéme génération de GRID :
5.2.1. Déterminer lataille de larequéte atraiter.
5.2.2. Déterminer le déla entre chague éape de la
simulation.
5.2.3. Déterminer un temps d arrét d’ une simulation.

5.3. Pour latroisiéme génération de GRID :
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5.3.1. Déterminer lataille delarequéte atraiter.

5.3.2. Déterminer le déla entre chague étape de la
simulation.

5.3.3. Déterminer un temps d’ arrét d’ une simulation.

5.3.4. Visudliser la probabilité moyenne de reconnexion

des noauds.

5.4. Pour la GRID proposée de nouvelle génération :

5.4.1. Déterminer lataille de larequéte atraiter.

5.4.2. Déterminer le déla entre chaque étape de la
simulation.

5.4.3. Déterminer un temps d’ arrét d’ une simulation.

5.4.4. Visudliser la probabilité moyenne de reconnexion
des noauds.

5.4.5. Visualiser la probabilité moyenne de déconnexion

douce des noauds.

1.5.3. Afficher la somme de la puissance de calcul de toutes les ressources de la

GRID.

5.5. Permettre d’ exporter des données de simulation :

5.5.1. Exporter sous le format Excel e temps de simulation.

5.5.2. Exporter sous le format Excel I'avancement du traitement global de la

requéte.

> Barred outils généraes:

= Quitter le smulateur.

1.6. Permettre de sauvegarder la configuration en cours.

1.7.  Permettre de charger une ancienne configuration.
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ANNEXE C - Performance delanouvelle génération de GRID selon

I”environnement

Agrandissement des résultats présentés alaFigure 4.11 :
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